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Fixed-time Parameter Estimation and Control Design for Unknown
Robot Manipulators with Asymmetric Motion Constraints

Chengzhi Zhu, Yiming Jiang, and Chenguang Yang*

Abstract: Most of the existing identification/control algorithm of uncertain robot manipulators have been proposed
to achieve model identification and trajectory tracking with expected precision, but the convergence time and tran-
sient tracking performance have been rarely discussed. In this paper, an adaptive fixed-time estimation algorithm
is proposed for an uncertain robot. A recursive update law combined with an auxiliary filtering technique has been
exploited such that the measurement of acceleration signals could be avoided during the estimation process. Based
on the results of parameter identification, we propose a fixed-time control scheme which can guarantee the specified
motion performance and prescribed convergence time simultaneously. The tiny practical error of parameter iden-
tification can be effectively handled with the proposed control scheme. Finally, the simulation results based on an
uncertain 2-DOF robot have demonstrated the effectiveness of the proposed identification/control algorithm.
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1. INTRODUCTION

Recently, effective control schemes [1,2] have been pro-
posed in the robotics community to guarantee the desired
control performance. A relatively comprehensive review
involving these control schemes has been presented in
[3]. It has been proved that model-based control schemes
can guarantee good control performance when the robot
model information is available.

However, for general robotic systems, the model infor-
mation can not often be available precisely because of
the unpredictability in dynamics and the unknown distur-
bance. In real applications, the imprecision of robot mod-
els may negatively affect the control performance, which
could be one of the factors blocking the widespread appli-
cation of the model-based control schemes.

In recent years, neural network and fuzzy logic algo-
rithms have been widely used to compensate the uncertain
systems [4-6]. An adaptive sliding mode neural network
(NN) control method has been proposed for input delay
tractor-trailer system with two degrees of freedom in [7].
In [8], a neural network-based robust anti-sway control
scheme has been proposed for a crane system transporting
an underwater object. It has been proved that the conver-
gence performance can be improved when the estimation

error is integrated into the adaptive law. However, long
convergence time and weights training process have be-
come the universal drawback for the approximation-based
control schemes. Therefore, the efficient parameter identi-
fication algorithm for unknown robot has always been the
topic that researchers pay attention to.

In the existing identification/control schemes, the con-
vergence rate of the system states have been rarely in-
vestigated. In [9], an improved function augmented slid-
ing mode control scheme has been proposed for uncer-
tain nonlinear systems with preassigned settling time. In
[10], a novel sliding mode control approach with finite-
time convergence has been proposed. In [11], the global
finite-time stabilization problem for a class of system with
unknown virtual control coefficients has been studied. An
adaptive finite-time algorithm has been proposed for wear-
able exoskeletons to realize trajectory tracking in [12].
However, the settling time in the universal finite-time con-
trol algorithm is always heavily related to the initial condi-
tion of the systems, which is hard to obtain in practice. In
order to make the settling time pre-established by the de-
signer and independent of the initial conditions, Polyakov
firstly proposed the definition of fixed-time stability in
[13]. An observer-based tracking control scheme in fixed-
time was proposed for a second-order system in [14]. In
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[15], a fixed-time parameter estimation scheme has been
proposed for a class of linearly parameterized polynomial
system. The distributed fixed-time formation-containment
problem of unknown multiple Euler-Lagrange systems
has been studied under directed graphs in [16]. In [17], a
fixed-time attitude control scheme has been proposed for a
flexible spacecraft with unknown actuator faults, external
disturbance and coupling effect of flexible modes.

In some special practical operations with robots, the
transient performance and the output constraint require-
ment should be taken into account. For example, when
the end-effector of the manipulator moves near the sur-
face of the object, or moves in a specific narrow chan-
nel, the output of the system should be asymmetrically
constrained and the error tolerance in different directions
should be different. Besides, in some existing fixed-time
control schemes [18-20], the system states converge to
some convergence region in fixed-time with Lyapunov
analysis. However, the unpredictability of the convergence
region and the chattering problems are the universal dis-
advantages for these control methods. Some researchers
have proposed effective schemes to deal with the prob-
lem of the system constraints. A kind of control algorithm
has been proposed for non-affine multi-agent systems with
output constraint in [21]. A new adaptive control strategy
has been proposed in [22] for a class of uncertain MIMO
nonlinear systems with guaranteed constraints.

The definition of barrier Lyapunov functions (BLFs)
has been proposed in recent years, which were originally
proposed to achieve the states constraints for nonlinear
systems. The BLFs have been widely exploited in the
community of nonlinear system control problems such
that the system converges without violating the constraint
requirements [23-25]. In [23], a full-state constrained
control algorithm with adaptive neural network technique
has been proposed for wheeled mobile robot. Neural con-
trol algorithm of bimanual robots with guaranteed stabil-
ity and motion performance has been proposed in [24]. In
[25], an adaptive control algorithm with fixed-time con-
vergence has been proposed for a class of MIMO nonlin-
ear systems with guaranteed constraints.

Motivated by the work mentioned above, a fixed-time
identification scheme has been proposed for an unknown
robot in our previous work [26]. This paper is extended
from our previous conference paper [26]. Based on the
results of parameter identification, we specify the time-
varying constraints for the transient and steady state track-
ing errors. And a fixed-time control scheme has been pro-
posed to guarantee the prescribed motion performance
and preestablished convergence time simultaneously. The
main contributions of our work in this paper can be listed
as follows:

1) An auxiliary filtering technique has been integrated
into the fixed-time identification scheme such that the
measurement of the acceleration signals, which are sen-

sitive to the interference signals, can be avoided. More-
over, the real-time inversion of square matrix in common
identification algorithm can be avoided in the proposed
identification scheme.

2) Superior to the universal finite-time control algo-
rithm, the unknown parameters and the tracking errors of
the dynamic system can all be convergent in fixed-time
regardless of the initial conditions of the system.

3) The BLFs have been integrated into the proposed
control scheme such that the prescribed motion perfor-
mance can be achieved and the output constraints will not
be violated.

2. PROBLEM FORMULATION AND
PRELIMINARIES

2.1. Problem formulation

For a general n-DOF (degree of freedom) robot manip-
ulator, the dynamic equation can be described as

M(q)§+C(q,9)4+G(q) =, )

where g € R", g € R", and § € R" denote respectively the
joint position vector, velocity vector, and acceleration vec-
tor. The term 7 represents the control torque applied to
the joints by the controller. M(q) € R™", C(q,q) € R"™",
G(g) € R" denote the inertia matrix, the Coriolis and cen-
tripetal torque matrix and the gravity vector, respectively.

For simplicity, we assume that the mass of the robot in
(1) is concentrated at the end of each link. According to
the results in [27], the terms M(q), C(q,q) and G(gq) can
be expressed as the product of different regression matrix
and the parameter vector ® respectively, with ® being an
unknown parameter vector about the mass and length of
the robot links. Then we can express (1) as a linear pa-
rameterized system in the following form

M(q)G+C(q,4)g+G(q) =T = ¢(q,4,4)0O, 2

where ¢(q,4,¢) is the dynamic regression matrix contain-
ing the terms ¢, ¢, §.

The objective of our global control scheme is to iden-
tify the unknown parameter vector ® in fixed-time. Based
on the estimation results, the proposed control scheme is
supposed to make the joint positions track the desired tra-
jectory in fixed-time regardless of the initial conditions.
Besides, the prescribed motion performance should also
be guaranteed during the control operation.

2.2. Preliminaries
Property 1 [28]: The terms M(gq), C(g,q) and G(q) are
bounded by some positive constants M,,, Cy,, G-
Assumption 1: The first-order derivative of the desired
trajectory g, exists and continuous. Moreover, g, and ¢,
are both bounded.
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Assumption 2 [29,30]: All the joint position, veloc-
ity, and acceleration are bounded by ||¢|| < P,, ||4]| < P,
|lG|l < P because of the mechanic limitations of the space
manipulator where P,, P,, P. are some unknown positive
constants.

Definition 1 (Fixed-time stability) [13]: For the general
system x = g(¢,x) with initial values xy, where x € R" can
be seen as the system variable and g(¢,x) can be contin-
uous or discontinuous. The system x = g(#,x) is globally
fixed-time stable if the convergence time T < T,,,, with
Tnax being the upper bound of the convergence time inde-
pendent of initial values xg.

Definition 2 (PE condition) [31]: A vector or matrix
@y is defined as "persistently excited" (PE) if there exist a
bounded T > 0, B > O such that ["*" ¢, (r)T @ (r)dr > I,
V¢ > 0 where [ is the identity matrix with the correspond-
ing dimension.

Lemma 1 [20,32]: For a positive definite Lyapunov
function V(x) which satisfies the inequality like this:
V(x) < —oy V@ (x) — BiV%(x) + p1, where oy, B; and p,
are all positive constants and the parameters a; € (0,1)
and a, € (1,00), the system %(z) = f(x) is practical fixed-
time convergent. The final convergence domain of the sys-
tem can be expressed as follows:

@ ={xiv < max ([p1/(en (1~ 0)))""
o1/ (Bi(1— )" )},

where 6 is a positive constant € (0, 1). The settling time in
such a system can be expressed as T < T,,,4x = m +

Lemma 2 (Comparison lemma) [33]: Consider the con-
tinuous system g.; = f(¢,8.1) with initial value g. (),
where f(t,g.1) is locally Lipschitz with respect to g.
Consider another continuous function g, (?), if the follow-
ing inequality exists in the interval [fy,T) (T could be in-
finity)

DT g (1) < f(1,8:(1)),8e2(t0) < ger(to) 3)

where D" g, (t) represents the upper right-hand derivative
of g2 (t). Then, we can conclude that g.»(¢) < g, (¢) in the
interval [to, T') if g1 (¢) has a solution over [f, T).
Lemma 3 [34]: For any positive constant € > 0 and
any variable x € R, the inequality exists as 0 < |x| —

X
—— < E&.
Va4 €2

Lemma 4 [18]: For any constant satisfying 0 < m < 1
or m > 1, the following inequalities can be respectively

obtained

zn:|bi|mZ <Xn:|bz|> , 0<m <1, “
i=1 i=1

i |bi|™ > n'm (Z b,»|> , m> 1. &)
i=1 i=1

Remark 1: Inspired by [35], a novel function can be
defined for a vector i € R" as follows:

Sigh(w) = [sig? (i), ..., sig” ()], (6)

where p; represents the ith term of tt, p can be chosen as a
positive constant. The term sig?(1;) in (6) can be defined
as [35]

Sigp(‘ui) = |Aui|pSign(nui)a i= la -y 1, (7)

where sign(-) represents the universal signum function.

3. ADAPTIVE PARAMETER ESTIMATION

Follow our previous work in [26], for the parameter
identification algorithm proposed below, the estimation
strategy is demonstrated in Fig. 1.

As we can see from (2), the matrix ¢ contains the joint
acceleration term which is often unavailable in practice.
Inspired by the work in [36], (2) can be rewritten as

J(4:9)+B(¢,9) =, ®)
where J(q,¢) and B(q, ) can be defined respectively as

{J(q, ) =M(q)q,

B(g.4) = —M(q)q + Clg.d)d + Gla), ®

where J(q,q) = d[M(q)q]/dt represents the derivative of
J(g,q) with respect to time. Then the term B(g,q) in (9)
can be divided into two parts as follows:

where B, (¢,4) = —M(q)¢ and B2(q,4) = C(q.4)4+G(q).
According to the results in [27], We can express the terms
J(q,9), B1(q,q), B2(g,¢) in linear parametric form with
respect to ® as follows:

J(q,q) = M(q)q = ¢$1(4,9)0, (11

Fixed-time Parameter Estimation

9.9 Dynamic
—_—
Model

| Close-loop Robot System PD 9.9

Reference

|
: 9a-94

Fig. 1. Fixed-time dynamic estimation strategy of a robot
manipulator.
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Bi(q.9) = —M(q)q = $2(4,9)9®, (12)
B>(q.q) = C(q,9)q+ G(q) = ¢g(q,4)O. (13)

In order to eliminate the joint acceleration term in (2),
we use a stable, regular filter (-)f = ﬁ to filter both
sides of (8) with 1; being a positive filter parameter which
can be completed set by the operator. Then we can obtain

(37]

Mméir(q.9) + 017(9,4) = 61(4,9), 917li—0 =0,

M2 (q:4) + $27(4,9) = 92(4,9), P25li=0 =0,

m (bc'gf(QaQ) + (chf(qvq.) = ¢Cg(QaQ)a ¢c‘gf|t=0 = 07
(14)

where @1, ¢y, @cgr are the filtered items corresponding
to @1, ¢2, ¢, respectively. Then the filtered system can be
rewritten as

= | MO 1, (,0) sl | ©
(15)

i.e.,
7 = ¢7(4:9)0, (16)

where @/(g,¢) € R"* can be seen as the filtered regres-
sion matrix. ® € R is the unknown parameter vector about
the physical properties of the links where k is the number
of the unknown terms in ®. So the linear parameterized
system of the unknown n-DOF robot without the acceler-
ation term has been shown as (16).

Follow the work in [38], we design the auxiliary filtered
terms as follows:

P:_ﬁp"_q)f(qvq.)T(pf(an)a P(O):Ov
0 =-90+0s(q,9)" 7, Q(0)=0, 17
D=PO-Q,

where ¥ is an appropriate positive constant which can act

as a forgetting factor. We can see that ¥ can not only guar-

antee the boundedness of P € R** and Q € R*, but also

balance the robustness and convergence rate of the sys-

tem. That © is the estimation value of the term ®. We can

see that all the terms in (17) are bounded combined with
Assumption 2.

Then we can obtain the expressions of P and Q by inte-

grating two sides of (17) with respect to time:

t
PO = [ gr(r) gyl
0 (18)
o) = /0 e @ (r) tpdr

Remark 2: According to Definition 2, we can know
that if @;(r) satisfies the PE condition, the following in-
equality holds whent > T > 0: [/, @;(r)T @;(r)dr > BI.

Considering the integration interval r € [t — T,t], we can
obtain the following inequality according to the mathe-
matical property of exponential functions

e P > e T 50, (1 —r <T). (19)

Further, we can obtain the following results

t
/17 e’w”)(pf(r)T(pf(r)dr

T

t
> e_w(pf(r)r(pf(r)dr
T

> e °TBI. (20)

Combined with the inequality which holds when ¢ >
T>0

t
/Oe’ﬂ(”’)(pf(r)T(pf(r)dr
t
>/ Tefﬂ(””(pf(r)T(pf(r)dr, 1)
.

the following inequality for the matrix P can be obtained

t
P:/0 e o (1) o (r)dr
1

o7 (r)" s (r)dr

t—T

> e TBI. (22)

> efﬂT

From (22) we can obtain the conclusion that when 7 >
T, matrix P is full-rank and symmetric positive definite
whose minimum eigenvalue satisfies that A,,,;,(P) > p with

_ 0T
p=e?B.

Inspired by [15], in order to identify the unknown pa-
rameters in vector ® in fixed-time, an adaptive updating
law for ® can be proposed as follows:

© = —EP[Sig" (PO) + Sig" (PO)), (23)

where X is the appropriately chosen symmetric positive
definite matrix. The exponents a; and a, satisfy that a; €
[0,1) and a; > 1 respectively.

Remark 3: From (18), we can get the result that Q =
P®. Combined with (17), we can get the expression of the
vector D as D = PO — PO = PO where © expresses the
estimated error vector. Then the term PO in (23) can be
expressed by the auxiliary filtered terms in (17) instead of
the real values of the parameters.

Based on Definition 1 and updating law in (23), we have
the theorem as follows:

Theorem 1: Consider the linear parameterized filtered
system (16) with the updating law in (23), if the regression
matrix @¢(q,¢) in (16) meets the PE condition, i.e., there
exists positive constants T and p such that P > pI where
p =e T8 whent > T, the unknown parameter vector ©
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can be fixed-time convergent whose convergence time can
be expressed as

' (B
(@~ 1)p(e)
(24)

—a Itay
25k, (B
(1 *al)p(lﬂll)

t>2T +

where Ay, (Z7!) represents the largest eigenvalue of Z~!
From (24) we can see that the convergence time will not
change despite of the initial conditions of the system, then
the system can be regarded as global uniformly fixed-time
convergent.

It should be noted that in (23), the terms involved in
a; and a; contribute to the finite time convergence quality
and the uniformity involving the initial conditions respec-
tively. Moreover, when a; = a, = 1, the updating law in
(23) degenerates into the classical linear gradient descent
algorithm. So the updating law we have proposed can be
seen as an improvement on the classical identification al-
gorithm by introducing fractional order terms.

Proof: As mentioned before, the terms in ® are all the
constants about the physical properties of the links. So we
can derive that

6 = O = —ZP [Sig" (PO) + Sig" (PO)] . (25)

A following candidate Lyapunov function can be defined
1 ~

L(t) = §®TE’1®. (26)

Then we take the derivative of L with respect to time, the
results can be obtained as follows:

L=6"2"'6
=0"= "' {-EP[Sig" (PO) + Sig” (PO)] }
=—0"P[Sig" (PO)+Sig”(PO)]. (27)

We assume that PO = [hy, ha, ..., It]T € R¥, then we have
OTP = [hy, hy, ..., ] where the symmetry of the matrix P
has been used. Thus we have

) { g (1), i (i)
+ [sig™(hy),...,sig® (hk)}T} : (28)
Combined with (7), we can derive that
k k
L=— [Z‘i || +i; |h,~|”“2] . (29)

Then the following inequality can be obtained according
to Jensen inequality

| X 1 | X 1+a;
L= B MCTH I (30)
i=1 i=1

1.€.,

X " 1 X 1+4a;
;|h,-| +“‘2kk1+ai ;mi\ . (31)

Then, substituting (31) into (29) obtains

| P 1+a, 1 k 1+ap
L< T <Z|h |> -~ <Z|h |> . (32)

=

From the negative definiteness of L, we can obtain the
global asymptotic stability of ®. Before we derive the con-
vergence time required for the system, several results are
listed as follows:

L(t) = lG)TE”@) < 1M(E*l), (33)
L<—— ||P®||‘*“/, (34)
P> pI. (35)

Moreover, the result that p = e~%” BI mentioned above
should also be noted. In the derivation of (33) and (34),
the knowledge of matrix theory and the conclusion that
is less than each term including a;,i = 1,2 in (32) have
been considered.

According to (33), we have

L <o m )81, (36)
According to (35), we have
PO} = pe 0] = pt e SN )

Then substituting (37) into (34) obtains

1+a;
LS _pka H®H1+ai' (38)

Then substituting (36) into (38) obtains

1+a;
P

I+

L. (39)

I+a;

et (E7)

When i = 1 in (39), we have $% € [0,1). According to
[39], the finite-time uniform stability of the system can be
obtained.

From (39) we can obtain

ta; L I+a; a:
L S - 2127[ - ?Jra, lejl
At (E7D)
p1+al I+a;
§—2?L z (40)
i

l+a>

where 6; =25 k%A, (E°1).
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Take the upper bounded condition in (40), and applying
the integration over [0,#] combined with Lemma 2, we can
obtain the inequality as follows:

e ]
L(t) < |L=(0)— pt 41
i
Take i = 1, we have % > 2. Then we have the inequality
as follows:
o 1—a; .
L3 (0)——Zp™a(—T)
O;
—q; I—a .
>'zmy_?iwﬂm 42)

I—g; 1 —a; 1+a;
—p : 43
S p ] (43)

Combined with (41) and (43), we can get the inequality as
follows:

2
1-q; 1 1—a;

Lo < Lo - )| T e

i

Take i = 2, with the derivation similar to (42) and (43),
we can obtain the same inequality as (44).

Now we’re going to compute 7,,,, in Definition 1 based
on (44).

Without loss of generality, the initial value of the Lya-
punov function are assumed to be greater than 1. Then
Towax can be derived in two stages, i.e., L(¢) from the initial
value to L(¢) = 1 and L(¢) from L(¢) = 1 to L(¢) = 0.

Take i = 2 in (44), we can obtain the time needed in the
first stage as follows:

1—ay

ﬂ2T+P—L2

Ol

a — 1)p1+a2 ’ (45)

When the initial value L(0) — oo, the limit of 7} can be
obtained

__ %
(@ —1)p'te

Similarly, take i = 1 in (44), the time needed in the second
stage can be obtained

T =T+ (46)

__ o
(1 7al)pl+a| ’

So all the unknown terms in vector ® can achieve con-
vergence after the two stages in fixed-time for

=T+ (47)

0> 4 (o]
(a2 —1)p'te = (1—a)ptte’
(48)

T.=Ti+T,=2T +

So far, the result in (48) has proved the correctness of
Theorem 1.

Remark 4: In the parameter identification algorithm
proposed above, the PD controller with gravity compen-
sation has been used to construct the updating law in (23).

T= KP€+KD€+(§(C]), (49)

where e = ¢, — q and é = ¢, — ¢ are the position and veloc-
ity tracking error vector respectively. The terms g, and ¢4
are the reference position and velocity vector respectively.
And G(q) is the gravity compensation term provided by
the estimation results above.

4. CONTROL DESIGN

For the n-DOF robot dynamic model, we reconstruct
the dynamic equation in (1) as follows:

Xi1 = X2,
X,‘ng Lfi—‘v‘fh i:1,2...,n7 (50)
n

where my; is the ith element in the main diagonal of M(g)
in (1). Moreover, x; | = g; is the position of the ith joint,
Xj» = g; is the velocity of the ith joint and 7; is the control
torque applied on the ith joint. The values of f; can be
obtained by the expansion equation of (1).

In practice, there are occasionally the parameter esti-
mation errors caused by operator’s reading in the iden-
tification algorithm above. Then there will be a missing
term, i.e., fai = f(Gi,qi,qi,A®) compared to the original
expression of f; in (50), where A® is the unknown reading
error vector of the parameter vector ®. Define ® = @ — A®
where O is the estimated parameter vector obtained by the
operator, then the dynamic (50) can be rewritten as fol-
lows:

Xi1 = Xi2,
xivzz_ifi—‘rl:}, 1= 1,2,...,7’!, (51)
1

where m; can be regarded as known because of the ob-
tained parameter vector ® and F; is unknown because
of the unpredictability of fa;. And we can know that the
structure of the dynamic equation has not changed from
(50) and (51).

Remark 5: By the boundedness of the reading error
vector A®, Property 1 and Assumption 2, we can obtain
the boundedness of F, i.e., |F;| < F; where F; can be un-
known.

4.1. Requirement for transient and steady state track-
ing performance

As described in Section 1, in some special operating envi-

ronment, the allowable transient and steady state tracking

performance at different directions could be different, and
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the required convergence rate in different directions may
be different too. In this case, we propose boundary func-
tion & ; and &; , to constrain the tracking errors of ith joint
position in the opposite directions as follows:

&t = (Pio1 — Piwet)€ ' 4 Picol (52)
Ein = (Pio2 — Pis2)e “* + Picon, (53)

where p; o, Piej» aij (i=1,2, .., n, j=1,2) are all prop-
erly positive constants.

Remark 6: We define the output error for x; | as e;; =
Xi1 — Xi 4, where x; 4 = gg; is the desired trajectory of the
ith joint. The constraint requirement on the system out-
put is formulated as —&;, < e;; < &1 where &, > 0 and
&1 >0.When &, =¢&; 1, we say that the motion constraint
requirement is symmetric. When &, # &; 1, we say that the
motion constraint requirement is asymmetric. For the pro-
posed boundary function in (52) and (53), the terms a;;
and a;, are different to satisfy different convergence rates
in opposite directions for the tracking errors. From the
monotonicity of the exponential function, we can know
that when r = 0 and ¢ — oo, we can specify the overshoot
and the steady-state errors by the appropriate values of
Pi0j» Piej- SO we can specify the transient and steady
state tracking performance by properly choosing param-
eters Pi0js Pissjs Ai,j (l = 1, 2, n, ] = 1, 2)

4.2.  Controller design involving BLF

For the dynamic system in (51), we propose a fixed-
time controller to achieve the prescribed tracking perfor-
mance and convergence time simultaneously. The control
strategy is demonstrated in Fig. 2.

To make the tracking errors satisfy the output con-
straint: —&;» < e;1 < & 1, inspired by [25], an asymmetric
barrier function is exploited for the ith joint position x;
as follows:

o 51‘,151’,26:’,1
o= (&in—ein)(&inten)

(54)

Estimator ©
Fixed-time T q.9
Robot —>
Controller

o
o,

. .
cq Signal processing Ja:9a
module 3
d! 1
+ > Signal processing
module 2
fo
il
— 4
cq Signal processing
module 1

Fig. 2. Fixed-time control strategy of a robot manipulator
with guaranteed motion constraints.

7:G:€,,:6,,5;

where the initial condition of ¢;; satisfies that —&;»(0) <

€l (0) < 6“ (0)

We define the candidate Lyapunov function as follows:

n n 1
14 :ZVu:ZES?. (55)
i=1 i=1
Take the derivative of (54), we can get
§i=y& +e&in+ G, (56)
where
95 Eine?
Y=g = = : (57)
&1 (&i1—ein)*(intein)
2
. i1€;
g= 9% _ Slin - (58)
&> (&ii—ein)(&ia+tein)

[i— 216 5;,151‘,2(6,-2,1 +&i16i2) (59)
' e (&in _ei,])z(éig +€i,1)2'

We define the variable &p; as Op; = %‘Si.l + 8,-5.,;2, then we
have

0; = Opi+ Giéi. (60)
Take the derivative of V; ;, we can get
Vii= 56, = 8:6pi + 0;Giéin. (61)

Define e;» = x;» — o;; where ¢ is the virtual con-
troller to be designed. Combined with (51), we have

éi1=¢eat 0 —Xig. (62)
Substituting (62) into (61), we have
Vii= 8:8pi+ 8iGiein + 8:5i04 1 — 8 Gikia- (63)

The virtual controller ¢ ; is designed as follows:

8Gilai|?
o= dGlal (64)
V82 o [P+ e
where
_ |
O = 0 1. (65)
We design the intermediate variable as follows:
3
Gy = Spi— Cta+ (2 ) & Sy
i,1 — OPi iXi.d ) lﬁ16i2 8
1\2
+ <2> K287, (66)
3
(61‘2)4 ’ |6;] > €10,
Us = S5 av4 Leasoy-3
151' (810) 4 —151' (810) 4, |6l < e,

(67)
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where €9, Ki 1, K » are the properly chosen positive con-
stants.

Remark 7: The setting of (67) for Us, is to make the
term including %Ugl avoid the singularity in (66) when
e =0, ie., § - 0. In the controller design below, we
need to take the derivative of the term including S%Ugi. We

can calculate that the derivative of the term %U& is con-

tinuous along the boundary |J;| = €19. So we can solve the
problem of the singularity and avoid the chattering prob-
lem simultaneously.

By (64) we can get that

_ 2
&6 |

\ 8262, ‘2 +é&f

By (65) combined with Lemma 3, we can obtain the
following inequality

SiCiai,l =—

(63)

0G0 <& — 880 <& — 6. (69)
Substituting (69) into (63), we can get that
Vl,i < 8;0pi + 8:Giein — 601 — 8 Gixi g+ €1 (70)

When |§;| > €9, we can get that
3
o ) 14 i
5,'(Xl~71 :61‘6Pi — 6,'Cixi,d + E K],l (61 )4

1 2
+Ki (26i2> . (71)

Substituting (71) into (70), we can get that

3
Vii < 8iGein—Ki <;5,~2> ! —Ki2 (;&2)2 +&.
(72)
Remark 8: When |§;| < €9, there will be an extra term
i 72) a5 A = Ko (857)F — (4)FKu [ 397 ef) -

3
%6,-4 (8120)74}. We can calculate that the term Ay is

bounded by some positive constant Ay < £ when |§;| <
€10. So we can conclude that the structure of (72) would
not change as follows:

. 1.,)4 1o\
Vii < 8iGeia— K (25;2> —Ki» (25;2> +Ci,
(73)

Bl

where C, = € and C; = € 4 &; for both the conditions in
(67) respectively. Then the boundness of C; can be easily
deduced.

By the definition of e;, and (51), we can get that

1
— T+ F— 0. (74)

ii

éir =

By the definition of ¢;; in (64), (65) and (66), we can
get that

(.X,‘J:i 8a,1x> i 806,1 j

= 8xi1d
2 8(111 aatl
+,; P SED + P (75)

Let local Lyapunov function V, ; = %eﬁz, then from (74)
and (75) we have

Vo =éizein
1 8a,-
=€ | —T+F+Vyi2— ’]xi,z ; (76)
mii a-)Ci,l
where
2 aal 1 ) 2 aal 1 j
Vin=— Z ] Z J)
= 8xld Py
2
-y 9% v
— &1
J=1 aéi(j )

Then the global Lyapunov function at this step can be de-
signed as follows:

S - (3 1),

i=1 i=1
(17

V=Vi+V,

From (73) and (76), we have

ENI™)

L 1 1.2
V<Z 0;Giein—Ki 1 (23,-2) —Ki» (25i2> +Cy

i=1

1 8061',1
+e;, 2 TiteFi+eirWir—er=—"—x|.
mi; 3xi,1

(78)

For the items in (78), we have the following inequality

805,» 1
O; Ciei,z —€i2=—Xi2
8x,~,1

le|6:G lei| + |312|

i 7
9x,,1 x| (79)

Combined with Lemma 3, we can get that

a0 1
51'Ci€i,2* i2 > Xi2

€i2 0x;1
<2t 181 [eial®
o |52 v
N i R (30)
\/ leia|® ?93‘,1 [xiol* + €
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Similarly with Remark 5, we have

2
b . 81

A/ 12+82

Substituting (80) and (81) into (78), we have

6,2F<‘€,2||F|<F &+

3

3
v <Z —Ki1 (387)% —Ki2 (382)" — Ko (3elo)*

8 i 2
(88)el eﬂ(aif>xﬁ
I .

+2& + D ’
\/(51’@') €iatE \/e% (841.111) Xy e

+ Fiey +Fi

2
\/ee,’st% +eiaVin +ei72,;,%’.7i +C1] )
(82)
where K, K>, are the properly chosen positive con-
stants.
We design the global controller as

)
eir0;
T = 7mii# (83)
\/ e}, 00, + €&
where
3
) 1\* e N
G =|5) K~ 2, Uer t | 5 | Kaaeis
xieia || @i
+ Y = 84)

—
Ve ol +&

Design the function

2
da;, 2
(6,-{,»)2 €in €i2 < 8x,:11 ) Xi2

+ )

86) e, +€2 > (901 \? o 2

\/( iGi)"ein & €\ am, ) YiatE
T

éi2 (85)

b
2 2
\/ €2t &

=iyl = | i1, 1Fal”

;> =

and

(86)

where F,; is the arbitrary designed bounded function with
|Foil < F,;. So we can conclude the boundness of y; as
%l < X

With the similar design to (67), we design function U,,,
as

lei2] > &,
ein =

5
Zeiz (8220) 4— |€i,2| < &0,

87)

142 *%
Zei,Z(SZO) )

where & is a properly chosen small positive constant.
Remark 9: Similar to (67), the setting of (87) for U,,,
to make the term including - a2 Ug , avoid the smgularlty in
(84) when e; » = 0. We can calculate that the derivative of
the term - Gz Ue , is continuous along the boundary |e;»| =
&9. So we can solve the problem of the singularity and
avoid the chattering problem simultaneously.
Substituting (83) into (82), combined with Lemma 3,
for the term e; » miﬁ’r,' in (82) we have

2 =2
1 €ir Qs
lip—T=—"—F————
i \/ e},0% +&
<& —é€jn (_1,'72. (88)

Substituting (84) into (88), we have

3
lr<£ ! ZK U, ]'2K 4
i2— T —\5 2\ 3 €
2mii 2 2 2.1Ue;, 2 22€>

2
xiets ||z ||

—€ia2Yiz>— > .
Ve loa|™+e

By Lemma 3, we can get

(89)

2
xiets ||z ||

> <
\/ iy lloia||” + &

Substituting (89) and (90) into (82), we have

& —lealll@ial).  (90)

3

1% <Z |: Kl 1 1
—K>» (%6122) + 3 +F'82 +Ci+x&

(8:6)¢k,
(8:6)e2,+e2

3
K12 (387)" ~ Ko (3ebo)

+ K> (%62)4 + K>, (; ,22)2—1-

— 2
- = " +F 212
wzz(i;; Vopg Ve
3 o
(E) Kooeir—einVin
— X \ei,2| ||a),-,2||] : 1)

+612ll,l

By the definition in (86), we have
—xileia | @iall < — e n®] 2] (92)

Substituting (92) into (91), we have

V<Z

—Kzz( lzz) +382+F'82+C1+){,'82

3

3
—K; 1 4 —Ki» (%61‘2)2_1(11 (%61‘22)4

3 2 (2%
+ Koy (L)t + M
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(8:8)° ¢, e, 3
\/(6 Cr '7+£2 . \/emJFFq B (%) * szl UQ[AZ
- |ei,2q)i a)i72 H . (93)

Substituting (85) and (86) into (91) and omit the absolute
value sign of the term , we have

n 3 3
Vg |-o ) ki P - (360)’

3,
4+F i2

2 2
+K271 (%612) 1\/m_ (%)4K2,1U€,‘_2

- 2
—F, ;‘jﬁg] : (94)

From (87), when |e; »| > &y, we can conclude in (94) that

3 3
1 1 1\ 4
Ky (2 32> <2) K>, U,, = 0. (95)

With the similar derivation to Remark 8, when |e; | < &,
we can conclude in (94) that

3 3
Lo\i (1)
K>, 52 —\3 K>1U,,, = Ap < &1, (96)

where & is a positive constant.
Then we can rewrite (94) as follows:

3
V<Z[K11 ) —Kiz (587)" — Kai (Seb)

—ng(% 2) +3+Fe+C+X&

3

+K21(1€2)4+F F) ez+£22
3
— (3)* Kau U} O7)
Remark 10: For the term (F; — F;) \/f in (97), we
2

can easily deduce the boundness of e;, when e; ; satisfies
the condition —&;, < ¢;; < & ;. The detailed derivation
will be discussed later. Combined with the boundness of
F;, F,; and &, we can conclude the boundness of the term

_ & ) _
(F,—F.) \/ﬁ, ie., (F;—F,) \/7 < 3¢; where ; is
a positive constant.

Then we can rewrite (97) as follows:

3 3
V<Z[ K ( )4—1{1.2(%51‘2)2_1(21@ ?2)4
~Kaz (3eb)" +Co| (98)

where C, can be expressed as

G =3a+Fe+Ci+i&+m, |lea> &0, (99)

and

G =38 +Fe+C i+ e+ 2+ &1, lein| < €.

(100)

We define the variable as follows:
1 =min(K;1,K21), (101)
1, = min (K1,27K2,2)- (102)

By Lemma 4 and (77),we can rewrite (98) as follows:

3

1% 13 c 103
<Z 2+27 ()

7 _ 1s2 12
where V; = 367 + 3¢7,.
In a similar way, by Lemma 4, we have

. 3 L. -
V<fl1V472—V +nC,. (104)
n

Then we will prove that the BLF we exploited can guar-
antee the prescribed tracking performance and make the
steady-state errors constrained completely by the designer,
not by the convergence domain in Lemma 1.

With the similar process in parameter identification, we
can prove the boundedness of V (¢) in two cases: V (¢) from
the initial V(0) to V(¢) = 1 and from V() = 1 to V(¢) = 0.

Similarly, the initial value of the Lyapunov function
V(0) is assumed to be greater than 1. Then we can con-
clude the inequality existing from V(0) to V(¢) = 1.

. 3 L. - 5]
V<—-1uV4—-—=V"+nC) < ——=V+nGC,. (105)
2n 2n

L
Multiplying both sides by e2:" in (105), and then integrat-
ing both sides over [0, ¢] in (105), we have

2n°C L, 2n2C
V(1) < <V(0) = "2) T
%) 15}
2m2C
<v(0)+ 2. (106)

%]

For the condition from V(r) =1 to V(¢) < 1, we have
. 3 1
V<—uVi— 2—2V2+nC2 <—uV+nGC. (107
n

With the similar process to (106), we have

C C C
’”) e+ 22 cy0)+ 22,
1 51 51

V() < <V(0) -

By (106) and (108), we can obtain the boundness of
the Lyapunov function V(¢). From the initial condition of
e;1(0) combined with Remark 9, the reasonability of the
boundness derivation of V(¢) above can be guaranteed.
From the definition in (77) and the boundness of V (¢), the
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boundedness of ; and e;, can be concluded. So the track-
ing constraint of —&;» < e;; < &;; will not be violated
during operation according to the continuity of e; ;. So the
tracking performance can be prescribed by (52) and (53)
instead of the uncertain convergence domain in Lemma 1.

Then from (57), (58) and (59) we can conclude the
boundness of ¥, &, and ;. Then the boundness of Jp; can
be inferred. Then we can conclude that ¢; 1, @;;, and o
are all bounded by their expressions. By calculation, y;,
and gj}l are continuous functions with bounded elements.
Then we can easily conclude that &, is also bounded. Fi-
nally, the boundedness of the controller signal 7; can also
be implied.

From (104) we can know that the inequality we con-
cluded conforms to the inequality structure in Lemma 1,
according to which we can express the settling time in the
system as follows:

4 2n
+

= ot
Lo 1LO

, (109)
where @ is a positive constant which satisfies @ € (0,1).

5. SIMULATION STUDY

For the sake of simplicity, the 2-DOF robot will be dis-
cussed to verify the effectiveness and superiority of the
proposed identification/control scheme. In this section, the
identification results for the unknown dynamic parameters
of the 2-DOF robot in Fig. 3 will be shown, and the track-
ing performance with the guaranteed motion constraints
under the proposed controller will be displayed.

5.1.  Simulation setup

For the 2-DOF robot in Fig. 3, we can define the un-
known parameters in ® as follows:

0, = leg + (m1 +m2)l,27

0 = molily,

0; = myl3,

0, = myls,

65 = (m1 +ma)l. (110)

Fig. 3. 2-DOF robot system with the mass concentrated at
the end of the links [26].

That M(q), C(q,q) and G(g) in (1) can be defined respec-
tively as follows:

M(q) = myp mp| (61 +2c60, 63+c20,
D= \my my| ~ 0:+260, 6; ’
N e ciz| | —2652Gg0  —602524>
Cla,9) = {021 6‘22} N [ 025241 0 ’
81 8¢s1204+gc1 65
Glg) = |®'] = , 11
(@) [82] [ 8¢s126,4 ] (1)

where m; and [;, (i = 1, 2) are the mass and the length
of the ith link respectively. The term ® = [0, 6, 63, 04,
65]7 € R¥!, k =5 is the unknown constant vector. That
¢; and s; mean cos(qg;) and sin(g;), (i = 1, 2), rspectively.
And ¢, means cos(g; + ¢2)-

The nominal values of m; and [;, (i = 1, 2) in (110) are
set to m; =4 kg, my =2 kg, Iy = I, = 0.5 m. Then all
the unknown parameters values in ® can be calculated
as ® = [2, 0.5, 0.5, 1, 3]T. The gain 7; in (14) is set to
11 = 0.001. We set the forgetting factor in (17) as ¥ = 1.
For the updating law in (23), we set the gain matrix as
E = diag[5, 5, 11, 10, 5] and the fractional exponents are
selected as a; = 0.75 and a, = 1.2. The reference tra-
jectories to identify the unknown parameters are set as
ga1 = 2sin(0.5¢) +cos(0.1¢4+0.3) and g4» = 3sin(r 4-0.5).
And all the initial values in ® are set to zero. Moreover,
the appropriate PD parameters in Remark 4 are chosen as
Kp =3000 and Kp = 150.

For the controller design, the desired joint position
trajectories for the robot manipulator are set as x;4 =
sin(0.57) + 0.5 and x, 4 = cos(0.87) + 1.

For the 2-DOF robot system in Fig. 3, the term f; in (50)
can be expressed as follows:

fi=—(1/my)(midga+cugr +cing2+g1),
fo=—(1/m)(ma1Gi + c2141 + 2042 + &2).
(112)

Moreover, the term F; in (51) can be expressed as fol-
lows:

Fi = —(1/m)(miaga +€11q1 + C12g2 + 81 + far)s

F, = —(1/mpn) (Mg + 141 + €262 + 82 + faz)-
(113)

The term m;j, ¢;j, &i, i, j = 1, 2 can be all regarded as

known because of the obtained parameter vector ®. The
unknown term fj; in F; can be expressed as

fa1 = (A8 +2¢2A60:) 1 + (A8; +c2A6,) G
— 2524142462 — $242G2A60: + gc512A0,
+ gc1A0s,
far = (AB3 +2A6,) G +AB3G2 + 52411 A6,
+ gcs12A6;.
(114)
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The constraint functions on the joint position tracking
errors are set as

Eia=6E,=1(0.5-0.05)e " +0.05,
Ei=&, = (04-0.02)e ¥ +0.02.

(115)
(116)

We can see that the tracking performance should be
better in terms of convergence rate and steady-state er-
ror in the positive direction than that in the negative di-
rection. The parameters in the controller design are set as
K17] = K]ﬁz =K27| = Kzﬁz = 70, El=&E=E0=8&0 = 0.01.
The initial conditions are set asx; ;1 (0) =0.3,x,,;(0) = 1.8,
x12(0) = x22(0) = 0. And the unknown reading error of
the parameter vector A® is set as A® = [0.05, 0.05, 0.05,
0.05, 0.05]7 such that the estimated parameter vector from
the identification process is set as ® = [1.95, 0.45, 0.45,
0.95, 2.95]T. The bounded function F,; in (86) is designed
as F,; = sin(r).

To further verify the effectiveness and superiority of the
proposed algorithm, comparison studies have been carried
out based on the fixed-time backstepping controller in [20]
and the fixed-time observer in [30], i.e., the controller in
[20] with the observer in [30] has been applied to the same
2-DOF robot model in the paper. The unknown term F; and
the desired trajectory are respectively set the same as the
corresponding term in our model.

Remark 11: As for the parameter identification, from
(48) we can know that, when a, and E are chosen rel-
atively large while a; is chosen relatively small, shorter
settling time can be obtained. So relatively large a,, &
and relatively small a; should be chosen to guarantee bet-
ter identification performance in the allowable conditions.
From (104) we can know that when K; 1, K5 1, Kj 2, K>
are chosen relatively large, the terms t; and 1, will be made
larger. And in terms of (99), (100) and Remark 8, if &,
&, €19, &o are chosen relatively large, the term C, will
be made larger. From (106) and (108) we can know that
larger 11, 1, and smaller C, lead to faster convergence rate
and smaller steady state errors. So relatively large Kj p,
K> 1, K12, K> > and relatively small €, &, €9, & should
be chosen to guarantee better control performance in the
allowable conditions.

5.2.  Simulation results

The simulation results with the proposed schemes and
the comparative schemes have been shown as Figs. 4-
6. From Fig. 4 we can see that all parameters in ® can
achieve precise convergence very quickly with the pro-
posed identification scheme. Compared with the finite-
time identification algorithm in [38], where the required
convergence time is positively related to the initial Lya-
punov function value V(0), the required convergence time
for parameter identification will not change regardless of
the initial conditions of the system in this paper. Fig. 5
represents the observation performance of the unknown F;

5
4+ |
3
4
3 2
Q
S
[
@ 1
Q.
el
Q
T o} |
£
=
172}
it}
al |
2+ —01 —()4—
0, O
3t i
0y
| | | | | | |
0 5 10 15 20 25 30 35 40 45 50

times(s)

Fig. 4. Convergence of the estimated parameters in fixed-
time with the proposed identification scheme.

Estimation performance of F,

Estimation performance of F,

0 5 10 15 20 25 30 35 40 45 50
time(s)

Fig. 5. Estimation performance of the unknown F; with the
fixed-time observer in [30],i =1, 2.

with the fixed-time observer in [30]. And Fig. 6 has shown
the tracking performance with the proposed controller and
the fixed-time controller in [20] respectively.

It has been shown that the controller and the observer
can both achieve fixed-time convergence in the compara-
tive results. However, we can see from Figs. 5 and 6 that
the estimation effect of the observer directly leads to the
effect of the controller in [20]. So the output constraints in
equations (115) and (116) may be violated because of the
chattering problem of the observer. For the proposed con-
trol algorithm in the paper, the same asymmetric output
constraints can be well handled because of the exploit of
BLF, which can be seen in Fig. 6. Besides, in our control
scheme, we design an arbitrary bounded function F; to
handle the unknown term F; in the system such that the ac-
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0.5
e, with the proposed controller
\ 1 l r e, with the fixed-time backstepping controller in [20]
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Fig. 6. Tracking error of the joint positions ¢; with the pro-
posed controller and the fixed-time backstepping
controller in [20] respectively, i = 1, 2.

curate estimation requirement on unknown system terms
can be relaxed. So the effectiveness and the superiority of
the proposed identification/control algorithm can be seen
from the simulation results above.

6. CONCLUSION

In this paper, a fixed-time parameter identification algo-
rithm has been proposed for an uncertain robot. By intro-
ducing an auxiliary filtering technique, the measurement
of joint acceleration can be avoided. Moreover, the com-
putational burden is less than the traditional identification
algorithm because the real-time inverse calculation of the
square matrix has been omitted during the process. Based
on the results of parameter identification, we propose a
fixed-time control scheme which can guarantee the spec-
ified asymmetric motion performance and pre-established
convergence time simultaneously. The problem of the un-
certain convergence domain in a class of universal fixed-
time control methods in [18-20] can be effectively solved
by the exploit of BLF. The tiny practical errors of param-
eter identification can be effectively handled with the pro-
posed control scheme. The simulation results has shown
the effectiveness and the superiority of the proposed iden-
tification/control algorithm. Compared with the existing
identification/control schemes, the schemes we proposed
in the paper can guarantee that the convergence time will
not change with different initial conditions of the system.

In the future work, neural control problem of unknown
bimanual robots with fixed-time convergence will be dis-
cussed.
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