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Tracking Control for a Quadrotor via Dynamic Surface Control and
Adaptive Dynamic Programming
Qiang Gao, Xin-Tong Wei, Da-Hua Li* � , Yue-Hui Ji, and Chao Jia

Abstract: In this paper, a data-driven control algorithm based on the Dynamic Surface Control and the Action-
Dependent Heuristic Dynamic Programming is proposed to realize the stable tracking control of the quadrotor.
Firstly, the dynamic surface control is addressed for the nonlinear model of the quadrotor, which can overcome
the “explosion of complexity” problem encountered in traditional back-stepping method inevitably. The controller
designed by Dynamic Surface Control is served as the main controller in the total control structure. Secondly,
the Action-Dependent Heuristic Dynamic Programming is investigated to construct a complementary attitude con-
troller by involving the learning mechanism. The adoption of Action-Dependent Heuristic Dynamic Programming
can provide the capability of adaptation and disturbance rejection to improve the tracking control performance ef-
fectively. The overall closed-loop system is proved to be asymptotically stable by the Lyapunov theorem. Finally,
the numerical simulation and flight experiments are presented to demonstrate that the proposed tracking control
scheme exhibits an excellent tracking performance in the case of external disturbances.
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1. INTRODUCTION

In recent years, the quadrotor has attracted more and
more attention in the robotics community due to their
compact size, low noise and agile maneuverability [1].
Quadrotor can accomplish dangerous missions, such as
the surveillance, the rescue, the photography, the traffic
monitoring, the homeland security and the damage assess-
ment in intricate environments [2,3]. Therefore, the track-
ing control performance of the quadrotor can directly af-
fect the actual application, which makes the tracking con-
trol a hot and challenging issue.

To solve the tracking problems of the quadrotor, many
control strategies have been utilized, e.g., linear matrix in-
equalities (LMI) [4], linear parameter varying (LPV) [5],
linear-quadratic-regulator (LQR) [6], active disturbance
rejection control (ADRC) [7], SMC [8], neural network
[9] and back-stepping control [10]. In [4], a nonlinear
adaptive robust control algorithm based on LMI is intro-
duced to design the attitude and position controller of the
quadrotor. Gao and Fu [5] use LPV modeling and con-
trol methods to achieve attenuation of interference in air-
craft flight. In [6], a robust fuzzy controller for quadrotor
based on LQR is designed. Zhang et al. [7] put forward

an ADRC scheme to solve the trajectory tracking con-
trol problem of a quadrotor. In [8], an approach based on
SMC for UAV tracking trajectory is proposed. The work
of [9] uses an adaptive neural network control with a neu-
ral state observer for quadrotors. Aiming at the parame-
ter uncertainty and external interference of the quadrotor,
a robust backstepping output feedback trajectory tracking
controller is designed in [10].

The back-stepping control has been widely adopted be-
cause of its potential application value in the nonlinear
fields, i.e., hypersonic vehicles [11], flexible manipula-
tors [12], quadrotors [13], intelligent vehicles [14] and
servo systems [15]. However, the aforementioned control
suffers from the problem of “explosion of complexity”
caused by high-order analytical derivations of the virtual
control. To overcome the “explosion of complexity” is-
sue, the Dynamic Surface Control (DSC) has been intro-
duced, by adopting a first-order filter to estimate virtual
control and the derivative [16–18]. The DSC algorithm
has been applied in various areas, e.g., floating produc-
tion storage and offloading vessels [19], underwater vehi-
cles [20], spacecrafts [21], quadrotors [22] and PWM rec-
tifiers [23]. However, the DSC technology is a predefined
controller based on an accurate system model, which can-
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not provide excellent control performance in the presence
of uncertainty and interference, such as load change and
wind shear [24].

As an adaptive evaluation algorithm, adaptive dynamic
programming (ADP) is proposed based on dynamic pro-
gramming (DP), neural networks and the reinforcement
learning method. As a data-driven online-learning control
scheme, ADP does not rely on the precise mathematical
model. Moreover, the parameters are updated iteratively
when the system is subjected to external disturbances
[25–34]. The ADP approach can provide approximate op-
timal control according to Bellman’s optimal principle
[35–44]. The compensation terms are estimated by the ap-
proximators (such as neural networks) to compensate dy-
namic uncertainty or nonlinear effects. Hence, the ADP al-
gorithm can improve the robustness of the quadrotor effec-
tively. In general, ADP mainly includes five basic types,
i.e., heuristic dynamic programming (HDP), dual HDP
(DHP), globalized dual HDP (GDHP), action-dependent
HDP (ADHDP), and action-dependent dual HDP (AD-
DHP). As one of the most prevalent and powerful algo-
rithms, ADHDP updates the parameters in the critic Neu-
ral Networks (NNs)and action NNs iteratively, aiming to
minimize the cost functions [45,46], which has been uti-
lized in a still camera [47], static var compensators [48],
and chaos systems [49].

Considering that the DSC technology is a predefined
controller based on the exact system model, and fails to
provide an excellent control performance in the presence
of uncertainties and disturbances. Therefore, a comple-
mentary controller designed by ADHDP can improve the
adaptive tracking control capability for the quadrotor un-
der uncertainties and noise conditions. Lin et al. [50] pro-
pose a decoupling tracking controller for quadrotors using
dynamic surface control (DSC) and second-order sliding
mode disturbance observer (SMDO), and the SMDO is
utilized to restrain the influence of system uncertainties
and external disturbances. Wang et al. [51] divide the con-
trol loop of the quadcopter into position loop and attitude
loop. In the position loop, the adaptive controller is used
to estimate the upper limit of external interference online,
and the dynamic surface control (DSC) technology is ded-
icated to solving the “complexity explosion” problem in
the traditional reverse design process. The design of the
attitude loop controller adopts event-triggered control. In
[52], an improved dynamic surface control (DSC) method
based on fast terminal sliding mode is developed. In order
to eliminate the inherent “complexity explosion” problem
of the controller based on the backstepping method, a fi-
nite time command filter and error compensation signal
are used in the design of the dynamic surface controller.

Inspired by the above status, in this paper, a syntheti-
cal controller based on DSC and ADHDP is designed to
improve the tracking performance of the quadrotor. DSC
is utilized as the main attitude controller, and ADHDP is

adopted as a complementary attitude controller. The DSC
controller can provide the control signal to force the sys-
tem operating in the normal condition, and the ADHDP is
applied to provide complementary terms around the nor-
mal operation condition to improve the tracking perfor-
mance. When the quadrotor subjects to external distur-
bances, the ADHDP control policy can adjust controller
parameters adaptively, reduce tracking errors, and provide
a satisfying control performance.

Remark 1: Although the proposed method suffers
from certain complexity, it is indeed feasible for general
quadrotor platforms with powerful computing capabili-
ties, such as the Pixhawk autopilot.

In contrast with the traditional back-stepping method,
the proposed control method possesses better control per-
formance and can achieve satisfactory tracking perfor-
mance even under external interference, proved by the
normal numerical simulation experiment and the distur-
bance simulation experiment. In the flight experiments,
the proposed synthetical controller and the cascade PID
controller are applied to the same quadrotor to conduct the
flight experiment and the wind disturbance experiment,
the experimental results show that the synthetical con-
troller involved in this article has better control accuracy
and interference suppression capabilities than the cascade
PID controller.

Compared with the existing results, our design offers
some new features:

1) A synthetical attitude controller is designed by com-
bining DSC and ADHDP to further improve the anti-
disturbance and control accuracy of the quadrotor
tracking control.

2) The application of DSC avoids the analytical deriva-
tion of virtual control, thereby overcoming the problem
of “explosion of complexity”. The ADHDP structure
added to the auxiliary attitude controller enables the
quadrotor control system to learn online and improve
tracking control performance.

The remaining contents are outlined as follows: Sec-
tion 2 introduces the synthetical control scheme. Section
3 describes the mathematical model of the quadrotor. Sec-
tion 4 states the attitude control and stability analysis of
the DSC. Section 5 describes the design of ADHDP-based
controller, the specific iterative processes and the stability
analysis. Sections 6 and 7 present the simulation and ex-
periment results for the quadrotor tracking control. Con-
cluding remarks are stated in Section 8.

2. SYNTHETICAL CONTROL SCHEME

To realize tracking control and facilitate an improved
control performance for the quadrotor, a control strategy
combining DSC with ADHDP is proposed in the paper.
The DSC controller can provide the control signal that
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Fig. 1. DSC-ADHDP-based control diagram.

enables the system in the normal operation condition,
and the ADHDP controller provides supplementary ad-
justment signals around the normal operation condition to
improve the tracking performance. The control flow chart
is shown in Fig. 1. The ADHDP controller is mainly com-
posed of action neural network (AN) and critic neural net-
work (CN). Note that the two action networks (critic net-
work) in Fig. 1 are actually one neural network, the differ-
ence is that the timestep is t or t−∆t. The sum of outputs
of the DSC and the AN works as the control input signal.
The attitude tracking errors will be reduced remarkably af-
ter self-learning iterative process of the action-critic (AC)
network.

Denote UDA as the total control law as

UDA =UD +UA, (1)

where UD is the control law provided by the DSC algo-
rithm, UA is the control law obtained by the ADP algo-
rithm, UDA = [u1, u2, u3]

T .

3. THE MATHEMATICAL MODEL OF A
QUADROTOR

By the Newton-Euler equation, the attitude dynamics of
the quadrotor are derived as

φ̈ =
u1

Ixx
+ θ̇ ψ̇

(
Iyy− Izz

Ixx

)
,

θ̈ =
u2

Iyy
+ φ̇ ψ̇

(
Izz− Ixx

Iyy

)
,

ψ̈ =
u3

Izz
+ φ̇ θ̇

(
Ixx− Iyy

Izz

)
,

(2)

where φ is the roll angle, θ is the pitch angle, and ψ is
the yaw angle, u1, u2, u3 are the torques, Ixx, Iyy, Izz are the
moments of inertia.

The attitude vector of the quadrotor is denoted as η =
[φ , θ , ψ]T ∈ R3. Subsequently, the dynamic model of

quadrotor can be expressed in vector form

Jη̈ =UD +Γ, (3)

where

J = diag{Ixx, Iyy, Izz} ∈ R3×3,

Γ =
[
θ̇ ψ̇(Iyy− Izz), φ̇ ψ̇(Izz− Ixx), φ̇ θ̇(Ixx− Iyy)

]
∈ R3.

Assumption 1: The desired reference input signals
ηr = [φr, θr, ψr]

T ∈ R3 and the first derivative signals
η̇r = [φ̇r, θ̇r, ψ̇r]

T ∈ R3 are bounded and available. Denote
that Xr = [ηr, η̇r] ∈ Ωr, where Ωr is a bounded compact
set Ωr = {Xr : η2

r + η̇2
r ≤ Hr} and Hr is a known positive

constant.
The control objective is for the mathematical model of

the quadrotor (2) in presence of unknown external distur-
bances, the attitude tracking controller is designed to en-
sure that all the signals in the closed-loop system are uni-
form and ultimately bounded.

4. ATTITUDE CONTROL BY DYNAMIC
SURFACE CONTROL

In this section, the design process of the main controller
based on DSC will be described in detail. The position of
the DSC controller in the proposed synthetical controller
framework is shown in Fig. 1. A first-order filter is in-
troduced to estimate the virtual control and the deriva-
tives [16–18], and the problem of “complexity explosion”
is overcome. Because the complicated differentiation pro-
cess is avoided, the design process of the DSC controller
is simple and effective.

4.1. Attitude control laws
According to the attitude dynamics of the quadrotor (3),

the dynamic surface control laws UD are designed. Simi-
lar to the traditional back-stepping method, the coordinate
transformation is introduced

s1 = η−ηr,

s2 = η̇−uJ
D2,

ũD2 = u f
D2−uD2, (4)

with s1, s2 being the tracking errors, ηr is the desired ref-
erence signal, uD2, u f

D2 are intermediate virtual feedback
control law and filtered virtual control law, respectively,
ũD2 is filtered error. At Step 1, the desired virtual feed-
back control uD2 is defined, and the filtered virtual control
function u f

D2 is derived by a first-order filter (8). At Step 2,
the control law UD is designed.

Step 1: The dynamics of attitude tracking error s1 is

ṡ1 = η̇− η̇r. (5)
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To stabilize (5), a smooth virtual control input uD2 is de-
signed as

uD2 =−P1s1 + η̇r, (6)

where P1 ∈ R3 is a positive definite to be designed later.
Yielding that

ṡ1 = s2 + ũD2−P1s1. (7)

The filtered virtual control vector u f
D2 is obtained by a first-

order filter

u̇ f
D2 = (uD2−u f

D2)/τ =−ũD2/τ,

u f
D2(0) = uD2(0), (8)

where τ is the filter gain.
Step 2: The derivative of s2 along the trajectory (4) is

ṡ2 = η̈− u̇ f
D2 = J−1UD + J−1

Γ− u̇ f
D2. (9)

The control input UD is designed as

UD =−P2Js2−Γ− Js1 + Ju̇ f
D2, (10)

where P2 ∈ R3 is a positive definite to be specified.
Yielding that

ṡ2 =−P2s2− s1. (11)

In summary, the state error subsystem s := [sT
1 , sT

2 ]
T is de-

noted as

ṡ1 =−P1s1 + s2 + ũD2,

ṡ2 =−P2s2− s1. (12)

4.2. Stability analysis
The following Theorem 1 is introduced to facilitate sys-

tem stability analysis.
Theorem 1: Provided with Assumptions 1 satisfied,

considering the system (4) under the dynamic surface con-
troller (10) and filter (8), for the proper control gain ma-
trixes P1 and P2, the closed loop system is uniformly ulti-
mately bounded (UUB).

Proof: Considering (8), we can obtain that

˙̃uD2 = u̇ f
D2−uD2 =−

1
τ

ũD2− u̇D2. (13)

To stabilize (4), define the Lyapunov function candidate

VD =
1
2
(sT

1 s1 + sT
2 s2 + ũT

D2ũD2). (14)

Then the time derivative of V̇D is given by

V̇D =sT
1 ṡ1 + sT

2 ṡ2 + ũT
D2

˙̃uD2

=sT
1 (s2 + ũD2−P1s1)+ sT

2 (−P2s2− s1)

+ ũT
D2

(
−1

τ
ũD2− u̇D2

)
=−sT

1 P1s1−sT
2 P2s2+s1ũD2+ũT

D2

(
−1

τ
ũD2− ˙̃uD2

)
=− sT

1 P1s1− sT
2 P2s2−

1
τ

ũT
D2ũD2− ũT

D2u̇D2. (15)

Define H(s1, ũD2) = u̇D2, where H(·) is continuous func-
tion, Ω1 is a bounded compact set, Ω1 = {[s1, ũD2]

T : VD ≤
ω̄1}, ω̄1 is a known positive constant, and Ω1×Ωr is a
compact set. Assume that the maximum value of H on the
compact set Ω1×Ωr is Hmax. By Young’s inequality, we
can deduce that

−ũT
D2u̇D2 ≤

∥∥ũT
D2

∥∥H≤
∥∥ũT

D2

∥∥2
+

1
4

H2
max. (16)

Substituting (16) into (15), yields

V̇D =−sT
1 P1s1− sT

2 P2s2−
1
τ

ũT
D2ũD2− ũT

D2u̇D2

≤−sT
1 P1s1−sT

2 P2s2−
1
τ

ũT
D2ũD2+

∥∥ũT
D2

∥∥2
+

1
4

H2
max

≤−k̄VD +C, (17)

k̄ = min{diag(P1),diag(P2),
1
τ
−1}, P1 > 0, P2 > 0,

0 < τ < 1, C =
1
4

H2
max.

Yields that

V̇D(t)≤ 0, (18)

as long as the following inequality holds

VD(t)>C/k̄. (19)

According to the Lyapunov stability theorem, the tracking
errors and filtered error s1, s2, ũD2 are UUB.

5. ATTITUDE CONTROL BY ADHDP

ADHDP is utilized to generate a complementary data-
driven control signal for the total attitude controller, to re-
duce tracking errors and improve control accuracies. As
is shown in Fig. 1, the ADHDP controller is mainly com-
posed of action neural network (AN) and critic neural net-
work (CN). The sum of outputs of the DSC and the AN
works as the control input signal. In Section 5.1, the AD-
HDP control algorithm is proposed. Section 5.2 presents
the feed-forward and feed-back learning of the action net-
work and the critic network, and explains the adaptive
gradient-based policy to update the weight coefficients of
the neural network. Section 5.3 gives the Lyapunov stabil-
ity analysis of the proposed ADHDP algorithm.
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5.1. ADHDP control algorithm
The roll angle, pitch angle and yaw angle responses

under the DSC attitude control law UD(t) are denoted as
φD(t), θD(t) and ψD(t) at time t. The remainder errors at
time t, are defined as

ẽφ (t) = φr(t)−φD(t),

ẽθ (t) = θr(t)−θD(t),

ẽψ(t) = ψr(t)−ψD(t),

ẽψ(t) = ψr(t)−ψD(t), (20)

which are further reduced by the ADHDP control.
The utility function in ADHDP at time t is defined as

r f (t) = fr(t)Cr f T
r (t), (21)

where fr(t) = [zT (t), UT
A (t)], Cr is a positive-definite diag-

onal matrix with corresponding dimensions, and z1(t) =
[ẽφ (t), ˙̃eφ (t), ẽθ (t), ˙̃eθ (t), ẽψ(t), ˙̃eψ(t)].

As the input vector of the action network in ADHDP,
z(t) is composed of z1(t) and the corresponding one-time-
step-delay

z(t) = [z1(t−∆t),z1(t)]T . (22)

Define the minimization of the cost function as

J(z(t)) = min
UA(t)
{r f (z(t),UA(t))+ r f (z(t +∆t),

UA(t +∆t))+ r f (z(t +2∆t),UA(t +2∆t))+ · · · . . .}
= min

UA(t)
{r f (z(t),UA(t))+ γJ(z(t +∆t))}, (23)

where J(z(t)) is the total cost value, γ , 0 < γ < 1, is a
discount factor. If z(t) 6= 0 and Ua 6= 0, r f (z(t),UA(t))
is positive-definite, as Cr is the positive-definite matrix,
and only when z(t) = 0 and Ua = 0, r f (z(t),Ua(t)) satisfy
r f (z(t),UA(t)) = 0.

The optimal cost function J∗(z(t)) is the exclusive solu-
tion of (18), satisfying the following Bellman’s equation

J∗(z(t)) = min
UA(t)
{r f (z(t),UA(t))+ γJ(z(t +∆t))}.

(24)

The main idea of the ADHDP method is to solve Bell-
man’s equation approximately. J∗(z(t)) can convergent to
Ĵ(z(t)), which is the output of critic network. That is,
when the ADHDP control policy UA(t) = 0, J∗(z(t)) =
Ĵ(z(t)) = 0, the roll, pitch and yaw can track to the desired
reference signal favorablely when z1(t) = [ẽφ (t), ˙̃eφ (t),
ẽθ (t), ˙̃eθ (t), ẽψ(t), ˙̃eψ(t)] all converge to zero.

5.2. Feed-forward and feed-back learning of action
network and critic network

The estimated outputs of the critic network are the cost
function Ĵ(t). There exists an approximation error be-
tween Ĵ(t) and the real cost function J(t). The weights

Fig. 2. Critic neural network.

of critic network are updated iteratively to minimize the
errors between the predictive cost function Ĵ(t) and real
counterpart J(t). Note that the critic network is the action
network dependent. In detail, the inputs and outputs of the
action network are chosen as the inputs of critic-network.

The critic network is the function of z(t), UA(t), wc(t),
where wc(t) is the weight vector. In the critic network, the
input vector ci(t) and co(t) the output vector are defined
as

ci(t) = [zT (t), UT
A ]

T ,

co(t) = Ĵ(z(t)). (25)

Defined the error function as

ec(t) = γ Ĵ(t)− [Ĵ(t−∆t)− r f (t)]. (26)

Hence, the cost function to update the weights in the critic
network is defined as

min
ωc(t)

Ec(t) = min
ωc(t)

1
2

eT
c (t)ec(t). (27)

Fig. 2 states the neural networks scheme of the critic net-
work in ADHDP. Assume that the action network has n
inputs and m outputs, the critic network has Nci input
nodes (Nci = n + m), Nch hidden nodes, and one output
node. Choosing the hyperbolic tangent threshold function
fc(t) = fa(t) = (1−et)/(1+et) as the activation function
in the critic network and the action network. The interme-
diate variables pc j(t) and qc j(t) for the j-th hidden node
can be described as

pc j(t) =
n

∑
i=1

zi(t)wc1z,i j(t)+
m

∑
i=1

uai(t)wc1u,i j(t),

j = 1, · · · , Nch,

qc j(t) = f (pc j(t)) =
1− e−pc j(t)

1+ e−pc j(t)
, j = 1, · · · , Nch,

Ĵ(t) =
Nch

∑
j=1

wc2, j(t)qc j(t), (28)
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Fig. 3. Action neural network.

where wc1,i j(t) and wc2, j(t) denote the weights from the
i-th input node to the j-th hidden node and from the j-th
hidden node to output node, pc j(t) and qc j(t) are the input
and the output of the j-th hidden node, respectively.

The adaptive gradient-based policy is introduced to up-
date the weight coefficients. Subsequently, the weights up-
dating algorithm in the critic network is expressed as

∆wc2, j(t)=−ηc(t)
∂Ec(t)
∂ Ĵ(t)

∂ Ĵ(t)
∂wc2, j(t)

,

∆wc1,zi j(t)=−ηc(t)
∂Ec(t)
∂ Ĵ(t)

∂ Ĵ(t)
∂qc j(t)

∂qc j(t)
∂ pc j(t)

∂ pc j(t)
∂wc1,zi j(t)

,

∆wc1,ui j(t)=−ηc(t)
∂Ec(t)
∂ Ĵ(t)

∂ Ĵ(t)
∂qc j(t)

∂qc j(t)
∂ pc j(t)

∂ pc j(t)
∂wc1,ui j(t)

,

wc2, j(t +∆t) = wc2, j(t)+∆wc2, j(t),

wc1,zi j(t +∆t) = wc1,zi j(t)+∆wc1,zi j(t),

wc1,ui j(t +∆t) = wc1,ui j(t)+∆wc1,ui j(t), (29)

where ηc(t) is the learning rate in the critic network at
time t. In the attitude tracking problem, φ(t), θ(t) and
ψ(t) are system responds under the DSC-ADHDP-based
control action.

The action network is a function of z(t), wa(t), and
wa(t) is the weight vectors of the action network from
hidden-to-output layer. The input and the output of the ac-
tion network are defined as

ai(t) = z(t), a0(t) =UA(t). (30)

Fig. 3 shows the structure diagram of the action neural
network in ADHDP. The notations Nai,Nah and Nao are the
quantities of input nodes, hidden nodes and output nodes
respectively. And uak, k = 1, · · · , Nao, i.e., m = Nao is the
outputs of action network which are also chosen as the
input vectors of critic network.

The intermediate variables pa j(t), qa j(t), Mak(t) and the
output variable uak(t) can be expressed as

pa j(t) = ∑
Nai
i=1 zi(t)wa1,zi j(t), j = 1, · · · ,Nah,

qa j(t) = f (pa j(t)) =
1− e−pa j(t)

1+ e−pa j(t)
, j = 1, · · · ,Nah,

Mak(t) = wa2, jk(t)qa j(t), k = 1, · · · ,Nao,

uak(t) = f (Mak(t)) =
1− e−Mak(t)

1+ e−Mak(t)
, k = 1, · · · ,Nao,

(31)

where wa1,zi j(t) and wa2, jk(t) are the weights from the i-
th input node to the j-th hidden node and from the j-th
hidden node to the k-th output node, pa j(t) and qa j(t) are
the input and the output for the j-th hidden node of the
action neural network. The action network is trained by
back-propagating the error between the ultimate objective
U f and the approximate value Ĵ(t) from the critic network

ea(t) = Ĵ(t)−U f , (32)

where U f is the desired ultimate cost objective.
Generally speaking, U f = 0 means a success learning

implement for all t. The cost function in the action net-
work is designed as

min
wa(t)

Ea(t) = min
wa(t)

1
2

eT
a (t)ea(t). (33)

Similarly, an adaptive gradient-based strategy is utilized
to update the weight coefficients.

Considering

∆wa(t) =−ηa(t)
∂Ea(t)
∂wa(t)

=−ηa(t)
∂Ea(t)
∂ Ĵ(t)

∂ Ĵ(t)
∂UA(t)

.

(34)

By the chain derivation rule, the weights are expressed by

∆wa2, jk(t)=−ηa(t)
∂Ea(t)
∂ Ĵ(t)

∂ Ĵ(t)
∂uak(t)

∂uak(t)
∂Mak(t)

∂Mak(t)
∂wa2, jk(t)

,

∆wa1,i j(t)=−ηa(t)
∂Ea(t)
∂ Ĵ(t)

∂ Ĵ(t)
∂uak(t)

∂uak(t)
∂Mak(t)

∂Mak(t)
∂qa j(t)

×
∂qa j(t)
∂ pc j(t)

∂ pc j(t)
∂wa1,i j(t)

,

wa1,i j(t +∆t) = wa1,i j(t)+∆wa1,i j(t),

wa2, jk(t +∆t) = wa2, jk(t)+∆wa2, jk(t), (35)

where ηa(t) is the learning rate in the action network at
time t.

5.3. Stability analysis
The uniformly ultimately bounded (UUB) stability for

the ADHDP algorithm has been provided theoretically in
[46,53–57]. For the sake of clarity, the following Lya-
punov stability analysis for the ADP algorithm is pro-
vided.

Recalling the universal approximation theorem for neu-
ral networks, if the quality of hidden-layer neurons is
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abundant enough, the approximation error can be arbi-
trarily small. Hence the weights of the input-to-hidden
layer are initialized randomly in the action network and
the critic network. Ĵ(t) can be expressed as Ĵ(t) =
wT

c fc(t). Similarly, UA(t) can also be expressed as UA(t) =
wT

a (t) fa(t). wc(t) is the critic network’s weight vectors
from the hidden-to-output layer, and wa(t) is the action
network’s weight vectors from the hidden-to-output layer.

Assumption 2: Defining the optimal weight vectors of
the hidden-to-output layer for critic and action networks
as w∗c(t) and w∗a(t). All the weight vectors are bounded,
‖wc(t)‖ ≤ wcm(t), ‖w∗c(t)‖ ≤ wcm(t), ‖wa(t)‖ ≤ wam(t)
and ‖w∗a(t)‖ ≤ wam(t). Therefore, the activation functions
are bounded, ‖ fc(t)‖ ≤ fcm(t), and ‖ fa(t)‖ ≤ fam(t).

Theorem 2: Assume that the weights of the critic net-
work and the action network are updated according to the
gradient descent algorithm, and the reinforcement signal
is bounded within 0≤ r f ≤ 1. The critic network weights
are given by (37). Then the weight estimation errors be-
tween optimal weights w∗c , w∗a, and the counterpart esti-
mations wc(t), wa(t) are UUB, if the following conditions
are fulfilled

ηc ≤
1

γ‖ fc‖2 , ηa ≤
1
‖ fa‖2 ,

‖ζc(t)‖> (ϒ2
1m + γ

−1
ϒ

2
2mΛ

2
2m)

1
2 . (36)

Proof: The critic network weights are

wc(t +∆t) =wc(t)−ηc(t)
∂Ec(t)
∂wc(t)

=wc(t)−ηc fc(t)[γwT
c (t) fc(t)

+ r f (t)−wT
c (t−∆t) fc(t−∆t)]T . (37)

The action network weights are chosen as

wa(t +∆t)

= wa(t)−ηa(t)
∂Ea(t)
∂wa(t)

= wa(t)−ηa fa(t)[wT
c (t)D(t)]T [wT

c (t) fc(t)]T , (38)

where D(t) is the matrix with dimension Nc
h ×m, and the

component is expressed as

D jk(t) = 0.5(1− f 2
c j(t))wc j,n+k,

j = 1, · · · ,Nc
h , k = 1, · · · ,m. (39)

Denote the weight error and the approximation error as
w̃c(t) = wc(t)−w∗c(t) and ζc(t) = w̃c(t) fc(t) in the critic
network. Denote the weight error as w̃a(t) = wa−w∗a(t) in
the action network. The Lyapunov functions are chosen as
Y (t) =Y1(t)+Y2(t), Y1(t) = 1

hc
tr(w̃T

c (t)w̃c(t)) and Y2(t) =
1

ηa
tr(w̃T

a (t)w̃a(t)). The first difference of Y (t) is ∆Y (t) =
Y (t +∆t)−Y (t) = ∆Y1(t)+∆Y2(t).

In particular,

∆Y1(t) =
1
ηc

tr(w̃T
c (t +∆t)w̃(

ct +∆t)− w̃T
c (t)w̃

(
ct)),

(40)

w̃c(t +∆t)

= wc(t +∆t)−w∗c
= w̃c(t)−ηc fc(t)[γ(w̃c(t)+w∗c)

T fc + r f (t)

− w̃T
c (t−∆t) fc(t−∆t)]T

= (1−ηcγ fc(t) f T
c (t))w̃c(t)−ηc fc(t)

× [γ(w∗Tc fc(t)+ r f (t)− w̃T
c (t−∆t) fc(t−∆t))]T .

(41)

Substituting (41) into (40), we obtain

∆Y1(t) =
1
ηc

{
(1−ηcγ fc(t) f T

c (t))
2w̃2

c(t2ηcw̃T
c (t) f T

c (t)

× (1ηcγ fc(t) f T
c (t))(γw∗Tc fc(t)+ r f (t)

− w̃T
c (t−∆t) fc(t−∆t))T

+η
2
c γ

2 fc(t) f T
c (t)(w

∗T
c fc(t + γ

−1r f (t)

−γ
−1w̃T

c (t−∆t) fc(t−∆t))2−w̃T
c (t)w̃

(
ct)))

}
.

(42)

Denote that

X1 = (1−ηcγ fc(t) f T
c (t))

2w̃2
c(t)

= w̃T
c (t)w̃c(t)−2ηcγ ‖ζc(t)‖2

+η
2
c γ

2w̃T
c (t) fc(t) f T

c (t)w̃c(t)

= w̃T
c (t)w̃c(t)−ηcγ ‖ζc(t)‖2

−ηcγ ‖ζc(t)‖2 (1−ηcγ fc(t) f T
c (t)), (43)

X2 =−2ηcw̃T
c (t) fc(t)(1−ηcγ fc(t) f T

c (t))

× (γw∗Tc fc(t)+ r f (t)− w̃T
c (t−∆t) fc(t−∆t))T ,

(44)

X3 = η
2
c γ

2 fc(t) f T
c (t)(w

∗T
c fc(t)+ γ

−1r f (t)

− γ
−1w̃T

c (t−∆t) fc(t−∆t)2

= η
2
c γ

2 fc(t) f T
c ||w∗Tc fc(t)+ γ

−1r f (t)

− γ
−1w̃T

c (t−∆t) fc(t−∆t)||2, (45)

using ϒ1(t) = w∗Tc fc(t)+ γ−1r f (t)− γ−1w̃T
c (t−∆t) fc(t−

∆t) and Λ1(t) = γ(1−ηcγ fc(t) f T
c (t)).

Considering the expression of X1, X2 and X3, ∆Y1(t) can
be expressed as

∆Y1(t) =
1
ηc

(X1 +X2 +X3− w̃T
c (t)w̃c(t))

=− γ ‖ζc(t)‖2−Λ1(t)‖ζc(t)‖2

−2Λ1(t)ζc(t)ϒ1(t)

−Λ1(t)‖ϒ1(t)‖2 + γ ‖ϒ1(t)‖2

=− γ ‖ζc(t)‖2−Λ1(t)‖ζc(t)+ϒ1(t)‖2
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+ γ ‖ϒ1(t)‖2 . (46)

Similarly,

∆Y2(t) =
1

ηa
tr(w̃T

a (t +∆t)w̃a(t +∆t)− w̃T
a (t)w̃a(t)),

(47)

w̃a(t +∆t) = wa(t +∆t)−w∗a
= w̃a(t)−ηa fa(t)wT

x(t)D(t)[wT
c(t) fc(t)]T .

(48)

Substituting (48) into (47), we can deduce that

∆Y2(t) =−2 fa(t)wT
c (t)D(t)[wT

c (ηa fa(t) f T
a (t)

×
∥∥wT

c (t)D(t)
∥∥2∥∥wT

c (t) fc(t)
∥∥2
)]. (49)

Denoting ϒ2(t) = wT
c (t)D(t) and Λ2(t) = wT

c (t) fc(t), (43)
can be expressed as

∆Y2 =−2 fa(t)ϒ2(t)ΛT
2 (t)

+ηa fa(t) f T
a (t)‖ϒ2(t)‖2

∥∥∥Λ
(
2t)
∥∥∥2

=−‖ϒ2(t)‖2 ‖Λ2(t)‖2

+ηa fa(t) f T
a (t)‖ϒ2(t)‖2 ‖Λ2(t)‖2

+(‖ϒ2(t)‖2
∥∥∥Λ

(
2t)
∥∥∥2
−2 fa(t)ϒ2(t)ΛT

2 (t))

=− (1−ηa fa(t) f T
a (t)‖ϒ2(t)‖2 ‖Λ2(t)‖2

+
∥∥ϒ2(t)ΛT

2 (t)− fa(t)
∥∥2−‖ fa(t)‖2). (50)

The first differential of Lyapunov function Y (t) is

∆Y (t) =∆Y1(t)+∆Y2(t)

=− γ ‖ζc(t)‖2−Λ1(t)‖ζc(t)+ϒ1(t)‖2

+ γ ‖ϒ1(t)‖2

− (1−ηa fa(t) f T
a (t)‖ϒ2(t)‖2 ‖Λ2(t)‖2

+
∥∥ϒ2(t)ΛT

2 − fa(t)
∥∥2−‖ fa(t)‖2). (51)

According to Assumption 2, we have ‖ϒ1‖ ≤ ϒ1m, ‖ϒ2‖ ≤
ϒ2m and ‖Λ2‖ ≤ Λ2m, and ∆Y (t) can be deduced as

∆Y (t)≤− γ ‖ζc(t)‖2

− γ(1−ηcγ fc(t) f T
c (t))‖ζc(t)+ϒ1(t)‖2

− (1−ηa fa(t) f T
a (t))‖ϒ2(t)‖2 ‖Λ2(t)‖2

+ γ ‖ϒ1(t)‖2 +‖ϒ2(t)‖2 ‖Λ2(t)‖2

≤− γ ‖ζc(t)‖2

− γ(1−ηcγ fc(t) f T
c (t))‖ζc(t)+ϒ1(t)‖2

− (1−ηa fa(t) f T
a (t))×‖ϒ2(t)‖2 ‖Λ2(t)‖2

+ γϒ
2
1m +ϒ

2
2mΛ

2
2m. (52)

We can deduce that ∆Y (t)≤ 0, as long as

ηc ≤
1

γ ‖ fc‖2 , ηa ≤
1

‖ fa‖2 ,

‖ζc(t)‖> (ϒ2
1m + γ

−1
ϒ

2
2mΛ

2
2m)

1
2 (53)

According to the Lyapunov stability theorem, w∗c and
w∗a, wc(t) and w(

at) are UUB. Therefore, all signals in the
closed loop system are UUB.

6. NUMERICAL SIMULATION

Numerical simulations are carried out to demonstrate
the effectiveness of the proposed control strategy. The al-
gorithm designed in this paper is compared with the tradi-
tional back-stepping control algorithm, and the quadrotor
attitude curve that reflects the control accuracy and anti-
disturbance ability is obtained through Simulink, a visual
simulation tool in MATLAB.

Considering accuracy and timeliness, and after a lot of
experimental data analysis, we choose the controller gains
to be as follows: in ADHDP controller, the power matrix
in the utility function is Cr = 0.15I15×15 where I expresses
the identity matrix. The initial and final learning rates
are setting to ηc(0) = 0.1, ηa(0) = 0.1, ηc(∞) = 0.006,
ηa(∞) = 0.006 in the critic and action networks. The de-
sired reference command signal in the simulations is cho-
sen as φr(t) = θr(t) = ψr(t) = sin(t).

Before the actual roll, pitch and yaw track to the desired
reference commands, the utility function r f (t) is greater
than 0. At each time step, DSC-ADHDP-based controller
is trained based on two stop criterions. One is the accuracy
of the tolerance errors which are set to 10−5 and denoted
as Tc and Ta in the critic and action networks. The others
are the maximal backpropagation cycles in the critic and
action networks, denoted as nc and na. If any one of the
two stop criterions is fulfilled, the critic and action net-
works are considered to reach the proper weights.

The model and controller parameters listed in Tables 1-
5 are also referred to [58–60].

Table 1. Model parameters.

Ixx 0.0033 kg·m2

Iy 0.0033 kg·m2

Iz 0.0058 kg·m2

m 1.5 kg
d 1 m

Table 2. Traditional backstepping controller parameters.

p1 20×diag[0.5, 0.45, 0.45]
p2 2.83×diag[3.5, 3.5, 2.5]
τ 0.5

Table 3. DSC controller parameters (attitude controller).

p1 20×diag[0.5, 0.5, 0.5]
p2 2.81×diag[3.5, 3.5, 2.5]
τ 0.6
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Table 4. ADHDP controller parameters (attitude con-
troller).

Variables Significance Values
Nh

c hidden nodes of the critic network 11
Nh

a hidden nodes of the action network 9
Nao Outputs of the action network 3
γ discount factor 0.9

ηc(0) initial learning rate of critic network 0.1
ηa(0) initial learning rate of action network 0.1
ηc(∞) final learning rate of critic network 0.006
ηa(∞) final learning rate of action network 0.006

Tc
the accuracy of critic network’s

tolerance error
10−5

Ta
the accuracy of action network’s

tolerance error
10−5

nc
the maximal backpropagation cycles

of the critic network
100

na
the maximal backpropagation cycles

of the action network
80

Table 5. PID controller gains (position controller).

Channels Kp Ki Kd

Roll 0.10 0.00 0.00
Yaw 0.09 0.00 0.00
Pitch 0.10 0.00 0.00

6.1. Simulation of nominal tracking control
Fig. 4(a) shows the attitude tracking under the DSC-

ADHDP-based control and traditional back-stepping con-
trol. It demonstrates that the attitude tracking signals un-
der synthetical controller can converge to desired refer-
ence signals in 1.8 s, and the tracking errors can reach
within, whereas the convergence time in traditional back-
stepping is 3.1 s, tracking errors are within 5.8◦. Fig.
4(b) shows that the simulation results of control input U1,
U2, U3, which are continuous and smooth under DSC-
ADHDP-based control. Note that the amplitude of U3

ranges from 6.5× 10−3 N·m down to 4.6× 10−3 N·m.
Therefore, the attitude system under DSC-ADHDP-based
control possesses better control performance than back-
stepping technology.

6.2. Tracking control with external disturbances
An additional disturbance signal 0.3sin(t) is set in 8-12

s in roll, pitch and yaw channel. The compared simula-
tion results between the DSC-ADHDP-based control and
traditional back-stepping control are present in Fig. 5. Re-
ferring to the convergence speed and the effect of anti-
disturbance, the DSC-ADHDP-based control is obviously
superior to the traditional back-stepping control.

Under DSC-ADHDP-based control, there is a slight de-

(a) Attitude tracking under reference signal.

(b) Control input under two policy.

Fig. 4. Simulation results of quadrotor attitude tracking
and control input u1, u2, u3 (N·m).

viation between actual trajectory and desired reference at
8 s, then the actual tracking trajectory can track the desired
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Fig. 5. Simulation results of quadrotor attitude tracking
under external disturbance and weights updating of
the action network.

reference signal perfectly at 9.7 s and tracking errors can
reach within 4.5◦. Under traditional back-stepping con-
trol, tracking performances are inferior to DSC-ADHDP-
based control, as the bigger deviations are generated at the
same time. The fourth figure in Fig. 5 shows the weights

updating trajectory from all the inputs to the second hid-
den node in the action network, which illustrates that the
weight can be adjusted adaptively.

The simulation results illustrate that the convergence
speed and disturbance rejection of the attitude controller
are improved due to the introduction of ADHDP comple-
mentary control, and the synthetical controller can achieve
satisfactory tracking performances even under external
disturbances.

7. FLIGHT EXPERIMENTS

To verify the effectiveness of the proposed algorithm,
a flight experiment with the Pixhawk autopilot is accom-
plished, under the proposed algorithm in the attitude sys-
tem and the PID algorithm in the position system. The
controller parameters are shown in Table 7. The cascade
PID algorithm was adopted to complete the comparison
experiment.

The Pixhawk autopilot is provided with superior com-
puting power, equipped with two processor (specific pa-
rameters are shown in Table 6). The proposed control al-
gorithm can be performed in real-time by Pixhawk.

As is shown in Fig. 6, a quadrotor simulation model was
established based on Simulink, a visual simulation tool
in MATLAB, and communicated with mission planner
ground station shown in Fig. 7. The proposed algorithm
was transplanted to the attitude controller of the Pixhawk
autopilot by using Mavlink communication protocol. The
PID algorithm was still used in the position controller. Af-
ter algorithm transplantation, FlightGear software can be
employed for experiment.

When good simulation results are obtained, we begin to
carry out hardware flight experiments. In order to validate
the disturbance rejection of the proposed algorithm, the

Table 6. Autopilot selection.

Main FMU
professor

STM32F765, 32-bit Arm Cortexr-M7,
216MHz, 2MB memory, 512KB RAM

IO
professor

STM32F100, 32-bit Arm Cortexr-M3,
24MHz, 8KB SRAM

Control
frequency

1000Hz

Table 7. Attitude controller gains based on PID / Position
controller gains based on PID.

Channels Kp Ki Kd

Attitude controller gains
based on PID

Roll 0.08 0.03 0.02
Yaw 0.07 0.01 0.00
Pitch 0.12 0.02 0.01

Position controller gains
based on PID

Roll 0.10 0.00 0.00
Yaw 0.09 0.00 0.00
Pitch 0.10 0.00 0.00
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Fig. 6. Pixhawk autopilot simulation experiment.

Fig. 7. Ground station and flight test.

experiments are performed outdoors under the wind speed
of about 5.5-7.9 m/s which is measured by an anemo-
scope.

7.1. Tracking trajectory comparison experiment

In the same ground station, the flight point and route
are set. The following flight experiments are conducted
based on two algorithms. The attitude tracking results are
as follows:

As is shown in Figs. 8-12, Table 8, Table 9, under wind
disturbance, the attitude error range and maximum over-
shoot in DSC+ADHDP algorithm are better than PID. The
maximum attitude error in DSC+ADHDP is15.3◦, while
the maximum attitude error in PID is 17.2◦. The maxi-
mum flight position error in DSC+ADHDP algorithm is
0.9 m, which is less than 1.4 m in PID. In summary, the
system based on DSC+ADHDP controller has better con-
trol accuracy and disturbance rejection than Cascade PID.

8. CONCLUSION

In this paper, a synthetical controller is designed to im-
prove the tracking performance of the quadrotor. The de-
signed synthetical controller provides a new research ref-
erence method for stable tracking of the quadrotor. In the
future, the effect of parameter variations on the dynamic
response for the proposed quadrotor control system and
the trajectory tracking of multi-quadrotor are worthy of
further studies.

Fig. 8. Attitude tracking trajectory based on PID.

Fig. 9. Attitude tracking errors based on PID.
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Fig. 10. Attitude tracking trajectory based on DSC+
ADHDP.

Fig. 11. Attitude tracking errors based on DSC+ADHDP.

Fig. 12. Flight trajectory.

Table 8. Performance indexes of PID and DSC+ADHDP
control.

Control
channel

Control
algorithm

Error
range (◦)

Maximum
overshoot

Roll Cascade PID -4.3∼9.6 42.1%
DSC+ADHDP -3.6∼3.5 29.3%

Yaw Cascade PID -6.5∼8.9 39.8%
DSC+ADHDP -5.1∼4.6 30.2%

Pitch Cascade PID -17.2∼5.1 15.4%
DSC+ADHDP -15.3∼3.7 11.7%

Table 9. Performance indexes of PID and DSC+ADHDP
control.

Coordinate
axis

Control
algorithm

Error
range (◦)

Maximum
overshoot

X Cascade PID -1.1∼0.8 15.1%
DSC+ADHDP -0.7∼0.6 10.4%

Y Cascade PID -1.4∼0.9 13.8%
DSC+ADHDP -0.9∼0.6 9.23%

Z Cascade PID -1.2∼1.1 15.8%
DSC+ADHDP -0.8∼0.6 11.7%
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