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Energy Optimization on Wireless-networked Control Systems (W-NCSs)
Using Linear Quadratic Gaussian (LQG)
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Abstract: In a wireless networked control system (W-NCS), energy is required to transmit a sensor reading to the
controller. It should be noted that the packet success rate (PSR) is an essential factor in the control performance,
and PSR is directly proportional to the energy per symbol. Hence, it requires a significant amount of energy to have
perfect control performance. However, in most cases in wireless sensor network scenarios, each node is attached
to a limited power battery. Therefore, an energy optimization scheme that can harvest energy while maintaining
the control performance is essentially required. The combination of Kalman filter and Linear Quadratic Regulator
(LQR) that is known as Linear Quadratic Gaussian (LQG) is used as the backbone of the scheme to estimate the
state and synthesize the optimal control. In addition, the optimal power scheduler (PS) is introduced to minimize
energy usage while maintaining control performance. The finite block length approach is applied to achieve the
upper bound of packet error rate. The results of energy consumption optimization showed that the scheme worked
perfectly, wherein the energy per symbol usage is low, and the stability of the dynamic system is well maintained.
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1. INTRODUCTION

Wireless sensor network (WSN) is more commonly im-
plemented rather than the conventional one because of
its scalability, accuracy, reliability, low cost, and mobility
to construct the concept of the Internet of Things (IoT)
[1–5]. A WSN is defined as a system that consists of
small tools, named sensor nodes, that operate collabora-
tively and spread spatially to convey data from the ob-
served plant over wireless channels [3]. In most cases, the
wireless sensor node is implemented with a short energy
component. Communication is the most significant pro-
portion of energy consumption, especially for transmitting
a sensor reading from the plant to the controller.

In W-NCS with a fading channel, there is a possibility
that the data from the plant is not successfully delivered to
the demodulator/decoder block in the controller. Conse-
quently, the estimator will not receive the quantized signal
and fails to estimate the sensor reading. In the closed-loop
system, when the controller fails to receive a sensor read-
ing, such a system will be an open loop. Accordingly, the
controller fails to generate an updated feedback input sig-
nal that can lead to the destabilization of the plant. There-
fore, a scheme that can harvest energy while maintaining

control performance is needed.
Wireless sensor network optimization by maintaining

transmission and reducing power consumption was pro-
posed by Kwon and Jee [6]. Shah et al. [7], presented a
review of different optimization algorithms to maintain a
balance between user comfort and energy requirements,
such that the energy consumption is minimized. The opti-
mal expansion planning approach of multiple energy sys-
tems based on energy hub was proposed by Zhang et al.
[8]. Tian et al. [9] discussed optimization of multiple en-
ergy interconnection networks. Wang et al. [10] presented
a distributed optimization algorithm by considering a ran-
dom sleep scheme. Optimal control and stabilization in
simultaneous local and remote controller for networked
control systems (NCSs) was proposed by Liang et al. [11].
Recently, Liang et al. [12] studied the optimal control
and stabilization in NCSs with asymmetric information.
The study of fundamental limitations in the control design
and performance of linear time-invariant (LTI) systems
have been extensively studied for problems of control over
communication networks [13]. It should be noted that
signal-to-noise ratio (SNR) can characterize the quality of
communication channels. Thus, SNR directly impacts the
stability and performance of W-NCSs. The stability anal-
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ysis based on SNR has been extensively investigated in
[14–16]. Although it would be ideal to have a high SNR
that guarantees the successful delivery of the sequence of
symbols, a massive amount of energy is required for such
a scenario, which is not a perfect choice in limited-energy
devices in the long run. LQG control via wireless sen-
sor networks with minimal transmission power is exam-
ined in [17,18]. Similar to the research of Balaghiinaloo
et al. [19], which considered transmission power control
and event triggering, Gatsis et al. [20] minimized a cost in-
volving the communication energy and the control cost for
linear systems. Varma et al. [21] minimized the communi-
cation energy while guaranteeing a certain linear quadratic
performance using time-triggered communication policies
for W-NCSs. The characteristics of LQG in wireless sen-
sor networks with minimal transmission power are as fol-
lows: an arrival process is involved in the optimal estima-
tion of the system, which shows whether the measurement
data is successfully transmitted or not, and separation in
the designs of optimal estimator, controller, and transmis-
sion power controller is fulfilled.

In this paper, we combine Kalman filter and Linear
Quadratic Regulator (LQR), which is defined as Linear
Quadratic Gaussian, as the backbone of the scheme to esti-
mate the state and determine the optimal control. This pa-
per presents different representations of the optimal state
estimator and controller from the existing work in [17],
which (8), (9), (20) are proven by consistent mathematical
processes. In addition, the optimal power scheduler (PS) is
included in minimizing the energy per symbol usage while
keeping the control performance, where the approxima-
tion approach is used to ease the computational burden by
defining the state estimation at PS. The finite block length
approach is applied to achieve the upper bound of a packet
error rate. The advantages of using explicit functions of
SNR and finite block length approach are the mathemat-
ical model becomes closer and more relevant to real sys-
tems [22,23]. Throughout this paper, we propose a scheme
that minimizes the energy usage on W-NCS over fading
channels by using the control performance as a constraint
in the optimization problem.

2. MATHEMATICAL MODELS

2.1. Dynamical system model
The plant is attached by a wireless sensor node as a

transmitter, which transmits the sensor data through a
lossy wireless channel. The block diagram of NCS is
shown in Fig. 1. For the k-th time step, the state (xk) is
sent from the plant to the measurement sensor. Then, the
output of the system (yk) is quantized by a high-resolution
quantizer into codewords. After that, the signal is encoded
to a series of symbols hk with a specific length before it
is sent across a wireless channel. After the controller re-
ceives the estimated sensor reading (x̂k) from the estima-

Fig. 1. Block diagram of NCS.

tor, the controller sends the input signal uk to the plant.

The optimal estimation of state (x̂k) is obtained by The-
orem 1, which is required to achieve the optimal controller
(uk) that is formulated by Theorem 3. PS in the plant has
to decide the optimal energy per symbol usage by deter-
mining the optimal PSR, which is presented in Theorem 4.
If the PSR is higher, the energy per symbol is also higher
and the possibility that the decoder receives the data suc-
cessfully is higher as well. It should be noted that when
the decoder block fails to receive the sensor reading, the
controller may generate updated feedback that may desta-
bilize the system. Therefore, PS has to determine the min-
imum PSR that maintains the plant stability. The stability
is considered by the root-mean-square error (RMSE) be-
tween the state of the plant (x) and state reference (xre f ).
To ease the computation process, the optimal PSR is ob-
tained by using an approximation approach, where the er-
ror between estimators at PS (x̌ in Theorem 2) and con-
troller (x̂ in Theorem 1) is involved. Therefore, we assume
that the controller can finish all the required steps before
the next input arrives.

An explicit discrete-time LTI model of the plant is

xk = Fxk−1 +Buk−1 +wk−1,

yk = Hxk + vk,

zk = yk +nk, (1)

where xk ∈Ra represents the state of the system at time k,
uk ∈Rb is the input signal executed at time k, and wk ∈Ra

is the process noise. The constant matrices F ∈ Ra×a and
B ∈ Ra×b are the state and input matrix, respectively. The
system is assumed to be controllable and observable. The
measurement of sensor, the output matrix, and the mea-
surement noise of sensor at time k are denoted by yk ∈Rc,
H ∈Rc×b, and vk ∈Rc, respectively. The process noise wk,
the measurement noise vk, and the quantizer noise nk are
assumed to be i.i.d with wk ∼ N (0,R1), vk ∼ N (0,R2),
and nk ∼N (0,R3) where R1, R2, R3 � 0 denotes the vari-
ance of Gaussian distributions.
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2.2. Communication channel model
As shown in Fig. 1, the quantized signal zk is encoded

by an encoder as data symbol hk of length n. It should be
considered that the data hk is transferred via a lossy wire-
less channel. Hence, there exists a probability that hk is
not received by the decoder. Therefore, the i.i.d. Bernoulli
arrival process γk is introduced as follows:

γk =

{
1, if hk is transmitted successfully,
0, otherwise.

(2)

Afterward, the decoder maps hk back to zk, the estima-
tor generates estimated signal x̂k as an input to the con-
troller. The perfect communication channel without noise
between the controller and the plant is assumed. Conse-
quently, the controller is constantly able to send an input
signal uk to the plant.

The packet error rate (PER) is specified by PERk =
P{γk = 0}, where P is the probability function. The signal-
to-noise ratio is symbolized by ρ and formulated as ρk =
Esk/N0, where Esk is the energy per symbol, and N0 is the
noise power spectral density.

The finite block length approach is applied to achieve
the upper bound of packet error rate. Therefore, the PER
is determined by [23]:

PERk = 1− exp

1−2

Rc

Bn
−

log2 n
2n


2β 2ρk

 , (3)

where β denotes the scale of Rayleigh distribution, Rc is
the communication rate, n is the length of data symbol hk,
and Bn is the noise bandwidth. Since the packet success
rate of data transmission is PSRk = 1−PERk, we can ob-
tain the PSR as the argument of energy per symbol func-
tion as

Esk =


m0

lnPSRk
, PSRk ∈ [p, q],

0, PSRk = 0,
(4)

where [p, q] is the codomain of PSRk, and

m0 =
N0

2β 2

1−2

Rc

Bn
−

log2 n
2n

 .

We denote the function in (4) by Esk = ψ(PSRk) defined
in the domain S= 0∪ [p, q].

3. METHODS

3.1. Energy optimization model
Suppose that Ik = {γ0:k−1,u0:k−1,z0:k−1} is the infor-

mation provided to the controller at time k. We also de-
fine the information available to PS at time k as Is

k =

{γ0:k−1,u0:k−1,z0:k} . Therefore, Ik ⊆ Is
k . The objective

function of this scheme is minimizing

J = E

[
N

∑
k=0

ψ (PSRk)

]
, (5)

subject to

E

[
‖xN+1‖2

Q0
+

N

∑
k=0

(
‖xk‖2

Q1
+‖uk‖2

Q2

)]
≤ θ , (6)

where θ is the level of control performance, N is the
time horizon, and the weighting matrices Q0, Q1 � 0 and
Q2 � 0 [17]. Since Esk = ψ(PSRk), it should be noted that
objective function in (5) is equal to the average of energy
per symbol usage over the time horizon. Let PSR∗ and u∗

be the optimal PSR and control, respectively. By using (5)
and (6), we obtain

H= inf
PSR∗,u∗

E

[
λ‖xN+1‖2

Q0

+
N

∑
k=0

(
ψ (PSRk)+λ‖xk‖2

Q1
+λ‖uk‖2

Q2

)]
,

(7)

where λ > 0 is a weighting constant. In this work, the op-
timum PSR∗ and u∗ that keep the stability of the dynamic
system with low energy usage will be determined.

3.2. Optimal estimator
In this subsection, we design optimal estimators at the

controller and power scheduler (PS). The optimal estima-
tion of the state is based on Kalman Filter [24] and a mod-
ification of the optimal estimator representation in [17]
with consistent mathematical proof. The optimal estima-
tion is necessary to obtain the optimal control, which will
be discussed in Subsection 3.3.

Theorem 1: Optimal estimation of the system state (1)
through a lossy wireless channel with arrival process (2)
is obtained by minimizing the mean square error (MSE)

x̂k+1 = Fx̂k +Buk + γkFKk (zk−Hx̂k) , (8)

Pk+1 = FPkFT +R1− γkFKkHPkFT , (9)

where x̂k = E [xk|Ik], Pk = Var[xk|Ik], and Kk =

PkHT
(
HPkHT + R̄2

)−1, with initial condition x̂0 = m0,
P0 = R0, and R̄2 = R2 +Λ.

Proof: We determine the a-priori estimated state at
time k+ 1 as x̂k+1 = E [xk+1|Ik+1], while the a-posteriori
estimated state at time k as x̂k+ = E [xk|Ik+1]. Therefore,
by using (1) we obtain

x̂k+1 = Fx̂k+ +Buk. (10)
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Furthermore, the a-priori error covariance at time k + 1
and the a-posteriori error covariance at time k are formu-
lated by Pk+1 =Var [xk+1− x̂k+1|Ik+1] and Pk+ =Var[(xk−
x̂k+)|Ik], respectively. Thus, by using (1) and (10) we ob-
tain

Pk+1 = FPk+FT +R1. (11)

The innovation of measurements is denoted by z̃k = zk− ẑk

where ẑ = E [zk] is the estimated measurement. Then,
the a-posteriori estimated state is specified by x̂k+ =
x̂k + γkKk z̃k, where Kk is the Kalman gain. We define
R̄2 = R2 + Λ, and write the a-posteriori error covari-
ance at time k as Pk+ = Pk − γkKkHPk − γkPkHT KT

k +
γkKk

(
HPkHT + R̄2

)
KT

k . In order to get the minimum value
of mean square error of the estimated state, we find Kk

such that tr(Pk+1) in (11) is minimum. Hence, we take the
derivative of trace of Pk+ with respect to Kk equal to zero.
We obtain Kk = PkHT

(
HPkHT + R̄2

)−1, and

Pk+ =
(

In− γkPkHT (HPkHT + R̄2
)−1

H
)

Pk, (12)

x̂k+ =x̂k + γkPkHT (HPkHT + R̄2
)−1

(zk−Hx̂k) . (13)

We obtain the result by substituting (12) and (13) in (11)
and (10), respectively. �

The approximation approach is applied to ease the com-
puting cost of dynamic programming that is used in the
optimal power scheduler to determine the optimal PSR,
which will be discussed in Subsection 3.4. The approx-
imation approach is employed by calculating errors be-
tween the estimators at PS and the controller. Therefore,
optimal estimation of the state at PS is designed.

Theorem 2: The optimal estimated state at PS for 0≤
k < N satisfies:

x̌k+1 = Fx̌k +Buk +Ks
k (zk−H (Fx̌k +Buk)) , (14)

Ps
k+1 =

((
FPs

k FT +R0
)−1

+HT R−1
2 H

)−1
, (15)

Ks
k = Ps

k HT R−1
2 , (16)

with initial condition, x̌0 = m+Ps
0HT R̄−1

2 (z0−Hm), m =

E[x0], Ps
0 =

(
R−1

0 +HT R̄2H
)−1, where x̌k = E [ x̌k|Is

k ], and
Ps

k = Var [ x̌k|Is
k ].

Proof: Similar proof to Theorem 1. �

3.3. Optimal control
The basic scheme of optimal control is based on [25]

and modification of [17] with consistency in mathematical
proof. On the basis of [25], the cost function in (7) can be
written as

H= infE

[
t−1

∑
k=0

(
ψ (PSRk)+λ‖xk‖2

Q1
+λ‖uk‖2

Q2

)]

+E

[
λ‖xN+1‖2

Q0
+

N

∑
k=t

(
ψ (PSRk)+λ‖xk‖2

Q1

+λ‖uk‖2
Q2

)]
, (17)

with certain u∗ and PSR∗. It is clear that the first term in
(17) is independent of u(t),u(t + 1), . . . ,u(N). Thus, by
assuming there is a unique minimum value, we define a
value function

Vk = min
PSR∗,u∗

E

[
‖xN+1‖2

Q0
+

N

∑
t=k

(
1
λ

ψ (PSRt)+‖xt‖2
Q1

+‖ut‖2
Q2

)∣∣Ik
]
. (18)

Therefore, the cost function in (7) is represented by
Ψ(PSR∗,u∗) = λ E [V0].

Theorem 3: The optimal control is u∗k =−Lkx̂k where

Lk =
(
Q2 +BT Sk+1B

)−1
BT Sk+1F, (19)

where S� 0 is the solution of Riccati equation

Sk = FT Sk+1 +Q1−LT
k

(
BT Sk+1B+Q2

)
Lk, (20)

with SN+1 = Q0.

Proof: To make sure that there is one minimum value
of Vk for each k, we prove by backward induction that the
value function satisfies the convex form Vk = x̂T

k Sx̂k+1 + sk

where Sk � 0 and sk is independent of xk and x̂k. The case
is assumed to be true for time k + 1, and we would like
to prove that it is also true for time k. By using the claim
and properties of expected value, we can rewrite the value
function as

Vk = min
PSRk ,uk

{
1
λ

ψ (PSRk)+E
[

xT
k Q1xk

∣∣Ik
]
+uT

k Q2uk

+E
[

x̂T
k+1Sk+1x̂k+1

∣∣Ik
]
+E [ sk+1|Ik]

}
. (21)

We know that E
[

z̃k z̃T
k

∣∣Ik
]
= HPkHT + R̄2 by the fact

that Pk = Var [xk|Ik]. Therefore, by applying the proper-
ties of covariance and using (8) we obtain Var [ x̂k+1|Ik] =
PSRk FKk

(
HPkHT + R̄2

)
KT

k FT . Thus, we can get

E
[

x̂T
k+1Sk+1x̂k+1

∣∣Ik
]

= (Fx̂k +Buk)
T Sk+1 (Fx̂k +Buk)

+PSRk tr
(
Sk+1FKk

(
HPkHT + R̄2

)
KT

k FT ) . (22)

Since E
[

xT
k Q1xk

∣∣Ik
]
= x̂T

k Q1x̂k + tr(Q1Pk), by substitut-
ing (22) in (21) we obtain

Vk = min
PSRk ,uk

{
1
λ

ψ (PSRk)+ x̂T
k Q1x̂k + tr(Q1Pk)

+uT
k Q2uk +(Fx̂k +Buk)

T Sk+1 (Fx̂k +Buk)

+PSRk tr
(
Sk+1FKk

(
HPkHT + R̄2

)
KT

k FT )
+E [ sk+1|Ik]} . (23)
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Since Vk is a matrix of size 1× 1, Vk is equivalent to
tr(Vk). Therefore, to obtain the optimal input uk we take
the derivative of tr(Vk) with respect to uk equal to zero.
We get u∗k = −

(
Q2 +BT Sk+1B

)−1 BT Sk+1Fx̂k. We define
Lk =

(
Q2 +BT Sk+1B

)−1 BT Sk+1F , such that u∗k = −Lkx̂k.
Substituting u∗k and PSR∗k in (23), we attain

Vk =x̂T
k

(
FT Sk+1F +Q1−LT

k

(
BT Sk+1B+Q2

)
Lk
)

x̂k

+
1
λ

ψ (PSR∗k)+ tr(Q1Pk)

+PSR∗k tr
(
Sk+1FKk

(
HPkHT + R̄2

)
KT

k FT )
+E [ sk+1|Ik] . (24)

From (24) we can see that the form of Vk = x̂T
k Skx̂k+1

+sk is satisfied, where Sk = FT Sk+1F + Q1 −
LT

k (B
T Sk+1B+Q2)Lk, and sk =

1
λ

ψ(PSR∗k) + tr(Q1Pk) +
PSR∗k tr(Sk+1FKk(HPkHT + R̄2)KT

k FT )+E[sk+1 | Ik]. �

3.4. Optimal packet success rate
In this subsection, we determine the optimal PSR in

Theorem 4. We apply discussed theorems and construct
the following lemma to ease the formulation of optimal
PSR.

Lemma 1: The cost function Ψ(PSR,u∗) with optimal
control u∗ from Theorem 3 and PSR which are indepen-
dent to x and x̂ is

Ψ(PSR,u∗)

= λmT S0m+E
[ N

∑
k=0

ψ(PSRk)+λwT
k Sk+1wk

+λ (uk +Lkxk)
T (BT Sk+1B+Q2)(uk +Lkxk)

]
.

(25)

Proof: Using the process dynamics (1) and the Riccati
equation (20), we can write

xT
k+1Sk+1xk+1

= (Fxk +Bxk +wk)
T Sk+1(Fxk +Bxk +wk), (26)

xT
k Skxk

= xT
k (F

T Sk+1F +Q1−LT
k

(
BT Sk+1B+Q2

)
Lk)xk.

(27)

Subsequently, we obtain

xT
N+1SN+1xN+1− xT

0 S0x0

=
N

∑
k=0

{
wT

k Sk+1wk +2(Fxk +Buk)
T Sk+1wk

+ xT
k LT

k (B
T
k Sk+1Bk +Q2)Lkxk

− xT
k Q1xk−uT

k Q2uk +2xT
k FT

k Sk+1Bkuk

+uT
k (B

T
k Sk+1Bk +Q2)uk

}
,

where we used (26) and (27). By applying some algebraic
operations, we obtain

Ψ(PSR,u∗)

= E
[

λxT
0 S0x0 +

N

∑
k=0

{
ψ(PSRk)+λwT

k Sk+1wk

+2λ (Fxk +Buk)
T Sk+1wk

+λ (uk +Lkxk)
T (BT

k Sk+1Bk +Q2)(uk +Lkxk)
}]

= λmT S0m+E
[ N

∑
k=0

ψ(PSRk)+λwT
k Sk+1wk

+λ (uk +Lkxk)
T (BT Sk+1B+Q2)(uk +Lkxk)

]
,

where in the second equality we used the fact that wk is
independent of xk. �

Suppose that ek = xk− x̂k is the estimation error, and εk =
x̌k− x̂k is the error between estimators at the PS and the
controller, where x̂k is obtained from (8) in Theorem 1,
and x̌k is obtained from (14) in Theorem 2.

Theorem 4: The optimal packet success rate is

PSR∗k
= argmin

PSRk∈S

{
ψ (PSRk)+PSRk z̃T KT

k FT

LT
k+1(B

T Sk+2B+Q2)Lk+1F (Kk z̃−2εk)+ ρ̂k} ,
(28)

where ρ̂k = E
[
V s

k+1|Is
k

]
,

V s
k = min

PSRk
E

[
N

∑
t=k

ψ(PSRt)+λeT
t+1Γt+1et+1

∣∣∣∣Is
k

]
,

and Γk = LT
k (B

T Sk+1B + Q2)Lk with the exception of
ΓN+1 = 0.

Proof: Applying Lemma 1, we acquire

Ψ(PSR,u∗) =λmT S0m

+E
[ N

∑
k=0

ψ(PSRk)+λwT
k Sk+1wk

+λeT
k LT

k (B
T Sk+1B+Q2)Lkek

]
.

We specify the value function V s
k as V s

k = minPSRk E
[

∑
N
t=k

ψ(PSRt)+λeT
t+1Γt+1et+1

∣∣∣∣Is
k

]
, where Γk = LT

k (B
T Sk+1B+

Q2)Lk with the exception of ΓN+1 = 0. We obtain

V s
k = min

PSRk
E
[

ψ(PSRk)+λeT
k+1Γk+1ek+1 +V s

k+1

∣∣∣∣Is
k

]
,
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where the additivity property is implemented, and V s
N+1 =

0. It is obvious that V s
k does not depend on uk for time

N +1. We claim that it is satisfied for time k+1 as in the
hypothesis of backward induction, and we will show that
it is also satisfied for time k. Let the dynamics of the esti-
mation error at the controller be ek+1 = Fek +wk−γkKk z̃k.
Thus, we find

E
[

eT
k+1Γk+1ek+1

∣∣∣∣Is
k

]
= ε

T
k FT

Γk+1Fεk + tr(FT
Γk+1FPs

k )+ tr(Γk+1Wk)

+PSRk z̃T
k KT

k FT
Γk+1FKk z̃k

−2PSRk z̃T
k KT

k FT
Γk+1Fεk.

Therefore, we get

V s
k =min

PSRk

{
ψ(PSRk)+λ E

[
eT

k+1Γk+1ek+1

∣∣∣∣Is
k

]
+E

[
V s

k+1

∣∣∣∣Is
k

]}
=min

PSRk

{
ψ(PSRk)+λε

T
k FT

Γk+1Fεk

+ tr(FT
Γk+1FPs

k )+ tr(Γk+1Wk)

+PSRk z̃T
k KT

k FT
Γk+1FKk z̃k

−2PSRk z̃T
k KT

k FT
Γk+1Fεk +E

[
V s

k+1

∣∣∣∣Is
k

]}
.

(29)

The minimizer in (29) is found as

PSR∗k =argmin
PSRk∈S

{
ψ (PSRk)

+PSRk z̃T KT
k FT

Γk+1F(Kk z̃−2εk)+ ρ̂k
}
,

where ρ̂k = E
[
V s

k+1|Is
k

]
. From the hypothesis assumption,

ρ̂k is independent of the control policy. �

4. RESULTS AND DISCUSSIONS

A wheeled inverted pendulum is used as the plant be-
cause of its instability and simplicity that is sufficient to
represent the common necessity of a control system in
W-NCS. The input of system is the controlled horizontal
force which is applied to the cart, and the outputs are the
deviation angle of the pendulum from the equilibrium (φ )
and the horizontal position of the plant (µ). We denote the
system state as x(t) =

[
µ(t) µ̇(t) φ(t) φ̇(t)

]T with
the equations of motion of the system that is linearized
around the vertical upward equilibrium position of the
pendulum as [26]

ẋ(t) =


0 1 0 0
0 −(l+ml2)b

I(M+m)+Mml2
m2gl2

I(M+m)+Mml2 0
0 0 0 1
0 −mlb

I(M+m)+Mml2
mgl(M+m)

I(M+m)+Mml2 0

x(t)

+


0

I+ml2

I(M+m)+Mml2

0
ml

I(M+m)+Mml2

u(t)+w(t),

y(t) =
[

1 0 0 0
0 0 1 0

]
x(t)+ v(t), (30)

where mass of the pendulum (m) = 0.2 kg, mass of the
cart (M) = 0.5 kg, the length to pendulum center of
mass (l) = 0.3 m, mass moment of inertia of the pen-
dulum (I) = 0.006 kg m2, the coefficient of gravity (g)
= 9.8 m/s2, the coefficient of friction for wheels (b) =
0.1 N/m/s. A zero order hold (ZOH) is applied for dis-
cretizing (30) with sampling time Ts = 0.01. The sys-
tem is simulated over the horizon N = 1000, the ini-
tial state x0 =

[
0 0 0.0873 0

]T , the mean of x0 is

m =
[
0 0 0 0

]T , the reference of the state is xre f =[
1 0 0 0

]T , R0 = 2I4, R1 = 0.0001I4, R̄2 = 0.0003I2,
Q0 = Q1 = 100I3, where In denotes n× n identity ma-
trix, Q2 = 0.5, and the weighting constant λ = 0.0004.
We use communication parameters Rc = 1, Bn = 1, β = 1,
p= 1×10−5, q= 1−1×10−5 and the length of data sym-
bol n = 100.

In this comparative simulation, the importance of trans-
mission energy optimization will be shown. Since energy
is the function of PSR, cases that do not consider en-
ergy minimization are represented by determining rela-
tively high-constant PSR and low-constant PSR. Figs. 2-
5 show four states of wheeled inverted pendulum and
their reference on three different PSR scenarios; optimal
PSR (PSR∗ in Fig. 6, with the average value of 0.5761),
high-constant PSR (PSR = 0.8), and low-constant PSR
(PSR = 0.01). By looking at Table 1, it is noticeable that
the optimal-PSR scenario gives positive impacts on the
dynamic of the systems. Compared to the high-constant-
PSR scenario (constant Esk = J = 2.0390), the optimal-
PSR scenario has considerably lower energy consumption
(Ē∗sk

= J∗ = 1.3622, with the variance of 11.6835, Fig. 7)
and still maintains the stability of the system (Figs. 2-5),
which is proved by insignificant difference of RMSE of
the states between these two scenarios. The first row of
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Table 1. The effects of varying the PSR on dynamic of the
system.

PSR RMSE of Average of
µ µ̇ φ φ̇ Esk (J) u∗k

0.01 26.612 40.7288 7.9041 47.6397 0.0988 0.0225
PSR∗ 0.3564 0.2191 0.0271 0.1394 1.3622 0.0093
0.8 0.3560 0.2203 0.0271 0.1406 2.0390 0.0101

Table 1 depicts that the low-constant PSR scenario fails to
reach stability, which has the highest RMSE and the low-
est energy consumption (constant Esk = J = 0.0988). Even
though the low-constant PSR scenario gives the smallest
value of J, it produces instability of the system. From
Figs. 6-7, it can be noted that the optimal PSR scenario
makes the energy per symbol adaptively change as low
as possible while maintaining the stability of the dynamic
system. From Table 1, in comparison of energy usage of
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two PSR scenarios with similar RMSE values, the sce-
nario with optimal PSR (PSR∗) uses 33.19% lower energy
than the scenario with high-constant PSR (PSR = 0.8).
From the average of u∗k in Table 1 and Fig. 8, it is clear
that using the optimal-PSR scenario gives a similar con-
trol effort to the high-constant PSR scenario and success-
fully attains the stability of the system, whereas the low-
constant PSR scenario uses the highest control effort but
fails to reach stability.

In the case of varying the value of the weighting con-
stant (Table 2), the following facts are observed. As the
value of λ becomes larger than 0.0004, the average energy
needed increases but there is no significant decrease of
RMSE of all states of the system. In contrast, as the value
of λ becomes smaller than 0.0004, the average energy
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Table 2. The effects of varying λ on dynamic of the sys-
tem.

λ
Average

Esk

RMSE of
µ

RMSE of
µ̇

RMSE of
φ

RMSE of
φ̇

4×10−7 0.2250 4.4900 6.9440 1.3418 8.0877
4×10−6 0.3552 6.4577 9.8495 1.9125 11.5246
0.00004 0.9817 0.3584 0.4652 0.5152 2.4166
0.0004 1.4795 0.3567 0.2202 0.0271 0.1387
0.004 4.4282 0.3565 0.2211 0.0272 0.1399
0.04 9.5873 0.3562 0.2203 0.0273 0.1401
0.4 29.6095 0.3561 0.2211 0.0274 0.1404
4 90.4485 0.3554 0.2203 0.0272 0.1395

needed decreases but RMSE of all states starts to increase
significantly. Therefore, in this paper, we use λ = 0.0004.

5. CONCLUSIONS

This paper successfully combines LQR and Kalman
Filter that use minimal energy usage on W-NCS while
maintaining the stability of the system. The dynamic sys-
tem reaches stability with the minimum usage of energy.
When the weighting constant becomes smaller, the aver-
age energy needed decreases, but the system is still stable
until λ = 0.0004.

Overall, the proposed method can be extended to multi-
ple systems or communication channel models with de-
lay or memory. Future research includes also an event-
triggered control scheme.
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