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Consensus for a Class of Sampled-data Heterogeneous Multi-agent Sys-
tems
Huanyu Zhao* � , Lei Wang, Hongbiao Zhou, and Dongsheng Du

Abstract: This paper investigates the problem of consensus for one kind of sampled-data heterogeneous multi-
agent system. We first discretize the continuous-time networked system by the method of sampled-data. Then we
use a system transformation to transform the multi-agent system into the reduced-order error system. Two consen-
sus algorithms with and without velocity measurement will be considered respectively. We obtain two sufficient
conditions for the networked systems with and without velocity measurement to reach consensus through analyzing
the stable problem of the reduced-order systems. Simulations are given to verify the effectiveness of the results.
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1. INTRODUCTION

The multi-agent system has continued to receive con-
siderable attention over the last twenty years [1–5]. The
collaboration of multiple agents can solve many prob-
lems that single agent can not solve. Therefore, we may
find the wide-ranging applications of distributed control
of multi-agent systems, for example, mobile robots, sen-
sor networks, formation of aircrafts, smart tourism, and
many topics about multi-agent system have been consid-
ered. Sampled-data control plays a very important role
in practical systems, especially digital control systems
[6–8]. It also appears in the distributed control of multi-
agent systems, recently [9–13]. In [9], the protocol based
on aperiodic sampled-data was used to study the con-
tainment control of continuous-time multi-agent system.
Based on the sampled position data, the event-triggered
containment control problem was considered in [10]. In
[11], the authors also used the sampled position infor-
mation to design the consensus control algorithm, where
the group consensus problem for second-order multi-agent
systems with switching topologies and random link fail-
ures was studied. The sampled-data method was used to
studied the leaderless consensus problem of non-linear
multi-agent systems with random packet losses in [12].
Most samples in existed literature about multi-agent sys-
tems are synchronous. While the asynchronous phenom-
ena are common in the process of information transmis-
sion of multi-agent systems. Asynchronous sampled-data
multi-agent systems was considered in [13], where the

consensus problem was converted into the convergence
problem of products of infinite general sub-stochastic ma-
trices. For more results about distributed sampled-data
control of multi-agent systems, we refer the reader to [14],
where the authors summarized the results about sampled-
data multi-agent systems in the past decade years.

In the past few years, the heterogeneous networked
systems have a strong appeal to many academics in the
field of control. The heterogeneous networked systems are
used to depict the systems with different model structure
or different parameter, such as the time-delay [15–26].
In [15], the heterogeneous systems consisted of different
state equations, where the problem of output synchroniza-
tion was investigated. In [16], the heterogeneous multi-
agent systems considered were composed of first-order
and second-order integrator. In [17], the authors studied
the coordination problem of the continuous-time hetero-
geneous multi-agent system with a leader, where the in-
teraction topologies were switching jointly connected. In
[18], the authors considered the output consensus problem
for a kind of linear multi-agent systems. Where the re-
sults in forms of matrix equations are obtained by propos-
ing a new event-triggered protocol. The output regula-
tion problem for a kind of networked systems consisted
of some followers and one leader was studied in [19],
where the differential graphical game was used. Based
on output regulation, the containment control problem of
a class of heterogeneous multi-agent system was consid-
ered in [20]. On the other hand, we can find some results
on the problem of group consensus of heterogeneous net-
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worked systems in [21] and [22]. In [21], the authors con-
sidered the group consensus problem for a kind of hetero-
geneous multi-agent systems under the switching topol-
ogy and fixed topology. In [22], a new consensus algo-
rithm for group consensus of heterogeneous multi-agent
system was proposed on the basis of the point of agents.
In [23], the finite-time consensus problem of the high-
order heterogeneous multi-agent system was studied. Two
classes of consensus protocols on the basis of state feed-
back and output feedback ware provided, respectively. In
[24], the authors used the sampled-data method to con-
sider the problem of consensus for a kind of networked
systems, where a sampling delay was considered. While
the fixed-time convergence problem of nonlinear hetero-
geneous multi-agent systems was studied in [25]. To the
best of author’s knowledge, there are still many problems
in heterogeneous multi-agent systems which are worth
studying.

Inspired by the aforementioned literature, we will study
the problem of consensus for sampled-data networked
system with heterogeneous structure. We suppose that the
system considered is made up of several first-order in-
tegrators and second-order integrators. We transform the
continuous-time system to the discrete-time system by us-
ing the method of sampled-data. Moreover, we convert the
multi-agent system into the reduced-order error system.
The consensus algorithms with and without velocity mea-
surement will be considered respectively. We obtain the
conditions of consensus by studying the stable problem of
the reduced-order models.

The organization of this paper is as follows: In the fol-
lowing section, the problem formulation is given. In Sec-
tion 3, the model transformation method is given to con-
vert the multi-agent system into the reduced-order model.
The main consensus results are obtained based on linear
system theory. Section 4 provides simulation results, and
conclusions are stated in Section 5.

Notations: We use R to represent the real number set.
The spectral radius of matrix A is denoted as ρ(A). Sn is
a index set, for example, Sr = {1,2, . . . ,r} and Sn−r =
{r + 1,r + 2, . . . ,n}, respectively, in this paper. We use
|M| to represent the determinant of matrix M. In and 0 are
used to represent the n×n identity matrix and zero matrix
with appropriate dimension, respectively. For a complex
number m, the real part and imaginary part are denoted
as Re(m) and Im(m), respectively. Some necessary graph
theory notions are refer to [27], here is omitted.

2. PROBLEM FORMULATION

In this paper we suppose that the multi-agent system un-
der consideration is made up of r second-order integrators
and n− r first-order integrators (r < n). The second-order

integrator has the dynamics as follows:

ṗi(t) = vi(t), v̇i(t) = ui(t), i ∈ Sr, (1)

where ui(t) is the control input, pi(t) and vi(t) are the po-
sition state and velocity state of the ith agent, respectively.
The first-order integrator has the dynamics as follows:

ṗi(t) = ui(t), i ∈ Sn−r. (2)

By using the direct discretization method proposed in ref-
erence [6], we obtain the following discretized dynamics
of (2) and (1), respectively,

pi[k+1] = pi[k]+Tui[k], i ∈ Sn−r, (3)pi[k+1] = pi[k]+T vi[k]+
T 2

2
ui[k],

vi[k+1] = vi[k]+Tui[k],
i ∈ Sr, (4)

where T is the sampling period.
In this paper, we select the following consensus algo-

rithm for the first-order agent,

ui[k] = α ∑
j∈Ni

ai j(p j[k]− pi[k]), i ∈ Sn−r, (5)

where α > 0 is the control gain. Two different kinds of the
consensus protocols of the second-order integrator will be
considered in this paper.

ui[k] = α ∑
j∈Ni

ai j(p j[k]− pi[k])−βvi[k], i ∈ Sr, (6)

ui[k] = α ∑
j∈Ni

ai j(p j[k]− pi[k])

+β ∑
j∈Ni

ai j(v j[k]− vi[k]), i ∈ Sr, (7)

where α , β > 0 are the control gains. ai j is the weight of
the topology, if the graph contains the correspond edge,
then ai j > 0, otherwise, ai j = 0.

Remark 1: The algorithms in (6) and (7) can be found
in some existing literature, such as [2], where the authors
have considered a lot of cooperative control problems and
applied the theoretical results to practical multi-vehicle
systems. In our paper, we will study sampled-data consen-
sus problem for heterogeneous multi-agent system with
(6) and (7), which is different from the results in existing
literature. When the system is heterogeneous, the consen-
sus problem will become more complicated.

Let P[k] = [p1[k], . . ., pr[k], pr+1[k], . . ., pn[k]]T , V [k] =
[v1[k], . . ., vr[k]]T . The discrete-time multi-agent systems
(3) and (4) with algorithms (5) and (6) can be expressed in
the following compact form respectively:[

P[k+1]
V [k+1]

]
= Ξ1

[
P[k]
V [k]

]
, (8)
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where

Ξ1 =

Ir− αT 2

2 L11 −αT 2

2 L12 (T − βT 2

2 )Ir

−αTL21 I(n−r)−αTL22 0
−αTL11 −αTL12 (1−βT )Ir

 .
L11, L12, L21, L22 have the following definitions:

L=

[
L11 L12

L21 L22

]
,

and

L11 =

 l11 . . . l1r
... · · ·

...
lr1 · · · lrr

 ,

L12 =

 l1(r+1) . . . l1n
... · · ·

...
lr(r+1) · · · lrn

 ,

L21 =

 l(r+1)1 . . . l(r+1)r
... · · ·

...
ln1 · · · lnr

 ,

L22 =

 l(r+1)(r+1) . . . l(r+1)n
... · · ·

...
ln(r+1) · · · lnn

 .
Here L is the Laplacian matrix associated with topol-
ogy G which is defined as L = [li j] ∈ Rn×n, where lii =
∑

n
j=1, j 6=i ai j and li j =−ai j, ∀i 6= j.
By using the same method to the above, the discretized

multi-agent systems (3) and (4) with algorithms (5) and
(7) respectively can be expressed in the following compact
form:[

P[k+1]
V [k+1]

]
= Ψ1

[
P[k]
V [k]

]
, (9)

where

Ψ1 =

Ir− αT 2

2 L11 −αT 2

2 L12 T Ir− βT 2

2 Lr

−αTL21 I(n−r)−αTL22 0
−αTL11 −αTL12 Ir−βTLr

 .
L11, L12, L21, L22 are the same as the aforementioned. α

and T are the control gain and sampling period respec-
tively. Lr is the Laplacian matrix of a subgraph of G with
node set Sr.

Definition 1: The heterogeneous multi-agent system
(8) is said to achieve consensus if for any initial condi-
tions, one has

lim
k→∞

|pi[k]− p j[k]|= 0, ∀i, j ∈ Sn,

lim
k→∞

|vi[k]− v j[k]|= 0, ∀i, j ∈ Sr.

3. CONSENSUS ANALYSIS

In this section, we will apply linear system theory to an-
alyze the consensus problem of the aforementioned multi-
agent systems. First we convert the multi-agent system
under consideration into the reduced-order system by a
model transformation. Let zi = pi− p1, i = 2, . . ., r, z j =
p j− pr+1, j = r+2, . . ., n, wi = vi−v1, i= 2, . . ., r. Denote

Z[k] = [z2, . . . , zr, zr+2, . . . , zn, w2, . . . , wr]
T .

It follows from (8) that

Z[k+1] = Ξ2Z[k], (10)

where

Ξ2 =

Ir−1− αT 2

2 L11 −αT 2

2 L12 (T− βT 2

2 )Ir−1

−αTL21 I(n−r−1)−αTL22 0
−αTL11 −αTL12 (1−βT )Ir−1

,
and L11, L12, L21, L22 have the following definitions:

L=

[
L11 L12

L21 L22

]
,

with

L11 =

l22− l12 . . . l2r− l1r
... · · ·

...
lr2− l12 · · · lrr− l1r

 ,

L12 =

l2(r+2)− l1(r+2) . . . l2n− l1n
... · · ·

...
lr(r+2)− l1(r+2) · · · lrn− l1n

 ,

L21 =

l(r+2)2− l(r+1)2 . . . l(r+2)r− l(r+1)r
... · · ·

...
ln2− l(r+1)2 · · · lnr− l(r+1)r

 ,

L22 =

l(r+2)(r+2)−l(r+1)(r+2) . . . l(r+2)n−l(r+1)n
... · · ·

...
ln(r+2)−l(r+1)(r+2) · · · lnn−l(r+1)n

 .
Similarly, we can deduce the reduced model of (9) as

follows:

Z[k+1] = Ψ2Z[k], (11)

where

Ψ2 =

Ir−1− αT 2

2 L11 −αT 2

2 L12 ψ13

−αTL21 ψ22 0
−αTL11 −αTL12 ψ33

 , (12)

ψ13 = T Ir−1−
βT 2

2
Lr,

ψ22 = I(n−r−1)−αTL22,

ψ33 = Im−1−βTLr,
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Lr =

 l̄22− l12 . . . l2r− l1r
... · · ·

...
lr2− l12 · · · l̄rr− l1r

 .
In order to deduce the main results of this paper, we first

give some necessary assumptions and lemma as follows.
It is worth pointing out that the graph considered in this
paper is directed.

Assumption 1: The interaction topology G has a di-
rected spanning tree.

Assumption 2: If the (r+1)th agent can obtain the in-
formation of the kth agent, then the jth agent can obtain
the information of the kth agent k ∈ {2, . . ., r}, j ∈ {r+2,
. . . , n}, i.e., L21 = 0.

Assumption 3: Lr = L11, Lr and L11 are as defined in
(12).

Lemma 1 [27]: If the graph G has a directed spanning
tree, then all the eigenvalues of L11 and L22 associated
with the graph G have positive real parts.

At this point, we have obtained the reduced order model
by transformation, and given relevant assumptions and
lemma. The similar transformation used in this paper can
be found in [28]. In the following section, we will analyze
the stability of the reduced-order model, and then deduce
the conditions for the system to achieve consensus.

Theorem 1: With Assumptions 1 and 2, the hetero-
geneous multi-agent system (8) can achieve consensus
asymptotically if α , β and T satisfy the following con-
ditions:

(i) α < min
i=1,...,n−r−1

{
2Re(ηi)

T |ηi|2

}
,

(ii) f j(α,β ,µ j,T )< 256, j = 1, . . . ,r−1, (13)

where

f j(α,β ,µ j,T )

= (αT 2Re(µ j)+2βT −4)2

±αT 2Im(µ j)(2
√

m2
2 j +4m1 j +2m2 j)

1
2

∓(αT 2Re(µ j)+2βT−4)(2
√

m2
2 j+4m1 j−2m2 j)

1
2

+
√

m2
2 j +4m1 j +α

2T 4Im2(µ j),

m1 j = α
2T 4(2βT +αT 2Re(µ j)−8)2Im2(µ j),

m2 j = 4β
2T 2+4αT 2(βT−4)Re(µ j)+α

2T 4Im2(µ j),

and µ j is the jth eigenvalue of L11, ηi is the ith eigenvalue
of L22.

Proof: It followers from the above analysis we know
that the reduced model (10) is asymptotically stable im-
plies the heterogeneous multi-agent system (8) can reach
consensus. Therefore, we should verify that ρ(Ξ2)< 1, Ξ2

is in formula (10). Obviously, we can decompose Ξ2 into
the following form:

Ξ2 = In+r−3 +Ξ3, (14)

with

Ξ3 =

−αT 2

2 L11 −αT 2

2 L12 (T − βT 2

2 )Ir−1

−αTL21 −αTL22 0
−αTL11 −αTL12 −βT Ir−1

 .
Then one has λ (Ξ2) = 1+λ (Ξ3). Now we analyze the

eigenvalue of matrix Ξ3 as follows: Let |λ In+r−3−Ξ3|= 0.
That is∣∣∣∣∣∣

λ Ir−1+
αT 2

2 L11
αT 2

2 L12 −(T− βT 2

2 )Ir−1

αTL21 λ In−r−1+αTL22 0
αTL11 αTL12 (λ+βT )Ir−1

∣∣∣∣∣∣=0.

(15)

Define the following elementary matrices:

P1 =

 Ir−1 0 − T
2 Ir−1

0 In−r−1 0
0 0 Ir−1

 ,
Q1 =

 Ir−1 0 T
2 Ir−1

0 In−r−1 0
0 0 Ir−1

 ,
Q2 =

 Ir−1 0 0
0 In−r−1 0

λ

T Ir−1 0 Ir−1

 ,
Q3 =

 0 0 Ir−1

0 In−r−1 0
Ir−1 0 0

 .
It follows that |P1(λ In+r−3−Ξ3)Q1Q2Q3| = 0. Then, ac-
cording to primary transformation of matrix, one has∣∣∣∣∣∣

−T Ir−1 0 0
0 λ In−r−1 +αTL22 0

W31 αTL12 W33

∣∣∣∣∣∣= 0 (16)

where

W31 = (λ +βT )Ir−1 +
αT 2

2
L11,

W33 = αTL11 +
λ

T
[
αT 2

2
L11 +(λ +βT )Ir−1].

Then, we have∣∣(λ In−r−1 +αTL22)
∣∣

×
∣∣∣∣(λ 2

T
+λβ )Ir−1 +(

αT
2

λ +αT )L11

∣∣∣∣= 0. (17)

Denote the jth eigenvalue of L11 as µ j ( j = 1, . . ., r− 1)
and the ith eigenvalue of L22 as ηi (i = 1, . . ., n− r− 1),
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respectively. According to the Lemma 1, one has Re(µ j)>
0, and Re(ηi)> 0. Then we have

n−r−1

∏
i=1

(λ +αT ηi)
r−1

∏
j=1

[
1
T

λ
2 +βλ +(

αT
2

λ +αT )µ j]

= 0. (18)

It follows that

λ +αT ηi = 0, i = 1, . . . ,n− r−1, (19)

2λ
2 +(2βT λ +αT 2

µ j)λ +2αT 2
µ j = 0,

j = 1, . . . ,r−1. (20)

In order to guarantee |λ (Ξ2)|< 1, it follows from (19) that

|1−αT ηi|< 1, i = 1, . . . ,n− r−1.

That is

(1−αT Re(ηi))
2 +α

2T 2Im2(ηi)< 1. (21)

Note Re(ηi)>0, α , β >0, one has α < min
j=1,...,n−r−1

{
2Re(ηi)
T |ηi|2

}
,

which is the condition (i) in Theorem 1.
By using the quadratic formula, it follows from (20) that

|4−2βT−αT 2
µ j±

√
(2βT+αT 2µ j)2−16αT 2µ j|

< 16, j = 1, . . . ,r−1. (22)

Set
√
(2βT +αT 2µ j)2−16αT 2µ j = c j+ id j, here i is the

imaginary unit. By some computations, one has
c2

j −d2
j = 4β

2T 2 +4αT 2(βT −4)Re(µ j)

+α
2T 4Im2(µ j),

c jd j = αT 2(2βT +αT 2Re(µ j)−8)Im(µ j).

(23)

Denote

m1 j = α
2T 4(2βT +αT 2Re(µ j)−8)2Im2(µ j),

m2 j = 4β
2T 2+4αT 2(βT−4)Re(µ j)+α

2T 4Im2(µ j).

It is not difficult to deduce that
c2

j =

√
m2

2 j +4m1 j +m2 j

2
,

d2
j =

√
m2

2 j +4m1 j−m2 j

2
.

(24)

It follows from (22) that

(αT 2Re(µ j)+2βT −4)2

∓2c j(αT 2Re(µ j)+2βT −4)

+α
2T 4Im2(µ j)±2d jαT 2Im(µ j)+ c2

j +d2
j

< 256, (25)

which combines with (24) implies the condition (ii) in
Theorem 1. �

Remark 2: The results in Theorem 1 give a sufficient
condition for system (8) to reach consensus. The alge-
braic graph theory and matrix analysis have been used
to prove the results. Compared with [1] and [2], this pa-
per studies heterogeneous multi-agent systems. Compared
with [17–23], this paper uses data sampling method to dis-
cretize continuous systems. In [15], the authors mentioned
that the emphasis is on the communication constraints in
consensus problems. The results in this paper gives how
the control gains and the interaction topology influence
the convergence problem of the system.

For the second algorithm with velocity measurement,
that is system (9), the following theorem will give the con-
sensus results.

Theorem 2: With Assumptions 1, 2, and 3, the hetero-
geneous multi-agent system (9) can reach consensus if α ,
β and T satisfy the following conditions:

(i) α < min
i=1,...,n−r−1

{
2Re(ηi)

T |ηi|2

}
,

(ii) g j(α,β ,µ j,T )< 240, j = 1, . . . ,r−1, (26)

where

g j(α,β ,µ j,T )

= T 2
ω

2|µ j|2±T (4−T ωRe(µ j))

× (2w2 j +2
√

w2
1 j +4w2 j)

1
2

∓T 2
ωIm(µ j)(−2w2 j +2

√
w2

1 j +4w2 j)
1
2

+T 2
√

w2
1 j +4w2 j−8T ωRe(µ j),

ω = αT +2β ,

w1 j = Im2(µ j)(ω
2Re(µ j)−8α)2,

w2 j = ω
2(Re2(µ j)− Im2(µ j))−16αRe(µ j),

and µ j is the jth eigenvalue of L11, ηi is the ith eigenvalue
of L22.

Proof: The similar method to the above will be used
to prove this theorem. Here we need to prove ρ(Ψ2) < 1.
The matrix Ψ2 can be decomposed into

Ψ2 = In+r−3 +Ψ3, (27)

with

Ψ3 =

−αT 2

2 L11 −αT 2

2 L12 T Ir−1− βT 2

2 Lr

−αTL21 −αTL22 0
−αTL11 −αTL12 −βTLr

 .
Then one has λ (Ψ2) = 1+λ (Ψ3). Now we analyze the

eigenvalue of matrix Ψ3 as follows. Let |λ In+r−3−Ψ3|=
0. That is∣∣∣∣∣∣

λ Ir−1+
αT 2

2 L11
αT 2

2 L12
βT 2

2 −T Ir−1

αTL21 λ In−r−1+αTL22 0
αTL11 αTL12 λ Ir−1+βTLr

∣∣∣∣∣∣= 0.

(28)
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Let P1, Q1, Q2, Q3 be the same elementary matrices as
the aforementioned. According to the properties of ele-
mentary transformation of matrix, we have |P1(λ In+r−3−
Ψ3)Q1Q2Q3|= 0. By some computations, one has∣∣∣∣∣∣

−T Ir−1 0 0
0 λ In−r−1 +αTL22 0

W1 αTL12 W2

∣∣∣∣∣∣= 0 (29)

where

W1 = λ Ir−1 +βTLr +
αT 2

2
L11,

W2 =
λ 2

T
Ir−1 +αT (

λ

2
+1)L11 +βλLr.

Noticing Assumption 3, we have∣∣(λ In−r−1 +αTL22)
∣∣

×
∣∣∣∣λ 2

T
Ir−1 +(αT

λ

2
+αT +βλ )L11

∣∣∣∣= 0. (30)

Denote the jth eigenvalue of L11 as µ j ( j = 1, . . ., r− 1)
and the ith eigenvalue of L22 as ηi (i = 1, . . ., n− r− 1),
respectively. By applying Lemma 1, we know Re(µ j)> 0,
and Re(ηi)> 0. It follows from (30) that

n−r−1

∏
i=1

(λ +αT ηi)
r−1

∏
j=1

[
1
T

λ
2 +(αT

λ

2
+αT +βλ )µ j]

= 0. (31)

That is,

λ +αT ηi = 0, i = 1, . . . ,n− r−1 (32)

2λ
2 +(2βT +αT 2)µ jλ +2αT 2

µ j = 0,

j = 1, . . . ,r−1. (33)

In order to guarantee |λ (Ψ2)|< 1, it follows from (32)
that

|1−αT ηi|< 1, i = 1, . . . ,n− r−1.

That is

(1−αT Re(ηi))
2 +α

2T 2Im2(ηi)< 1. (34)

Note Re(ηi)>0, α , β>0, one has α< min
i=1,...,n−r−1

{
2Re(ηi)
T |ηi|2

}
,

which is the condition (i) in Theorem 2.
It follows from (33) that

|4−T (2β +αT )µ j±T
√
(2β +αT )2µ2

j −16αµ j|

< 16, j = 1, . . . ,r−1. (35)

Let
√
(2β +αT )2µ2

j −16αµ j = c j + id j, here i is the
imaginary unit. Denote ω = 2β +αT . By some compu-
tations, one has{

c2
j −d2

j = ω
2(Re2(µ j)− Im2(µ j))−16αRe(µ j),

c jd j = Im(µ j)(ω
2Re(µ j)−8α).

(36)

Denote w1 j = [Im(µ j)(ω
2Re(µ j) − 8α)]2, w2 j = ω2

(Re2(µ j)− Im2(µ j))− 16αRe(µ j). It is not difficult to
obtain that

c2
j =

w2 j +
√

w2
2 j +4w1 j

2
,

d2
j =
−w2 j +

√
w2

2 j +4w1 j

2
,

(37)

which combines with (35) yields the condition (ii) in The-
orem 2. �

4. SIMULATION RESULTS

In order to show the effectiveness of the obtained re-
sults, we will give two simulation examples in this sec-
tion. For simplicity, we suppose that ai j = 1 if (i, j) ∈ E ,
otherwise ai j = 0 in the following two examples.

Example 1: Let the multi-agent system be made up
of 8 agents. According to the Assumptions 1 and 2, we
choose the interaction topology for system (10) as Fig. 1.
Here agents 1 to 4 are second-order, agents 5 to 8 are first-
order. Let T = 0.1s. According to the conditions in Theo-
rem 1, we obtain a feasible α = 0.32, β = 0.67 by calcu-
lation. Then we get the trajectories of the agents as shown
in Figs. 2 and 3. The simulation results are consistent with
the theoretical results obtained in this paper.

Fig. 1. Topology G.

Fig. 2. Position trajectories of case 1.
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Fig. 3. Velocity trajectories of case 1.

Fig. 4. Position trajectories of case 2.

Fig. 5. Velocity trajectories of case 2.

Example 2: In this example, we also let the multi-
agent systems be made up of 8 agents. The Assumption
3 is necessary to the proof of Theorem 2. However, we
find it is not necessary to simulation. Hence the interac-
tion topology can be chosen as the same as Example 1.
Let T = 0.1 s. We calculate a feasible α = 0.45, β = 0.78.
Figs. 4 and 5 give the position and velocity trajectories of
each agent respectively. The simulation shows that the po-
sition and velocity of each agent can quickly converge to
the value of the consensus state.

5. CONCLUSION

In recent years, the heterogeneous multi-agent system
has been becoming a hot topic in the field of control.
In this paper, we have studied the problem of consensus
for one kinds of heterogeneous multi-agent systems. The
continuous-time model under consideration was converted
into the discrete-time model by sampling. Then the dis-
cretized system has been transformed to a reduced-order
error model. Two consensus algorithms have been studied
respectively. We have deduced the sufficient conditions for
the systems considered to reach consensus. Finally, nu-
merical simulations have been provided to verify the ob-
tained results. The results obtained in this paper seem too
complicated. In future work, we will seek simpler results
and extend them to the case of switched topologies.

REFERENCES

[1] R. Olfati-Saber and R. M. Murray, “Consensus proplems
in networks of agents with switching topology and time-
delays,” IEEE Transactions on Automatic Control, vol. 49,
no. 9, pp. 1520-1533, 2004.

[2] W. Ren and R. W. Beard, Distributed Consensus in Multi-
vehicle Cooperative Control, Springer, Berlin, 2008.

[3] Q. Ma, Frank L. Lewis, and S. Xu, “Cooperative contain-
ment of discrete-time linear multi-agent systems,” Interna-
tional Journal of Robust and Nonlinear Control, vol. 25,
pp. 1007-1018, 2015.

[4] J. Liu, J.-A. Fang, Z. Li, and G. He, “Time-varying for-
mation tracking for second-order multi-agent systems sub-
jected to switching topology and input saturation,” Inter-
national Journal of Control, Automation and Systems, vol.
18, no. 4, pp. 991-1001, 2020.

[5] Y. Yu, N. Li, L. Sun, J. Liu, and C. Sun, “Robust output
feedback consensus of high-order multi-agent systems with
nonlinear uncertainties,” International Journal of Control,
Automation and Systems, vol. 18, no. 2, pp. 282-292, 2020.

[6] G. F. Franklin, J. D. Powell, and M. Workman, Digital
Control of Dynamic Systems, Addison-Wesley, Reading,
MA, 2006.

[7] H. Shen, S. Jiao, T. Huang, and J. Cao, “An im-
proved result on sampled-data synchronization of Markov
jump delayed neural networks,” IEEE Transactions
on Systems, Man and Cybernetics: Systems, 2019.
DOI:10.1109/TSMC.2019.2931533

[8] S. H. Lee, M. J. Park, O. M. Kwon, and P. Selvaraj, “Im-
proved synchronization criteria for chaotic neural networks
with sampled-data control subject to actuator saturation,”
International Journal of Control, Automation and Systems,
vol. 17, no. 9, pp. 2430-2440, 2019.

[9] H. Liu, L. Cheng, M. Tan, and Z.-G. Hou, “Containment
control of continuous-time linear multi-agent systems with
aperiodic sampling,” Automatica, vol. 57, pp. 78-84, 2015.

http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1002/rnc.3124
http://dx.doi.org/10.1002/rnc.3124
http://dx.doi.org/10.1002/rnc.3124
http://dx.doi.org/10.1002/rnc.3124
http://dx.doi.org/10.1007/s12555-019-0473-y
http://dx.doi.org/10.1007/s12555-019-0473-y
http://dx.doi.org/10.1007/s12555-019-0473-y
http://dx.doi.org/10.1007/s12555-019-0473-y
http://dx.doi.org/10.1007/s12555-019-0473-y
http://dx.doi.org/10.1007/s12555-019-0279-y
http://dx.doi.org/10.1007/s12555-019-0279-y
http://dx.doi.org/10.1007/s12555-019-0279-y
http://dx.doi.org/10.1007/s12555-019-0279-y
http://dx.doi.org/10.1109/TSMC.2019.2931533
http://dx.doi.org/10.1109/TSMC.2019.2931533
http://dx.doi.org/10.1109/TSMC.2019.2931533
http://dx.doi.org/10.1109/TSMC.2019.2931533
http://dx.doi.org/10.1109/TSMC.2019.2931533
http://dx.doi.org/10.1007/s12555-018-0678-5
http://dx.doi.org/10.1007/s12555-018-0678-5
http://dx.doi.org/10.1007/s12555-018-0678-5
http://dx.doi.org/10.1007/s12555-018-0678-5
http://dx.doi.org/10.1007/s12555-018-0678-5
http://dx.doi.org/10.1016/j.automatica.2015.04.005
http://dx.doi.org/10.1016/j.automatica.2015.04.005
http://dx.doi.org/10.1016/j.automatica.2015.04.005


1758 Huanyu Zhao, Lei Wang, Hongbiao Zhou, and Dongsheng Du

[10] H. Xia, W. Zheng, and J. Shao, “Event-triggered contain-
ment control for second-order multi-agent systems with
sampled position data,” ISA Transactions, vol. 73, pp. 91-
99, 2018.

[11] Y. Cheng, L. Shi, J. Shao, and W. Zheng, “Sampled-data
scaled group consensus for second-order multi-agent sys-
tems with switching topologies and random link failures,”
Journal of the Franklin Institute, vol. 357, pp. 2868-2881,
2020.

[12] M. S. Ali, R. Agalya, S. Saroha, and T. Saeed, “Leaderless
consensus of non-linear mixd delays multi-agent systems
with random packet losses via sampled-data control,” In-
ternational Journal of Control, Automation and Systems,
vol. 18, no. 7, pp. 1885-1893, 2020.

[13] H. Xia and Q. Dong, “Dynamic leader-following consensus
for asynchronous sampled-data multi-agent systems under
switching topology,” Information Sciences, vol. 514, pp.
499-511, 2020.

[14] X. Ge, Q.-L. Han, D. Ding, X.-M. Zhang, and B. Ning,
“A survey on recent advances in distributed sampled-data
cooperative control of multi-agent systems,” Neurocomput-
ing, vol. 275, pp. 1684-1701, 2018.

[15] P. Wieland, R. Sepulchre, and F. Allgöwer, “An internal
model principle is necessary and sufficient for linear out-
put synchronization,” Automatica, vol. 47, pp. 1068-1074,
2011.

[16] Y. Zheng, Y. Zhu, and L. Wang, “Consensus of heteroge-
neous mutli-agent systems,” IET Control Theory and Ap-
plications, vol. 5, no. 16, pp. 1881-1888, 2011.

[17] L. Mo, Y. Niu, and T. Pan, “Consensus of heterogeneous
multi-agent systems with switching jointly-connected in-
terconnection,” Physica A, vol. 427, pp. 132-140, 2015.

[18] W. Hu, L. Liu, and G. Feng, “Output consensus of hetero-
geneous linear multi-agent systems by distributed event-
triggered/self-triggered strategy,” IEEE Transactions on
Cybernetics, vol. 47, no. 8, pp. 1914-1924, 2017.

[19] F. A. Yaghmaie, Frank L. Lewis, and R. Su, “Output reg-
ulation of heterogeneous linear multi-agent systems with
differential graphical game,” International Journal of Ro-
bust and Nonlinear Control, vol. 26, no. 10, pp. 2256-2278,
2016.

[20] H. Haghshenas, M. A. Badamchizadeh, and M. Baradaran-
nia, “Containment control of heterogeneous linear multi-
agent systems,” Automatica, vol. 54, pp. 210-216, 2015.

[21] G. Wen, J. Huang, C. Wang, Z. Chen, and Z. Peng, “Group
consensus control for heterogeneous multi-agent systems
with fixed and switching topologies,” International Journal
of Control, vol. 89, no. 2, pp. 259-269, 2016.

[22] Y. Zheng and L. Wang, “A novel group consensus proto-
col for heterogeneous multi-agent systems,” International
Journal of Control, vol. 88, no. 11, pp. 2347-2353, 2015.

[23] Y. Zhou, X. Yu, C. Sun, and W. Yu, “Higher order finite-
time consensus protocol for heterogeneous multi-agent
systems,” International Journal of Control, vol. 88, no. 2,
pp. 285-294, 2015.

[24] N. Wang, Z.-H. Wu, and L. Peng, “Consensus of hetero-
geneous multi-agent systems based on sampled data with a
small sampling delay,” Chinese Physical B, vol. 23, no. 10,
108901-1-9, 2014.

[25] H. Du, G. Wen, D. Wu, Y. Cheng, and J. Lü, “Distributed
fixed-time consensus for nonlinear heterogeneous multi-
agent systems,” Automatica, vol. 113, 108797, 2020.

[26] Y. Zheng, Q. Zhao, J. Ma, and L. Wang, “Second-order
consensus of hybrid multi-agent systems,” Systems and
Control Letters, vol. 125, pp. 51-58, 2019.

[27] H. Zhao and S. Fei, “Distributed consensus for discrete-
time heterogeneous multi-agent systems,” International
Journal of Control, vol. 91, no. 6, pp. 1376-1384, 2018.

[28] Y. Zhang and Y. Tian, “Consentability and protocol design
of multi-agent systems with stochastic switching topol-
ogy,” Automatica, vol. 45, no. 5, pp. 1195-1201, 2009.

Huanyu Zhao received his B.S. degree
in mathematics and applied mathematics
from Hubei University in 2005, and a
Ph.D. degree in control science and en-
gineering from the Nanjing University of
Science and Technology in 2011. In 2010,
he was an exchange Ph.D. student with the
Department of Electrical and Computer
Engineering, Utah State University. From

2013 to 2014, he was a Post-Doctoral Candidate with the De-
partment of Electrical Engineering, Yeungnam University, South
Korea. In 2016, he was a Visiting Scholar with the Department
of Electrical and Computer Engineering, National University of
Singapore. He is currently an Associate Professor with Huaiyin
Institute of Technology. His research interests include Markov
switching systems, cooperative control of multi-agent systems,
and game theory.

Lei Wang received her B.S. degree in
Huaiyin Normal University, Huai-an,
China, in 2017. From 2018 to 2021, she
is studying for an M.S. degree in Huaiyin
Institute of Technology. Her research in-
terests include coordination of multiagent
systems.

Hongbiao Zhou received his B.S. degree
in electrical engineering and automation
from the Huaiyin Institute of Technology,
Huai-an, China, in 2003, and an M.S. de-
gree in control theory and control engi-
neering from Lanzhou University of Tech-
nology, Lanzhou, China, in 2009, and a
Ph.D. degree in control science and engi-
neering from Beijing University of Tech-

nology, Beijing, China, in 2019. His current research interests
include neural networks, multi-objective optimization, and pro-
cess control systems.

http://dx.doi.org/10.1016/j.isatra.2017.11.001
http://dx.doi.org/10.1016/j.isatra.2017.11.001
http://dx.doi.org/10.1016/j.isatra.2017.11.001
http://dx.doi.org/10.1016/j.isatra.2017.11.001
http://dx.doi.org/10.1016/j.jfranklin.2019.11.041
http://dx.doi.org/10.1016/j.jfranklin.2019.11.041
http://dx.doi.org/10.1016/j.jfranklin.2019.11.041
http://dx.doi.org/10.1016/j.jfranklin.2019.11.041
http://dx.doi.org/10.1016/j.jfranklin.2019.11.041
http://dx.doi.org/10.1007/s12555-019-0446-1
http://dx.doi.org/10.1007/s12555-019-0446-1
http://dx.doi.org/10.1007/s12555-019-0446-1
http://dx.doi.org/10.1007/s12555-019-0446-1
http://dx.doi.org/10.1007/s12555-019-0446-1
http://dx.doi.org/10.1016/j.ins.2019.11.016
http://dx.doi.org/10.1016/j.ins.2019.11.016
http://dx.doi.org/10.1016/j.ins.2019.11.016
http://dx.doi.org/10.1016/j.ins.2019.11.016
http://dx.doi.org/10.1016/j.neucom.2017.10.008
http://dx.doi.org/10.1016/j.neucom.2017.10.008
http://dx.doi.org/10.1016/j.neucom.2017.10.008
http://dx.doi.org/10.1016/j.neucom.2017.10.008
http://dx.doi.org/10.1016/j.automatica.2011.01.081
http://dx.doi.org/10.1016/j.automatica.2011.01.081
http://dx.doi.org/10.1016/j.automatica.2011.01.081
http://dx.doi.org/10.1016/j.automatica.2011.01.081
http://dx.doi.org/10.1049/iet-cta.2011.0033
http://dx.doi.org/10.1049/iet-cta.2011.0033
http://dx.doi.org/10.1049/iet-cta.2011.0033
http://dx.doi.org/10.1016/j.physa.2015.01.070
http://dx.doi.org/10.1016/j.physa.2015.01.070
http://dx.doi.org/10.1016/j.physa.2015.01.070
http://dx.doi.org/10.1109/TCYB.2016.2602327
http://dx.doi.org/10.1109/TCYB.2016.2602327
http://dx.doi.org/10.1109/TCYB.2016.2602327
http://dx.doi.org/10.1109/TCYB.2016.2602327
http://dx.doi.org/10.1002/rnc.3413
http://dx.doi.org/10.1002/rnc.3413
http://dx.doi.org/10.1002/rnc.3413
http://dx.doi.org/10.1002/rnc.3413
http://dx.doi.org/10.1002/rnc.3413
http://dx.doi.org/10.1016/j.automatica.2015.02.002
http://dx.doi.org/10.1016/j.automatica.2015.02.002
http://dx.doi.org/10.1016/j.automatica.2015.02.002
http://dx.doi.org/10.1080/00207179.2015.1072876
http://dx.doi.org/10.1080/00207179.2015.1072876
http://dx.doi.org/10.1080/00207179.2015.1072876
http://dx.doi.org/10.1080/00207179.2015.1072876
http://dx.doi.org/10.1080/00207179.2015.1043581
http://dx.doi.org/10.1080/00207179.2015.1043581
http://dx.doi.org/10.1080/00207179.2015.1043581
http://dx.doi.org/10.1080/00207179.2014.950047
http://dx.doi.org/10.1080/00207179.2014.950047
http://dx.doi.org/10.1080/00207179.2014.950047
http://dx.doi.org/10.1080/00207179.2014.950047
http://dx.doi.org/10.1088/1674-1056/23/10/108901
http://dx.doi.org/10.1088/1674-1056/23/10/108901
http://dx.doi.org/10.1088/1674-1056/23/10/108901
http://dx.doi.org/10.1088/1674-1056/23/10/108901
http://dx.doi.org/10.1016/j.automatica.2019.108797
http://dx.doi.org/10.1016/j.automatica.2019.108797
http://dx.doi.org/10.1016/j.automatica.2019.108797
http://dx.doi.org/10.1016/j.sysconle.2019.01.009
http://dx.doi.org/10.1016/j.sysconle.2019.01.009
http://dx.doi.org/10.1016/j.sysconle.2019.01.009
http://dx.doi.org/10.1080/00207179.2017.1315650
http://dx.doi.org/10.1080/00207179.2017.1315650
http://dx.doi.org/10.1080/00207179.2017.1315650
http://dx.doi.org/10.1016/j.automatica.2008.11.005
http://dx.doi.org/10.1016/j.automatica.2008.11.005
http://dx.doi.org/10.1016/j.automatica.2008.11.005


Consensus for a Class of Sampled-data Heterogeneous Multi-agent Systems 1759

Dongsheng Du received his B.S. degree in
applied mathematics and an M.S. degree
in control theory from Qufu Normal Uni-
versity, Qufu, China, in 2003 and 2006,
a Ph.D. in control theory and engineer-
ing from Nanjing University of Aeronau-
tics and Astronautics, Nanjing, China, in
2012. From 2008 to 2013, he was a lec-
ture with School of Science, Huaihai Insti-

tute of Technology. From 2015, he was an associate professor
with Faculty of Automation, Huaiyin Institute of Technology.
From Nov. 2016 to Nov. 2017, he was a visiting scholar with
Centre de Recherche en Informatique, Signal et Automatique de
Lille, Polytech-Lille, France. His current research interests in-
clude fault diagnosis, fault tolerant control and switched system.

Publisher’s Note Springer Nature remains neutral with regard
to jurisdictional claims in published maps and institutional affil-
iations.


