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Dynamic H∞ Feedback Boundary Control for a Class of Parabolic Systems
with a Spatially Varying Diffusivity
Yanjiu Zhou* � , Baotong Cui, and Xuyang Lou

Abstract: The dynamic H∞ feedback boundary control for a class of parabolic distributed parameter systems with a
non-constant (spatially varying) diffusion rate is addressed in this paper. The observer-based controller is designed to
deal with non-collocated sensors and actuators, and the H∞ performance index is employed to tackle the influence
of the external disturbance and measurement noise. The resulting closed-loop system is formed by the boundary
actuation with the H∞ control strategy, and the output feedback is designed from the domain-averaged and boundary-
valued measurement, respectively. With the sufficient conditions of the linear matrix inequality that infer the stability
of the system, the corresponding gains of observer and controller are solved. Numerical simulations are given to
show the validity of the main results.

Keywords: Boundary dynamic feedback control, H∞ performance index, linear matrix inequality, non-constant
diffusion rate, parabolic system.

1. INTRODUCTION

The distributed parameter systems (DPSs) have gradu-
ally gained the attention of scholars and researchers. The
primary cause is that the evolution of processes in real life
is not only related to time but also concerning location. For
example, the temperature of the high-speed space shuttle’s
cooling wing changes during the actual motion [1], the auto
chain reaction of catalytic rods happens in a chemical reac-
tor [2], and the crowd evacuation is conducted when there
appear congestions [3], etc. Besides, in the field of artifi-
cial intelligence control, some mechanical motion studies
use DPSs for modeling and control operations. Gao et al.
[4] developed the neural network controller for the two-
link flexible manipulator to track the desired trajectory and
suppress the flexible vibration, and in this process, partial
differential equation (PDE) converted ordinary differential
equation (ODE) via the assumed mode method. Where-
after, He et al. [5] utilized PDEs and ODEs to describe
the system of a two-link rigid-flexible wing, retrained the
vibrations, and achieved the desired angular position of
the wing with boundary control. He et al. [6] also mod-
eled a DPS coupling in bending and twisting to address a
flexible micro aerial vehicle under spatiotemporally vary-
ing disturbances, along with two iterative learning control

laws are designed to suppress the vibrations, reject the
disturbances and regulate the displacement. Han et al. [7]
investigate the robust control problem for a planar two-link
rigid-flexible coupling manipulator using the sliding model
control to control the joint angles, suppress the vibration
and restrain the input disturbances simultaneously. DPSs
can be described by PDEs, integral equations or partial-
integral differential equations (PIDEs) [8]. Up to now, vari-
ous issues concerning DPSs have been investigated, such
as controllability and observability [9, 10], parameter iden-
tification [11, 12], filter design [13, 14], estimation and
observation [15], controller design [16], deep learning al-
gorithms to solve PDEs forward [17] and iterative learning
control [18, 19], the problem of stabilization [20]. In addi-
tion, many scholars have made huge contributions to the
research concerning parabolic systems. Hong et al. consid-
ered the adaptive control for parabolic systems, including
direct control [21] and model reference control [22]. Ap-
plications to adaptive systems were also conducted when
analyzing asymptotic behavior of coupled time-varying
PDE system [23]. Recently, Li et al. [24] utilized the dis-
tributed effect of uncertain diffusion-dominated actuator
dynamics to realize the adaptive stabilization of the ODE
system. Adaptive control was also considered to stabilize a
class of uncertain coupled parabolic system [25].
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In the field of the control problem for the parabolic DPSs,
the case of the constant diffusion rate is often considered
for simplicity [26–28]. In fact, the diffusion rate varies with
space, which means the diffusion rates at different locations
are inconsistent, which can be seen in the inhomogeneous
medium. The case of non-constant diffusivity is introduced
into various control problems, such as the boundary con-
troller design. Kerschbaum et al. [29] discussed coupled
linear parabolic PDEs with space and time-dependent coef-
ficients by the backstepping method. And even in the field
of fractional order DPSs, Chen et al. [30, 31] considered
the boundary control for the space-dependent fractional
diffusion system. Besides, for perturbations, Fridman et al.
[32, 34, 35] obtained many results concerning H∞ control.
And recently, the delayed H∞ control under delayed point-
like measurement was proposed by Selivanov and Fridman
[36]. Liu et al. extended the H∞ control problem to the
stochastic reaction-diffusion systems with the mean square
finite-time boundary stabilization. Motivated by the above
results, the spatially varying diffusivity and the H∞ control
strategy are studied in this paper.

For the placement of the controller, the distributed con-
trol and boundary control are two different ways. The
boundary actuation may have more conveniences when
the space constraints and actuator limits are imposed. In
real applications, measurement and execution may not be
performed in the same place due to environmental con-
straints and operational difficulties. Sensors and actuators
do not fit together, i.e., non-collocation of sensors and ac-
tuators. Hence, an observer is employed to estimate infor-
mation that needed to be used in system control [37]. The
method of measurement also plays a significant role. In the
process, sensors are used to measure information and actua-
tors to perform operations. Two measurement methods, the
domain-averaged and boundary-valued are different due
to the source of information data. The domain-averaged
measurement includes all state information [38]. For the
boundary-valued measurement, only the states at the bound-
ary are obtained. This paper constructs the boundary con-
trollers via the domain-averaged and boundary-valued mea-
surement for the one-dimensional parabolic DPS (One-
dimensional here refers to one-dimensional space).

In fact, many plants, such as the heat transfer process
[39], fluid flow, and chemical reactor processes [2], are of-
ten described as models with disturbances and noise caused
by the real-world environment. To deal with this case, vari-
ous control approaches are proposed and employed, such as
the slide model control [40, 41] and robust control [42, 43].
H∞ control is also an important strategy [44]. Fridman et
al. [32] designed the H∞ static output feedback bound-
ary controller for semi-linear parabolic systems with the
space-dependent diffusivity. Wang et al. [37] discussed
the boundary control via the measurement methods of the
domain-averaged and boundary-valued. Inspired by the
above literature, we further consider the H∞ dynamic output

feedback boundary control based on the observer design
for the parabolic systems through the domain-averaged and
boundary-valued measurement. Our objective is to provide
a convenient and effective method based on linear matrix
inequalities (LMIs) to solve the boundary control problem
of parabolic systems with a spatially varying diffusion rate
and the perturbation (the external disturbance and measure-
ment noise are included). The main contributions of this
paper can be presented as follows:

• To be more realistic and consistent with usual practical
engineering processes, we consider the perturbation,
including the external disturbance and measurement
noise. Consequently, the H∞ performance index is ap-
plied to deal with the disturbance and measurement
noise, and so the corresponding H∞ controller is de-
signed in this paper.

• Two measurement methods are applied in the feed-
back. Firstly, the domain-averaged measurement is
considered to get the related output, which is used to
design an observer. This method obtains much infor-
mation from the considered plant, which covers the
whole space domain. And then, the second method,
only the boundary information is utilized, which is
also considered to design observers and address the
dynamic H∞ feedback boundary control problem of
DPSs. It is called the boundary-valued measurement
and the sensor is only placed at the boundary x = 0 in
this paper.

• Observers are designed to deal with the case of non-
collocated sensors and actuators. The feedback from
observers will be used to construct effective controllers
and they are only available at the boundary since the
boundary control may be more suitable and could work
better when no enough operating space and conditions
are provided.

The further aim of this paper is to design H∞ boundary
controllers based on observers to reduce the influence that
resulted from the external disturbance and measurement
noise. For clear logic of our expression procedure, firstly,
we give the process of the observer design in Section 3.
And then in Section 4, we construct the boundary controller
based on the related observer; the external disturbance
and output measurement noise are considered, so the H∞

performance index is introduced and the corresponding
controller is implemented.

Meanwhile, two methods, i.e., the domain-averaged and
boundary-valued measurement are employed to form the
observer. Numerical simulations are provided in Section 5
to illustrate the effectiveness of the theoretical results ob-
tained in the previous sections. Finally, Section 6 presents
brief conclusions to this paper and some future work is
drawn in.
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2. PROBLEM FORMULATION AND
PRELIMINARIES

Some mathematical notations to be used in this pa-
per are given below. Let R define a set of real numbers.
H = L2(0, l) is Hilbert space, and then the norm of the
square integrable function ω(x),x ∈ [0, l] is ‖ω(x)‖L2 =√∫ l

0 ω2(x)dx. S1(0, l) denotes a Sobolev space of abso-
lutely continuous scalar functions ω(x) with ω(x) : [0, l]→
R, and dω

dx ∈ L2(0, l). S2(0, l) denotes a Sobolev space of
absolutely continuous scalar functions ω(x) with ω(x) :
[0, l]→R, dω

dx is absolutely continuous and d2ω

dx2 ∈ L2(0, l).
In this paper, l > 0 is a finite real number. The superscript
T represents the transpose of a vector. The symmetric ele-
ments in the symmetric matrix are denoted by *.

Consider a class of diffusion systems in the following
form:

zt(x, t) =
∂

∂x

[
a(x)

∂

∂x
z(x, t)

]
+ r0z(x, t)+ r1z(l, t),

x ∈ (0, l), t ∈ (0,+∞), (1)

with the initial condition

z(x,0) = z0(x), x ∈ [0, l], (2)

and subject to mixed boundary conditions

zx(0, t) = 0 (or z(0, t) = 0), t ∈ (0,+∞), (3)

zx(l, t)+qz(l, t) = 0, t ∈ (0,+∞), (4)

where z(x, t) is the state variable of the system, x ∈ [0, l]
denotes the spatial position and t ∈ [0,∞) denotes the time.
zt(x, t) =

∂ z(x,t)
∂ t , ∂ z(x,t)

∂x = zx(x, t). a(x) is the diffusion rate,
a(x) ∈ C1[0, l] and a(x)≥ amin > 0, here amin is a constant.
r0 is the reaction coefficient. z(l, t) occurs in the system
equation and it captures features of thermal instability in
solid propellant rockets when r1 6= 0. The boundary condi-
tion at x = 0 can be Neumann type zx(0, t) = 0 or Dirichlet
z(0, t) = 0. The coefficients l and q in the boundary condi-
tion (4) are finite positive real numbers.

Remark 1: The above system describes the propagation
of heat in a one-dimensional rod when r1z(l, t) = 0. And
z(l, t) is the boundary value presents the deviation from
the steady-state when it is affected by the boundary value.
The related study of solid propellant rockets can be seen in
[32, 33].

3. OBSERVER DESIGN

3.1. Observer system
Firstly, we consider the domain-averaged measurement

as the way to collect information. It means the data in-
formation obtained from the sensor is an averaged value

of the whole space domain. The form of corresponding
measurement equation is as follows:

yout(t) =
1
l

∫ l

0
z(x, t)dx, t ∈ [0,+∞). (5)

Then, a Luenberger-type distributed parameter observer for
the system (1)-(4) with the measurement equation (5) is
designed as follows

ẑt(x, t) =
∂

∂x

[
a(x)

∂

∂x
ẑ(x, t)

]
+ r0ẑ(x, t)+ r1ẑ(l, t)

+ρ [yout(t)− ŷout(t)] ,

x ∈ (0, l), t ∈ (0,+∞),

ẑx(0, t) = 0, t ∈ (0,+∞),

ẑx(l, t)+qẑ(l, t) = 0, t ∈ (0,+∞),

ẑ(x,0) = ẑ0(x), x ∈ [0, l],

(6)

where ρ > 0 is an observer gain to be determined and the
output of the observer is ŷout(t) = 1

l

∫ l
0 ẑ(x, t)dx.

Our objective is to find ρ such that state of the designed
observer ẑ converges to the state of considered plant z.

Thus, we introduce the error variables e
4
= z− ẑ, which

denotes the difference between the observer system and
state system. And we expect this error converging to zero.

et(x, t) =
∂

∂x

[
a(x)

∂

∂x
e(x, t)

]
+ r0e(x, t)+ r1e(l, t)

−ρ [yout(t)− ŷout(t)] ,

x ∈ (0, l), t ∈ (0,+∞),

ex(0, t) = 0, t ∈ (0,+∞),

ex(l, t)+qe(l, t) = 0, t ∈ (0,+∞),

e(x,0) = e0(x), x ∈ [0, l],

(7)

and e0(x) = z0(x)− ẑ0(x).
Here, the above error PDE can be rewritten as the evolu-

tion equation

ė(t) =Ae(t)+F(e(t))−ρ[yout(t)− ŷout(t)], t ≥ 0,
(8)

in the Hilbert spaceH= L2(0, l), the infinitesimal operator

A=
∂ [a(x) ∂

∂x ]
∂x possesses the dense domain

D = {e ∈H2(0, l) : ex(0) = 0, ex(l)+qe(l) = 0},
(9)

and F(e(t)) = r0e(x, t)+ r1e(l, t).
Similar to [32], the infinitesimal operatorA generates an

exponential semi-group T (t), the corresponding norm satis-
fies ‖T (t)‖L2 ≤ µ exp(−κt) everywhere with the constant
µ > 0 and decay rate κ > 0. It can be further concluded
that the differential equation (8) with the domain (9) has a
unique solution for any t ≥ 0 according to Theorem 3.1.3
in Chapter 3 on Page 103 of [45].
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3.2. Stability analysis
Next, we present our first main result on the stability

of the error system. For the sake of the illustration of the
theorem later, here we give an essential lemma that is
needed in the subsequent proof.

Lemma 1 [35]: Let z ∈ S1(0, l) is a scalar function,
then∫ l

0
[z(x)− z(ζ )]2 dx≤ l2

π2

∫ l

0

[
dz(x)

dx

]2

dx,

where z(c)
4
= 1

l

∫ l
0 z(x)dx, c ∈ (0, l) is a real number.

Theorem 1: The observer error system (7) is exponen-
tially stable in the sense of ‖·‖L2 if there exists ρ > 0 such
that − π2

l2 amin + r0
1
2 r1

π2

l2 amin
1
2 r1 − qa(l)

l 0
π2

l2 amin 0 − π2

l2 amin−ρ

< 0. (10)

Proof: Consider the Lyapunov function

V1(t) =
1
2

∫ l

0
e2(x, t)dx, t ≥ 0. (11)

Differentiation of V1(t) with respect to time along the
solution of the system (7) yields

dV1(t)
dt

=
∫ l

0
e(x, t)et(x, t)dx

=
∫ l

0
e(x, t)

∂

∂x

[
a(x)

∂

∂x
e(x, t)

]
dx

+ r0

∫ l

0
e2(x, t)dx+ r1

∫ l

0
e(x, t)e(l, t)dx

−ρ

∫ l

0
e(x, t)

[
1
l

∫ l

0
e(x, t)dx

]
dx, t ≥ 0.

(12)

Employing integration by parts, the first mean value the-
orem for definite integrals, Lemma 1 and according to the
boundary conditions in the system (7), the above equality
(12) can be transformed into the following inequality

dV1(t)
dt

≤
(
−π2

l2 amin + r0

)∫ l

0
e2(x, t)dx

− qa(l)
l

∫ l

0
e2(l, t)dx+ r1

∫ l

0
e(x, t)e(l, t)dx

−
(

π2

l2 amin +ρ

)∫ l

0
e2(m, t)dx

+
2π2

l2 amin

∫ l

0
e(x, t)e(m, t)dx, t ≥ 0, (13)

where m means that there exists a point m ∈ (0, l) such that
1
l

∫ l
0 e(x, t)dx = e(m, t).

Set EEE(x, t)
4
= [e(x, t),e(l, t),e(m, t)]T, and the right side

of (13) can be rewritten as
∫ l

0 EEET(x, t)ΞΞΞEEE(x, t)dx. The coef-
ficient matrix ΞΞΞ is equivalent to the matrix in (10).

Therefore, the inequality (13) can be written as

dV1(t)
dt

≤
∫ l

0
EEET(x, t)ΞΞΞEEE(x, t)dx, t ≥ 0. (14)

Additionally, we can find an appropriate scalar ε that
satisfies the following inequality

ΞΞΞ+
1
2

εIII ≤ 0. (15)

Substituting (15) into (14), we can obtain

dV1(t)
dt

≤−1
2

ε

∫ l

0
EEET(x, t)EEE(x, t)dx

≤−εV1(t), t ≥ 0. (16)

From above analysis, we can conclude that the error
system converges to zero exponentially, which means the
designed observer can follow the state system. The proof
is completed. �

4. DYNAMIC FEEDBACK BOUNDARY
CONTROL

4.1. Boundary control based on an observer
Consider the system (1) with the conditions (2), (3) and

the control input u(t) to be designed at the boundary x = l,

zx(l, t)+qz(l, t) = u(t), t ∈ (0,+∞). (17)

To overcome the difficulty caused by the non-collocation
between the actuator and sensor, the output feedback con-
trol technique based on an observer is applied. The mea-
surement equation is still considered as (5). Firstly, a
Luenberger-type distributed parameter observer for the sys-
tem (1)-(3) with (17) is designed as (6) but the the control
input is placed at the boundary x = l, i.e.,

ẑx(l, t)+qẑ(l, t) = u(t), t ∈ (0,+∞). (18)

Then, with the help of the above observer, we design the
following control law

u(t) =−k
∫ l

0
ẑ(x, t)dx, t ∈ [0,+∞), (19)

where k > 0 is a control gain to be determined.
The corresponding error system, which has the

same form of the error equation as (7), is easily ob-
tained. Moreover, (19) can be rewritten as u(t) =
−k
∫ l

0 [z(x, t)− e(x, t)] dx, ∀t ∈ [0,+∞).
Similar to the well-posedness analysis of the error sys-

tem in Section 3, the controlled closed-loop coupled system
described by the state system (1)-(3) with (17) and the error
system (7) has a unique solution.
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Now, we are in the position to present our main re-
sult on the stability of the closed-loop system consist-
ing of the state system (1)-(3) with (17) and the er-
ror system (7) under the controller (19), i.e., u(t) =
−k
∫ l

0 ẑ(x, t)dx = −k
∫ l

0 [z(x, t)− e(x, t)] dx, ∀t ∈ [0,+∞).
A necessary lemma concerning some inequalities is in-
troduced for the formula derivation in the stability analysis.

Lemma 2 (Wirtinger’s inequality) [46]: If z ∈ S1(0, l)
is a scalar function with z(0) = 0 or z(l) = 0, then∫ l

0
z2(x)dx≤ 4l2

π2

∫ l

0

[
dz(x)

dx

]2

dx.

Remark 2: From the above inequality in Lemma 2,
without the conditions such as z(0) = 0 or z(l) = 0, the
variation of Wirtinger’s inequality can be obtained∫ l

0
[z(x)− z(0)]2 dx≤ 4l2

π2

∫ l

0

[
dz(x)

dx

]2

dx,

∫ l

0
[z(x)− z(l)]2 dx≤ 4l2

π2

∫ l

0

[
dz(x)

dx

]2

dx.

Theorem 2: The controlled closed-loop system (1)-(3)
with (17) is exponentially stable in the sense of ‖·‖L2 if
there exist ρ1 > 0, k > 0 and p > 0 such that

− π2

4l2 amin + r0 − 1
2 a(l)k+ 1

2 r1 +
π2

4l2 amin

∗ − qa(l)
l − π2

4l2 amin

∗ ∗
∗ ∗
∗ ∗
0 0 0

1
2 a(l)k 0 0

− π2

l2 pamin + pr0
π2

l2 pamin
1
2 pr1

∗ −ρ1− π2

l2 pamin 0
∗ ∗ − pqa(l)

l

< 0,

(20)

where the observer gain will be obtained by ρ = ρ1/p.

Proof: Consider the Lyapunov function

V2(t) =
1
2

∫ l

0
z2(x, t)dx+

1
2

p
∫ l

0
e2(x, t)dx, t ≥ 0.

(21)

Differentiation of V2(t) with respect to time along the
solution of the system closed-loop system consisting of
(1)-(3) with (17) and (7) yields, for t ≥ 0,

dV2(t)
dt

=
∫ l

0
z(x, t)zt(x, t)dx+ p

∫ l

0
e(x, t)et(x, t)dx

=
∫ l

0
z(x, t)

∂

∂x

[
a(x)

∂

∂x
z(x, t)

]
dx+r0

∫ l

0
z2(x, t)dx

+ r1

∫ l

0
z(x, t)z(l, t)dx

+ p
∫ l

0
e(x, t)

∂

∂x

[
a(x)

∂

∂x
e(x, t)

]
dx

+ pr0

∫ l

0
e2(x, t)dx+ pr1

∫ l

0
e(x, t)e(l, t)dx

− pρ

∫ l

0
e(x, t)

[
1
l

∫ l

0
e(x, t)dx

]
dx. (22)

Employing integration by parts and with the help of the
first mean value theorem for definite integrals, Lemma 1,
Lemma 2, Remark 2 and boundary conditions in the closed-
loop system (1)-(3) with (17), the equality (22) can be
transformed into the following inequality

dV2(t)
dt

≤
(
− π2

4l2 amin + r0

)∫ l

0
z2(x, t)dx

−
(

π2

4l2 amin +
qa(l)

l

)∫ l

0
z2(l, t)dx

+

(
π2

2l2 amin−a(l)k+ r1

)∫ l

0
z(x, t)z(l, t)dx

−
(

π2

l2 pamin− pr0

)∫ l

0
e2(x, t)dx

− pqa(l)
l

∫ l

0
e2(l, t)dx+ pr1

∫ l

0
e(x, t)e(l, t)dx

−
(

π2

l2 pamin + pρ

)∫ l

0
e2(m, t)dx

+
2π2

l2 pamin

∫ l

0
e(x, t)e(m, t)dx

+a(l)k
∫ l

0
e(x, t)z(l, t)dx, t ≥ 0. (23)

Therefore, the inequality (23) can be written as

dV2(t)
dt

≤
∫ l

0
EcEcEc

T(x, t)ΞcΞcΞcEcEcEc(x, t)dx, t ≥ 0, (24)

where EcEcEc(x, t)
4
= [z(x, t),z(l, t),e(x, t),e(m, t),e(l, t)]T and

ΞcΞcΞc is the matrix in (20).
Additionally, we can find an appropriate scalar εc that

satisfies the following inequality

ΞcΞcΞc +
1
2

εcIII ≤ 0. (25)

Substituting (25) into (24), we can obtain

dV2(t)
dt

≤− 1
2

εc

∫ l

0
EcEcEc

T(x, t)EcEcEc(x, t)dx

≤− εcV2(t), t ≥ 0. (26)

From above analysis, we can conclude that the controlled
closed-loop system consisting of (1)-(3) with (17) and (7)
converges to zero exponentially, that means the designed
controller (19) can stabilize the system exponentially. The
proof is completed. �
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4.2. H∞ observer-based boundary control with domain-
averaged measurement

To make the subsequent results more readable, a block
diagram of the control system is presented as Fig. 1. The
disturbance and noise in Fig. 1 often exit in the industrial
process, and we should deal with them suitably to ensure
the normal operation of the system. The controller based
on an observer, together with H∞ strategy is depicted in the
blue block. When we address the system with perturbation,
H∞ control is a great choice because it can have a margin,
which can be applied to different perturbations. In this
paper, we employ the H∞ control strategy and design the
controller by using the maximum of the influence from the
disturbance and noise.

Consider the perturbed version of the process (1)-(4)



zt(x, t) =
∂

∂x

[
a(x)

∂

∂x
z(x, t)

]
+ r0z(x, t)

+ r1z(l, t)+bw(x, t),

x ∈ (0, l), t ∈ (0,+∞),

zx(0, t) = 0, t ∈ (0,+∞),

zx(l, t)+qz(l, t) = ua(t), t ∈ (0,+∞),

z(x,0) = z0(x), x ∈ [0, l],

(27)

where w(x, t) is an external disturbance with the related co-
efficient b > 0 and ua(t) is the control input at the boundary
to be designed.

The measurement equation is considered as

ya
out(t) =

1
l

∫ l

0
z(x, t)dx+ v(t), t ∈ [0,+∞), (28)

where v(t) is the noise that occurs in the measurement
process, and the observed result doesn’t contain any noise,
which can be expressed as ŷa

out(t) =
1
l

∫ l
0 ẑ(x, t)dx, ∀t ∈

[0,+∞).

observer-based H∞ controller

H∞ controller observer

plant sensor

external disturbance
w(x, t) noise v(t)

yout(t)ŷout(t)

Fig. 1. Block diagram of the control system.

The corresponding observer system is written as

ẑt(x, t) =
∂

∂x

[
a(x)

∂

∂x
ẑ(x, t)

]
+ r0ẑ(x, t)+ r1ẑ(l, t)

+ρh{
1
l

∫ l

0
[z(x, t)− ẑ(x, t)] dx+ v(t)},

x ∈ (0, l), t ∈ (0,+∞),

ẑx(0, t) = 0, t ∈ (0,+∞),

ẑx(l, t)+qẑ(l, t) = ua(t), t ∈ (0,+∞),

ẑ(x,0) = ẑ0(x), x ∈ [0, l],
(29)

where ρh > 0 is the observer gain to be determined.
The controller with the domain-averaged measurement

is designed as

ua(t) =−kh

∫ l

0
ẑ(x, t)dx, t ∈ [0,+∞). (30)

Similar to Section 3, the error system is derived as

et(x, t) =
∂

∂x

[
a(x)

∂

∂x
e(x, t)

]
+ r0e(x, t)+ r1e(l, t)

−ρh

[
1
l

∫ l

0
e(x, t)dx+ v(t)

]
+bw(x, t), x ∈ (0, l), t ∈ (0,+∞),

ex(0, t) = 0, t ∈ (0,+∞),

ex(l, t)+qe(l, t) = 0, t ∈ (0,+∞),

e(x,0) = e0(x), x ∈ [0, l].
(31)

While stabilizing the above process (27), the external
disturbance w(x, t) has influences on the system state and
controlled output as follows:

z̄̄z̄z(x, t) = [α(x, t,z)z(x, t), d(z(l, t), t)ua(t)]T, (32)

where α(x, t,z) and d(z(l, t), t) denote weight coefficients
used to describe the extent to which the state of the system
and controlled output is affected by the external distur-
bance. α(x, t,z) and d(z(l, t), t) are continuous functions,
which are uniformly bounded, i.e., |α(x, t,z)| ≤ α1 and
|d(z(l, t), t)| ≤ d1 for all (x, t,z)∈ [0, l]× [0,∞)×R, where
α1 > 0, d1 > 0. As the maximum of the influence, α1 > 0,
d1 > 0 will be utilized to form the equation of index J.

Thus, the H∞ control problem is considered as follows.
Given γh > 0, we need to find a dynamic output feedback
controller (30) to stabilize the perturbed system (27). The
negative performance index J < 0 is considered as

J =
∫

∞

0

∫ l

0

[
z̄̄z̄zT(x, t)z̄̄z̄z(x, t)−γ

2
h w2(x, t)−γ

2
h v2(t)

]
dxdt.

(33)
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In order to solve the above problem, firstly, we study the
condition that guarantees the following inequality

W (t)
4
=

dV2(t)
dt

+
∫ l

0

[
z̄̄z̄zT(x, t)z̄̄z̄z(x, t)−γ

2
h w2(x, t)−γ

2
h v2(t)

]
dx

<0, t ≥ 0. (34)

According to (32), and applying the the first mean value
theorem for definite integrals, we can obtain∫ l

0
z̄̄z̄zT(x, t)z̄̄z̄z(x, t)dx

≤
∫ l

0
α

2
1 z2(x, t)dx+

∫ l

0

∫ l

0
d2

1k2
h ẑ2(x, t)dxdx

=
∫ l

0
α

2
1 z2(x, t)dx+

∫ l

0

∫ l

0
d2

1k2
h[z(x, t)−e(x, t)]2 dxdx

=
∫ l

0
α

2
1 z2(x, t)dx+

∫ l

0
d2

1k2
hl[z(x, t)− e(x, t)]2 dx,

t ≥ 0. (35)

Denoting

EhEhEh(x, t) =[z(x, t),z(l, t),e(x, t),e(m, t),e(l, t),

w(x, t),v(t)]T,

and employing (23), we can get that

W (t)≤
∫ l

0
EhEhEh

T(x, t)ΞhΞhΞhEhEhEh(x, t)dx < 0, t ≥ 0, (36)

if

ΞhΞhΞh

4
=



Ξ11
hΞ11
hΞ11
h Ξ12

hΞ12
hΞ12
h Ξ13

hΞ13
hΞ13
h 0 0 1

2 b 0
∗ Ξ22

hΞ22
hΞ22
h Ξ23

hΞ23
hΞ23
h 0 0 0 0

∗ ∗ Ξ33
hΞ33
hΞ33
h

π2

l2 pamin
1
2 pr1

1
2 pb Ξ37

hΞ37
hΞ37
h

∗ ∗ ∗ Ξ44
hΞ44
hΞ44
h 0 0 0

∗ ∗ ∗ ∗ Ξ55
hΞ55
hΞ55
h 0 0

∗ ∗ ∗ ∗ ∗ −γ2
h 0

∗ ∗ ∗ ∗ ∗ ∗ −γ2
h


< 0,

(37)

where

Ξ
11
hΞ
11
hΞ
11
h =− π2

4l2 amin + r0 +α
2
1 +d2

1k2
hl, Ξ

13
hΞ
13
hΞ
13
h =−d2

1k2
hl,

Ξ
12
hΞ
12
hΞ
12
h =−1

2
a(l)kh +

1
2

r1 +
π2

4l2 amin, Ξ
23
hΞ
23
hΞ
23
h =

1
2

a(l)kh,

Ξ
22
hΞ
22
hΞ
22
h =−qa(l)

l
− π2

4l2 amin,

Ξ
33
hΞ
33
hΞ
33
h =−π2

l2 pamin + pr0 +d2
1k2

hl,

Ξ
44
hΞ
44
hΞ
44
h =−pρh−

π2

l2 pamin, Ξ
55
hΞ
55
hΞ
55
h =− pqa(l)

l
,

Ξ
37
hΞ
37
hΞ
37
h =−1

2
pρh.

In order to obtain the feasible solution from the above
nonlinear inequality (37), we need to linearize this nonlin-
ear matrix inequality. By means of Schur complement, the
following linear matrix inequality can be obtained:

Ξ11
hΞ11
hΞ11
h −d2

1k2
hl Ξ12

hΞ12
hΞ12
h 0 0

∗ Ξ22
hΞ22
hΞ22
h Ξ23

h 0
∗ ∗ Ξ33

hΞ33
hΞ33
h −d2

1k2
hl π2

l2 pamin

∗ ∗ ∗ −ρh1− π2

l2 pamin

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

0 1
2 b 0 dkh

0 0 0 0
1
2 pr1

1
2 pb − 1

2 ρh1 −dkh

0 0 0 0
Ξ55

hΞ55
hΞ55
h 0 0 0
∗ −γ2

h 0 0
∗ ∗ −γ2

h 0
∗ ∗ ∗ − 1

l


< 0, (38)

where ρh1 = pρh.
Following the above analysis, we obtain the following

result.

Theorem 3: Consider the perturbed system (27). Given
γh > 0, if there exists p > 0 such that the above LMI (38)
is satisfied. Then the dynamic output feedback controller
(30) with kh > 0 and the corresponding observer gain ρh >
0 can stabilize the perturbed system (27), attenuates the
disturbance w(x, t) and noise v(t) in the sense of (33).

Remark 3: In the case of Dirichlet type boundary condi-
tion at x = 0, i.e., z(0, t) = 0, the above results still effective
because the product of z(0, t) and zx(0, t) is still zero when
z(0, t) = 0 or zx(0, t) = 0 from computational point of view.

Remark 4: The above developed technique can be ex-
tended to the case of boundary-valued measurement. The
differences from the domain-averaged measurement are
that the boundary-valued one is only obtained from the
value of the corresponding boundary state and the observer
gain is injected into the boundary.

The implementations of the corresponding sensors have
different ways. For the domain-averaged measurement, the
only sensor collects the data information of its effective
measurement range and the measured range is large enough
to cover the whole space of the considered model system.
The sensor is placed at the appropriate position, where one
can collect information as much as possible, such as the
central point. On the other hand, several sensors are placed
in their respective effective ranges to obtain information.
Then, through summarizing the information obtained by
these sensors and then doing the average calculation, we
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can get the information of the domain-averaged measure-
ment. For the boundary-valued measurement, the sensor is
placed at the boundary. In this paper, the non-collocated sit-
uation is considered. The sensor is placed at the boundary
x = 0, and the actuation is conducted at x = l. The effec-
tive range of the sensor is not required strictly since only
the point value at the boundary x = 0 is collected, and the
output of the observer ẑ(x = l, t) is utilized. There are pros
and cons to both ways. The domain-averaged measurement
may obtain more information, including the whole space
domain. The boundary-valued measurement only needs
to get the boundary state but it may weaken the control
effect. In this paper, we mainly focus on domain-averaged
measurement and the related results on boundary-valued
measurement are briefly given in Section 4.3.

4.3. H∞ observer-based boundary control with
boundary-valued measurement

In this section, we extend the design of the dynamic H∞

boundary controller to the case of boundary-valued mea-
surement from a theoretical perspective. The boundary-
valued measurement equation is

yb
out = z(0, t)+ v1(t), t ∈ [0,+∞), (39)

where v1(t) is the noise during the measurement process. It
is presented different from v(t) in (28) because the noise in
the process is various according to the different methods of
the measurement. And the observation used to correct the
observer system is chosen as ŷb

out = ẑ(0, t). Consequently,
the corresponding observer can be designed as



ẑt(x, t) =
∂

∂x

[
a(x)

∂

∂x
ẑ(x, t)

]
+ r0ẑ(x, t)

+ r1ẑ(l, t), x ∈ (0, l), t ∈ (0,+∞),

ẑx(0, t) =−ρv[z(0, t)+ v1(t)− ẑ(0, t)],

t ∈ (0,+∞),

ẑx(l, t)+qẑ(l, t) = ub(t), t ∈ (0,+∞),

ẑ(x,0) = ẑ0(x), x ∈ [0, l],

(40)

where ρv is the gain of the observer to be determined.

Then, we choose the observed value at the boundary
x = l as the feedback for the controller to be designed, and
so the controller is presented as

ub(t) =−kvẑ(l, t), t ∈ [0,+∞). (41)

One can obtain the following closed-loop system con-

sisting of the state and error systems:

zt(x, t) =
∂

∂x

[
a(x)

∂

∂x
z(x, t)

]
+ r0z(x, t)

+ r1z(l, t)+bw(x, t), x ∈ (0, l),

t ∈ (0,+∞),

zx(0, t) = 0, t ∈ (0,+∞),

zx(l, t)+qz(l, t) =−kv[z(l, t)− e(l, t)],

t ∈ (0,+∞),

z(x,0) = z0(x), x ∈ [0, l],

et(x, t) =
∂

∂x

[
a(x)

∂

∂x
e(x, t)

]
+ r0e(x, t)

+ r1e(l, t)+bw(x, t), x ∈ (0, l),

t ∈ (0,+∞),

ex(0, t) = ρv [e(0, t)+ v1(t)] , t ∈ (0,+∞),

ex(l, t)+qe(l, t) = 0, t ∈ (0,+∞),

e(x,0) = e0(x), x ∈ [0, l].

(42)

Similarly to Section 4.2, the closed-loop coupled system
described by (42) has a unique solution and we can obtain
the following theorem.

Theorem 4: Consider the perturbed system (42). Given
γv > 0, if there exist p > 0 and 0 < r < 1 such that the
following LMI (43) is satisfied. Then the dynamic output
feedback controller (41) with kv > 0 and the corresponding
observer gain ρv > 0 can stabilize the perturbed system in
(42) and attenuate the disturbance w(x, t) and noise v1(t).

Ξ11
vΞ11
vΞ11
v Ξ12

vΞ12
vΞ12
v 0 0 0

∗ Ξ22
vΞ22
vΞ22
v + a(l)

l pkv−d2
1k2

v 0 0 0
∗ ∗ Ξ33

vΞ33
vΞ33
v Ξ34

vΞ34
vΞ34
v Ξ35

vΞ35
vΞ35
v

∗ ∗ ∗ Ξ44
vΞ44
vΞ44
v 0

∗ ∗ ∗ ∗ Ξ55
vΞ55
vΞ55
v −d2

1k2
v

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

Ξ16
vΞ16
vΞ16
v 0 0 0 0
0 0 a(l)

2l p −kv d1kv

Ξ36
vΞ36
vΞ36
v 0 0 0 0
0 Ξ47

vΞ47
vΞ47
v 0 0 0

0 0 0 kv −d1kv

Ξ66
vΞ66
vΞ66
v 0 0 0 0
∗ Ξ77

vΞ77
vΞ77
v 0 0 0

∗ ∗ −σ
−1
0 0 0

∗ ∗ ∗ −σ0 0
∗ ∗ ∗ ∗ −1


< 0, (43)

note that, to solve the above inequality, we choose σ = σ0

as a known constant.

The detailed calculation for Theorem 4 is presented in
Appendix A.
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5. NUMERICAL SIMULATIONS

In this section, we provide numerical simulations to
illustrate the effectiveness of the designed dynamic H∞

boundary controller in Section 4.
The steps of our simulation are

• Firstly, we obtain the related gains of the observer and
controller, i.e., the feasible solutions of LMI with the
help of the YALMIP toolbox.
• Secondly, we construct the related controlled closed-

loop systems (with the control input at the boundary
x = l) of the state, observer, and error with the pertur-
bation, the external disturbance and noise involved.
• Finally, we depict the corresponding figures, the effect

of the designed controller is also analyzed.

We consider the body equation (1) corresponding to
the initial condition (2) and boundary conditions (3)-
(4), together with the spatially varying diffusivity a(x) =
0.02(x− 0.25)2 + 1.8125 (see Fig. 2). The other parame-
ters of the system is considered as r0 = 0.5, r1 = 2, q = 1.5.
The top limitation of the position variable in this paper
is considered to be l = 1, so we conduct this numerical
simulation in x ∈ [0, l]. And the simulation time T is set as
T = 10 seconds, t ∈ [0,T ]. The initial condition of the orig-
inal system is set to be z0(x) = 0.25x(1− x) and the initial
condition of the observer is ẑ0(x) = 0, that is, the initial
condition of the error system is e0(x) = 0.25x(1− x).

Furthermore, when we discuss the H∞ dynamic bound-
ary control, the system (27) with disturbance w(x, t) =
0.05cos(0.1x)exp(−0.5t) and output measurement noise
v(t) = 0.9sin(0.001t)exp(−0.5t) is considered. Here we
choose γh = 1.95. Moreover, some related parameters are
chosen as follows: b = 1, α1 = 1, d1 = 0.1.

The finite-difference approximation method and the way
to estimate differential are adopted to solve the diffusion
system. We choose the simulation time to be T seconds
and divide T into m parts, i.e., the temporal step size is
4t = T/m and there are m+ 1 grid points. The space is
divided in the same way as time, i.e., 4x = l/n and grid
points are n+ 1. In this paper, m = 6000 and n = 20. It
is worth noting that due to Robin condition (4), both the
beginning and the end need to construct a virtual point to
present the derivative respectively.

According to the above steps of this simulation, the
corresponding actions and analyses are shown. Firstly, with
the help of the YALMIP toolbox, we can obtain the feasible
solutions ρh = 5.9138, kh = 1.8833 in (38) and they will
be subsequently employed to construct the observer system
and the controller. The open-loop evolution of z(x, t) with
the external disturbance is shown in Fig. 3 and one can find
that the uncontrolled system is unstable. Fig. 4 depicts the
control input (30). The curve reaches zero gradually, which
means the system has been stable and so no more control
is needed. Fig. 5, Fig. 6 and Fig. 7 show the evolutions
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1.813

1.816

1.819

1.822
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a
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)

Fig. 2. Diffusivity a(x).
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Fig. 3. Open-loop with perturbation.
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Fig. 4. Control input.

of closed-loop state system, observer system and error
system respectively. One can see that the state of unstable
system (27) gradually converge to zero under the boundary
controller with domain-averaged measurement. The related
L2 norms of the above systems are shown in Fig. 8. The
profiles of norms also imply that the controlled system
is stable with the observer following the considered plant



1008 Yanjiu Zhou, Baotong Cui, and Xuyang Lou

0
2

4
6

8 10

0

0.5

1

0

5

·10−2

Time t / s
Space x

z
(x
,t
)

Fig. 5. Closed-loop state.
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Fig. 6. Observer state.
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Fig. 7. The error e(x, t).

quickly and accurately. Fig. 9 shows that J < 0 satisfies the
theoretical requirement. The index J is designed with the
maximum of the influence brought from perturbation.

Remark 5: In this section, the backward difference
method is utilized for the discretization of the parabolic
system with a spatially varying diffusivity. This method
can reduce the limitation for the related parameter adjust-
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Fig. 8. L2 norm.
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Fig. 9. Performance index J.

ment caused by the strict grid ratio requirement compared
with the forward difference method.

6. CONCLUSIONS

This paper has presented the H∞ boundary control based
on the observer for a class of DPSs with the spatially vary-
ing diffusivity. The external disturbance and measurement
noise have been considered into the system model and the
measurement equation, respectively. The observer has been
employed to deal with non-collocated sensors and actua-
tors. The controller is only active at the boundary x = l,
which may be easier to implement, especially when the
operating space and cost are limited. In the future, the H∞

control problems for the more complex cases, such as the
semi-linear, coupled and time-delayed systems, will be
taken into consideration.

APPENDIX A

Consider the following Lyapunov function
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V3(t) =
1
2

p
∫ l

0
z2(x, t)dx+

1
2

∫ l

0
e2(x, t)dx, t ≥ 0.

(A.1)

Through the calculations similar to Section 4.2, the dif-
ferentiation of V3(t) with respect to time along the solution
of the system (42) yields, for t ≥ 0,

dV3(t)
dt

≤
(
− π2

4l2 amin + r0

)
p
∫ l

0
z2(x, t)dx

−
(

π2

4l2 amin +
qa(l)

l
+

a(l)
l

kv

)
p
∫ l

0
z2(l, t)dx

+

(
π2

2l2 amin + r1

)
p
∫ l

0
z(x, t)z(l, t)dx

+

(
r0−

π2

4l2 amin

)∫ l

0
e2(x, t)dx

−
(

a(0)
l

ρv +
π2

4l2 aminr
)∫ l

0
e2(0, t)dx

−
[

qa(l)
l

+
π2

4l2 amin(1− r)
]∫ l

0
e2(l, t)dx

+
π2

2l2 aminr
∫ l

0
e(x, t)e(0, t)dx

+

[
π2

2l2 amin(1− r)+ r1

]∫ l

0
e(x, t)e(l, t)dx

+
a(l)

l
pkv

∫ l

0
z(l, t)e(l, t)dx+bp

∫ l

0
z(x, t)w(x, t)dx

−a(0)
l

ρv

∫ l

0
e(0, t)v1(t)dx+b

∫ l

0
e(x, t)w(x, t)dx.

(A.2)

Consider the similar influence on the system state and
controlled output as (32),

z̄̄z̄z1(x, t) = [α(x, t,z)z(x, t), d(z(l, t), t)ub(t)]T, (A.3)

and the similar negative performance index as (33), J1 < 0
and

J1=
∫

∞

0

∫ l

0

[
z̄̄z̄zT

1(x, t)z̄̄z̄z1(x, t)−γ
2
v w2(x, t)−γ

2
v v2

1(t)
]
dxdt.

(A.4)

Then, to ensure the inequality

M(t)
4
=

dV3(t)
dt

+
∫ l

0

[
z̄1̄z1̄z1

T(x, t)z̄1̄z1̄z1(x, t)−γ
2
v w2(x, t)−γ

2
v v2

1(t)
]
dx

<0, t ≥ 0, (A.5)

we require the following inequality holds

M(t)≤
∫ l

0
EvEvEv

T(x, t)ΞvΞvΞvEvEvEv(x, t)dx < 0, t ≥ 0, (A.6)

where

EvEvEv=[z(x, t),z(l, t),e(x, t),e(0, t),e(l, t),w(x, t),v(t)]T,

ΞvΞvΞv
4
=



Ξ11
vΞ11
vΞ11
v Ξ12

vΞ12
vΞ12
v 0 0 0 Ξ16

vΞ16
vΞ16
v 0

∗ Ξ22
vΞ22
vΞ22
v 0 0 Ξ25

vΞ25
vΞ25
v 0 0

∗ ∗ Ξ33
vΞ33
vΞ33
v Ξ34

vΞ34
vΞ34
v Ξ35

vΞ35
vΞ35
v Ξ36

vΞ36
vΞ36
v 0

∗ ∗ ∗ Ξ44
vΞ44
vΞ44
v 0 0 Ξ47

vΞ47
vΞ47
v

∗ ∗ ∗ ∗ Ξ55
vΞ55
vΞ55
v 0 0

∗ ∗ ∗ ∗ ∗ Ξ66
vΞ66
vΞ66
v 0

∗ ∗ ∗ ∗ ∗ ∗ Ξ77
vΞ77
vΞ77
v


,

(A.7)

where

Ξ
11
vΞ
11
vΞ
11
v =

(
r0−

π2

4l2 amin

)
p+α

2
1 ,

Ξ
12
vΞ
12
vΞ
12
v =

(
r1

2
+

π2

4l2 amin

)
p, Ξ

16
vΞ
16
vΞ
16
v =

b
2

p,

Ξ
22
vΞ
22
vΞ
22
v =−

(
qa(l)

l
+

π2

4l2 amin

)
p− a(l)

l
pkv +d2

1k2
v,

Ξ
25
vΞ
25
vΞ
25
v =

a(l)
2l

pkv−d2
1k2

v, Ξ
33
vΞ
33
vΞ
33
v = r0−

π2

4l2 amin,

Ξ
34
vΞ
34
vΞ
34
v =

π2

4l2 aminr, Ξ
35
vΞ
35
vΞ
35
v =

π2

4l2 amin(1− r)+
r1

2
,

Ξ
36
vΞ
36
vΞ
36
v =

1
2

b, Ξ
44
vΞ
44
vΞ
44
v =− π2

4l2 aminr− a(0)
l

ρv,

Ξ
47
vΞ
47
vΞ
47
v =−a(0)

2l
ρv,

Ξ
55
vΞ
55
vΞ
55
v =−qa(l)

l
− π2

4l2 amin(1− r)+d2
1k2

v,

Ξ
66
vΞ
66
vΞ
66
v =Ξ

77
vΞ
77
vΞ
77
v =−γ

2
v .

Next, we deal with the nonlinear quadratic terms pkv in
Ξ22

vΞ22
vΞ22
v and Ξ25

vΞ25
vΞ25
v . ΞvΞvΞv in (A.7) can be divided into two terms



Ξ11
vΞ11
vΞ11
v Ξ12

vΞ12
vΞ12
v 0 0 0

∗ Ξ22
vΞ22
vΞ22
v + a(l)

l pkv 0 0 Ξ25
vΞ25
vΞ25
v − a(l)

2l pkv

∗ ∗ Ξ33
vΞ33
vΞ33
v Ξ34

vΞ34
vΞ34
v Ξ35

vΞ35
vΞ35
v

∗ ∗ ∗ Ξ44
vΞ44
vΞ44
v 0

∗ ∗ ∗ ∗ Ξ55
vΞ55
vΞ55
v

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

Ξ16
vΞ16
vΞ16
v 0
0 0

Ξ36
vΞ36
vΞ36
v 0
0 Ξ47

vΞ47
vΞ47
v

0 0
Ξ66

vΞ66
vΞ66
v 0
∗ Ξ77

vΞ77
vΞ77
v



+



0 0 0 0 0 0 0
∗ − a(l)

l pkv 0 0 a(l)
2l pkv 0 0

∗ ∗ 0 0 0 0 0
∗ ∗ ∗ 0 0 0 0
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ ∗ 0


. (A.8)
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The second matrix in (A.8) can be rewritten as

0
a(l)
2l p
0
0
0
0
0





0
−kv

0
0
kv

0
0



T

+



0
−kv

0
0
kv

0
0





0
a(l)
2l p
0
0
0
0
0



T

≤ σ



0
a(l)
2l p
0
0
0
0
0





0
a(l)
2l p
0
0
0
0
0



T

+σ
−1



0
−kv

0
0
kv

0
0





0
−kv

0
0
kv

0
0



T

, (A.9)

where σ > 0. Then applying Schur complements to extend
the dimension of matrix (A.7) and deal with the square
terms d2

1k2
v in ΞvΞvΞv(22), ΞvΞvΞv(25), and ΞvΞvΞv(55), we have that

(A.6) is equivalent to LMI (43).
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