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Realistic Sonar Image Simulation Using Deep Learning for Underwater

Object Detection

Minsung Sung, Jason Kim, Meungsuk Lee, Byeongjin Kim, Taesik Kim, Juhwan Kim, and Son-Cheol Yu*

Abstract: This paper proposes a method that synthesizes realistic sonar images using a Generative Adversarial Net-
work (GAN). A ray-tracing-based sonar simulator first calculates semantic information of a viewed scene, and the
GAN-based style transfer algorithm then generates realistic sonar images from the simulated images. We evaluated
the method by measuring the similarity between the generated realistic images and real sonar images for several
objects. We applied the proposed method to deep learning-based object detection, which is necessary to automate
underwater tasks such as shipwreck investigation, mine removal, and landmark-based navigation. The detection re-
sults showed that the proposed method could generate images realistic enough to be used as training images of target
objects. The proposed method can synthesize realistic training images of various angles and circumstances without
sea trials, making the object detection straightforward and robust. The proposed method of generating realistic sonar
images can be applied to other sonar-image-based algorithms as well as to object detection.
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1. INTRODUCTION

A challenge of developing and utilizing various sonar-
based algorithms [1-5] is that acquiring sonar images is
difficult. For example, sonar-based object detection meth-
ods in [6-8] requires thousands of images capturing a
target object to train the neural networks (NN). Unfortu-
nately, there exist few open-source sonar image datasets,
because imaging sonars are not popular with the public.
Manual experiments are required to acquire sonar images;
however, underwater experiments are difficult and time-
consuming.

Instead, some sonar simulators have been developed to
synthesize sonar images [9—12], and they have been uti-
lized to develop new methods recently. Joe et al. [13] used
simulators of two different sonar sensors for developing
their sonar-fusion-based mapping algorithms. Kim et al.
[14] simulated sonar images of various shapes of objects
to verify their three-dimensional (3D) reconstruction al-
gorithms.

However, implementing a realistic sonar simulator is
difficult. Devising a perfect mathematical model of the
acoustic beam is hard because there are a variety of phe-
nomena that affect the propagation of the acoustic beam,
such as multipath reflection, backscattering, and reverber-

ation [15,16]. Even if it modeled, it is still computationally
heavy because those phenomena should consider many
parameters such as beamforming, conditions of medium,
surrounding terrains [17].

We herein proposed a method to simulate a realis-
tic sonar image through two steps. First, by emulating
the imaging mechanism of the sonar sensor, the pro-
posed method simulated simple sonar images that contain
only essential semantic information such as highlight and
shadow of the viewed scene. Then, generative adversar-
ial network (GAN) generates more realistic sonar images
from the simulated image by adding degradation effects.
This deep-learning-based approach can find a mapping be-
tween semantic information and real sonar image, which
is hard to model.

Another challenge utilizing sonar-based algorithms is
that sonar images have low quality. As a result, it is hard to
extract features such as corners and edges from the sonar
images, and algorithms using sonar images have limited
accuracy.

The proposed method can also translate real sonar im-
ages into simulated-like images by training the GAN
swapping the input and label. The simulated images con-
tain important semantic information such as highlight,
shadow, and background. Therefore, the translated images
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can be helpful to extract more reliable information from
the sonar images and can be applied to improve the accu-
racy of sonar-image-based algorithms.

We applied the proposed method to underwater object
detection. Underwater target detection is an essential tech-
nique to automate underwater operation [18-21], but hard
to implement because of the difficulty of acquiring data of
the target as well. On the other hand, a NN trained only
with the proposed images without real sonar images could
detect the target during a sea trial. Therefore, the proposed
method can help to develop robust object detection more
efficiently because the proposed method generated realis-
tic sonar images of the target object under desired condi-
tions in a short time. The proposed method can be applied
to other sonar-image-based algorithms as well as to object
detection.

This paper is organized as follows: Section 2 explains
previous works to implement realistic simulators for the
sonar sensors. In Section 3, we describe the proposed
method to generate realistic sonar images using the ray
tracing and GAN. Section 4 presents the experimental re-
sults of the proposed method. This paper ends with a con-
clusion in Section 5.

2. RELATED WORK

The sonar simulator has been developed to calculate
how an object will appear in an image more easily. One of
the most basic methods to implement the sonar simulator
is using ray tracing [9, 10]. However, these simulators ap-
proximated acoustic beams, so there are some differences
between simulated images and real sonar images.

More realistic sonar images can be simulated by mod-
eling other acoustic phenomena. Kim et al. [14] added
speckle noise, which is a typical noise of a sonar sen-
sor. Riordan et al. [11] and Cerqueira et al. [12] took
account of phenomena related to interferences and scat-
tering. However, simulating a sonar image requires to
calculate which beams affect the pixel, how the beams
propagate, and how other beams interfere in, for every
pixel. So, as a new parameter increases, the computa-
tion becomes sharply heavy. To tackle this problem, they
used General-Purpose computation on Graphics Process-
ing Units (GPGPU) or rasterization in the simulations.
Still, these approaches may be hard to apply to an under-
water environment where computational power is limited.
Moreover, some phenomena, such as crosstalk and multi-
path, are challenged to be modeled according to the sur-
rounding environments [15].

Some researchers have proposed to produce realistic
sonar images by applying neural style transfer (NST) to
prior information. NST is a method to find image-to-
image mapping using a NN. From a large amount of
dataset, NNs having deep architecture can find a high-
dimensional and non-linear mapping, which is hard to

model. Lee et al. [22] generated realistic sonar images of
divers by applying a convolutional neural network (CNN)
to a depth map of the simulated scene. Chen et al. [23]
also applied CNN for style transfer to manually annotated
semantic maps to produce sonar images of target objects
placed on the seabed of the desired type.

We proposed a method to generate realistic sonar im-
ages using the simple ray-tracing-based simulator and
GAN. We modeled the sonar simulator to calculate only
the semantic information of the viewed scene for the fast
calculation. Then, the GAN generated realistic sonar im-
ages by adding degradation effects, such as noise and
blurred edge, to the simulated images.

The proposed method has three advantages. First, the
ray-tracing-based simulator can provide accurate prior in-
formation considering imaging principles of the sonar to
the GAN. Moreover, the GAN of the proposed method
was trained for the degradation effect so that it can pro-
cess images for a more general scene. Finally, the GAN
trained in the reverse direction can also generate semantic
information of real sonar images by removing the degra-
dation effect and provide more reliable information of the
scene. The next section describes the proposed method in
more detail.

3. REALISTIC SIMULATION USING RAY
TRACING AND GAN

3.1. Ray-tracing-based simulation

We first analyzed an imaging mechanism of a sonar sen-
sor to implement the sonar simulator. A sonar sensor con-
sists of transmitters and receivers. The transmitter projects
a fan-shaped acoustic beam with a vertical beam angle ¢.
The receiver then measures the time-of-flight and inten-
sity of the returned beams like Fig. 1(a). The early re-
turned beams form the lower part of the image, and the
pixel value becomes bright if the intensity is high. By re-
peating transmit and receive for different azimuth angles,
a sonar image identifies the scene inside the field of view
(FOV) of the sonar sensor like Fig. 1(b).

Sonar images can be simulated by emulating the imag-
ing mechanism of the sonar sensor using the ray-tracing
algorithm [24]. We first modeled a fan-shaped beam with
a vertical angle ¢ as a collection of discrete K rays like
Fig. 2. Then, a point p that lies on a projected ray is rep-
resented as:

1

p=t-vgr, (1)

where ¢ is constant, \?k is a unit direction vector of the
sample rayg .

Then, we calculated the reflection point m between
the ray and the underwater objects as follows:

-
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Fig. 2. Acoustic beam modeling of the sonar simulator.

where N is the normal vector of the surface of the object,
p1 is one of the position vectors of vertex of the surface.

Then ITJ« is tested if it is within the measuring range of
the sonar sensor using two conditions,

Fmin < |Po k| < Fars 3)
9min <6< emax (4)

where 7, Fimaxs Omin, and 6., are minimum and maxi-
mum measuring range of the sonar sensor in the distance
and azimuth angle, respectively.

The reflected acoustic wave from the surface spreads
out in all directions and reaches the receiver of the sonar
sensor. Many sonar phenomena affect the intensity of the
returned beam. However, we modeled minimal acoustic

o<l

3D Model Simulated image 3D Model Simulated image

Fig. 3. Sonar image simulation based on the ray tracing.

phenomena, transmission loss according to the travel dis-
tance and incidence angle according to Lambert’s cosine
law [25], to calculate the essential information in a short
time. We also assumed that the propagation and reflection
of the acoustic rays are ideal. As a result, the intensity
from the reflection point /,,, is calculated as:

I, = wmljop cos® a, (5)
where w is the unit conversion constant, [ is the initial
intensity of the acoustic wave, and « is the angle between
the ray and the surface.

The intensity of the reflected ray determines the pixel
intensity of the image. The pixel value is calculated as fol-
lows, considering the rays affecting the pixel:

K
1(r,6) = Y Lou. ©)
k=1

for ruim < 1 < Fiaxs Opin < 0 < Oyqy, where I(r,0) is a
pixel value of (r,0), and 1,9« is intensity of the echo by
the sample rayg y from the distance r.

The reflection of the sample ray does not occur until
it reaches the reflection point, and the sample ray does
not travel beyond the reflection point because the object
blocks it. So, the intensity of the returned ray I, x is rep-
resented as:

. —
i _ IPG,k? ifr= ‘pﬂ.k|a 7
0k = ) @)
0, otherwise.

Finally, the sonar image of a given 3D model is simu-
lated like Fig. 3 by mapping all the calculated pixel values
on the 2D coordinate and applying the normalization as a
final step.

3.2. Realistic simulation using GAN

The simulated sonar images are different from the real
sonar images, as shown in Fig. 4. Equations (5) and (7)
assume acoustic beams are propagated and reflected ide-
ally. Moreover, other sonar phenomena such as refraction,
reverberation, and multipath reflection are not considered.
As a result, the simulated images are noise-free and sim-
plified versions of the real sonar images. Calculating the



526 Minsung Sung, Jason Kim, Meungsuk Lee, Byeongjin Kim, Taesik Kim, Juhwan Kim, and Son-Cheol Yu

Simulated Real

Fig. 4. Comparison of the simulated images and real sonar
images.

intensity of the returned ray by modeling those sonar phe-
nomena can simulate more realistic sonar images. How-
ever, the modeling is difficult, and the calculation is com-
plicated and takes a long time, even if it modeled.

Instead, we proposed a method of using deep learning.
Although the images simulated by the ray tracing is sim-
ple and different from the real sonar image, it contains
accurate semantic information of the scene. Therefore, we
can use these images as a base image and generate a re-
alistic sonar image by applying the NST. Recently, GAN
has demonstrated outstanding performance in synthesiz-
ing realistic images with desired features. Thus, the GAN
for the NST was introduced for the proposed method.

We proposed a method to solve both problems of gen-
erating realistic images from the simulated images (sim-
to-real translation) and generating denoised and ideal
images from real sonar images (real-to-sim translation).
Among the GANs developed for the NST, we adopted
the “Pix2pix network” proposed by Isola et al. [26]. The
pix2pix network has a proper structure for both transla-
tions with single network architecture. This network also
has an advantage in processing sonar images that have lots
of degradation effects such as blurred edges and severe
noise.

The generator of the GAN is a U-Net [27] with 15 lay-
ers. U-Net has the encoder-decoder structure. The encoder
extracts features from the given images, and the decoder
reconstructs new images of the target domain using the
extracted features. Because the encoder builds contextual
information by extracting and pooling the features through
multiple layers, the generator can transfer the style of an
image to others preserving important information such as
highlight and shadow region of the input image.

Besides, the generator has the skip-connections be-
tween nth layers and (16 — n)th layers. By copying the fea-
ture maps of earlier layers through these skip-connections,
the generator can localize the contextual information of
the input images more accurately in the output images.
Accurate localization within the sonar images is essential
because sonar images are used to identify the range and
azimuth angle of terrains in underwater exploration.

Finally, the U-Net has been initially developed for the

segmentation of the images. Real-to-sim translation can
be regarded as a segmentation removing degradation ef-
fects and finding regional information of highlights and
shadows from the real sonar images. Therefore, the gen-
erator is appropriate for both sim-to-real and real-to-sim
translations.

The discriminator is the CNN consisted of four con-
volutional layers. In the GAN, the discriminator distin-
guishes whether the input image is a real image or an im-
age generated by the generator. As a result, CNN is used
for the discriminator, which has shown remarkable accu-
racy in various classification problems. The discriminator
observes the input image in units of patches through con-
volutional operations. Therefore, it makes the generator
represent the details of the image better when synthesiz-
ing the images.

We designed the loss function of the network to make
the GAN process sonar images of general scenes. The loss
function of GAN for NST, which translates only the style
of the given image preserving contextual information, is
represented as:

LosSpase (G, D) =E, y[logD(x,y)]
+EX,Z[1 —IOgD(x, G(X,Z))], (8)

where D is the discriminator, G is the generator, x is the
given input image, y is the real image, and z is a random
input vector. The generator predicts the output from the
base image, and the discriminator observes the base im-
age simultaneously to check whether the generated images
contain the contextual information well.

We added a loss term for the generator to make the
network learn the degradation effect of the sonar images
rather than the contents, expressed as:

Losspe(G) = Ev [[IN (v —x) = N(G(x,2) =) [1],

€))

where A/ (x) is a normalize function that maps x to [—1, 1].
With this loss term, the generator is trained to find the
degradation effects that can be added to the simulated
ideal image to make the simulated image look like a real
image. Thus, the network can make the sim-to-real and
real-to-sim translation more independently of the scene of
the input images.
In conclusion, the final loss function of the GAN is

Lossgan(G,D) = LosSpase(G, D) + ALosspg(G),
(10)

where A is a weight for controlling the ratio of two loss
functions. Then, the generator is trained to minimize the
loss value, while the discriminator tries to maximize it.

3.3. Application to underwater object detection

As one application of the proposed method, we present
an underwater target object detection like Fig. 5. We syn-
thesized realistic sonar images of the target object using
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Fig. 5. Object detection pipeline using the proposed
method.

the proposed sim-to-real translation and detected the tar-
get object in the images of the field by training a CNN
with the generated images. First, we model the 3D shape
of the target object. Then, the ray-tracing-based simulator
simulates images of the semantic information of the target
object. Images are simulated while changing the yaw an-
gle of the 3D model in n degree increments to detect the
target object robust to the viewpoint. We can also change
the tilt angle of the virtual sonar sensor according to a
predefined set. Then, the GAN generates realistic images
of target objects from simulated images of various view-
points. Finally, CNN for object detection is trained with
the generated realistic images.

Among various methods for object detection, we intro-
duced the deep neural network (DNN). Several methods
for object detection have been developed for robot vision
[28,29] and underwater scenes [6—8,20], and recently, the
DNNs have shown high detection accuracy in the sonar
image. We adopted "You Only Look Once (YOLO) [30]"
network. The YOLO network is a single CNN that simul-
taneously predicts the bounding box and class probability
of object candidates. Therefore, it shows less computation
and fast processing speed, and it is suitable for underwa-
ter operation in which computational power and operation
time are limited. Moreover, despite the high processing
speed, the YOLO network records high detection accu-
racy.

Using the proposed method, we can implement object
detection efficiently. The proposed method uses only gen-
erated sonar images without real sonar images to train
the CNN. Because synthesizing sonar images through the
sonar simulator and sim-to-real translation requires less
time and effort compared to capturing real sonar images,
we can develop object detection more conveniently. More-
over, we expect that the proposed method can improve
the detection accuracy and robustness. The sonar simula-
tor can synthesize sonar images in a variety of circum-
stances that can be difficult to reproduce in real-world

experiments, such as biofouling is in progress or part of
the object is buried in the seabed. Training the CNN with
these images can help to improve the robustness of object
detection.

4. EXPERIMENT & RESULT

4.1. Training of the GAN

We first constructed a dataset to train the GAN. The
dataset consists of real sonar images capturing the under-
water scene and their corresponding simulated images. In
the case of sonar images of the sea, there are many nat-
ural terrains, such as stones and seaweeds. Moreover, the
experimental conditions, such as changes in water tem-
perature and the appearance of moving objects, is difficult
to control. As a result, modeling and simulating the envi-
ronment of the sea is hard to feasible. Therefore, we con-
ducted indoor water tank experiments to capture real sonar
images and obtained corresponding simulated images by
emulating the same condition.

Indoor water tank experiments were designed to capture
large numbers of and various sonar images, like Fig. 6. To
make the GAN generate a more realistic image, a large
number of training images are helpful. Moreover, to make
the GAN process more general sonar images such as those
from the unknown scene, various forms of sonar images
are required.

In sonar images, the shape of an object can vary consid-
erably according to viewpoints due to the imaging mech-
anism of the sonar sensor. Addressing this fact, we de-
signed a turntable to capture diverse shapes of sonar im-
ages efficiently. The turntable consists of the stepping mo-
tor at the bottom and the board on the motor. It can rotate
the objects on the board to the desired angle. The board
is made up of wood to distinguish it from the material of
the objects. In the experiments, we can obtain the various
sonar images rotating the objects by five degrees incre-
ment with this turntable.

Fig. 6. Experimental setup for capturing real sonar images
of various objects and viewpoints.
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Moreover, by changing the position where to place ob-
jects on the board, we could change the position of the ob-
jects within the sonar image. The geometrical translation
is an often-used technique for data augmentation. How-
ever, because the coordinate of a sonar image is different
from an optical image, multiplying the translation matrix
by the pixel value of the sonar image may not be an accu-
rate geometrical translation. So, we acquired sonar images
that the object appeared in various positions by moving the
object on the turntable and then rotating the turntable.

Next, ten objects of different shapes and materials were
used in the experiments. Fig. 7 shows examples of the ob-
jects. Besides, we used a concrete sphere, plastic sphere-
shaped container, rubber tire, clay bricks stacked in the
shape of an ‘E,” ‘L, and ‘N.

Finally, we also changed the tilt angle of the sonar to
make the viewpoint more diverse. For the sonar sensor,
we used the “Dual-frequency Identification Sonar (DID-
SON)” [31]. Table 1 explains the experimental settings,
and Table 2 describes the specifications of the DIDSON.

We then synthesized simulated images that correspond
to these real sonar images using a ray-tracing-based simu-
lator. First, we set parameters of the simulator according to
settings of indoor experiments and specifications of DID-
SON, as shown in Table 3. Then, like Fig. 7, we modeled
3D shapes of the object used in the experiments with the
same dimensions. Finally, we placed the virtual sonar sen-
sor in the same conditions as the experimental conditions
using the translation matrix, and then simulate the images

145

Concrete brick Concrete cone Concrete cylinder Clay bricks in 'T" shape

Fig. 7. Real objects and modeled 3D shapes used to con-
struct the dataset.

Table 1. Settings for indoor water tank experiments to ac-

multiplying the rotation matrix to the 3D model.

We pre-processed the image pairs to train the GAN
more effectively. Because the acoustic beam of the sonar
sensor has a limited vertical width, there exist areas where
echo is not formed in the sonar images. Furthermore, in
the tank, the background of the image looks monotonous
because there is no terrain on the floor. Because those
shadow areas and monotonous floors do not contain much
semantic information of the scene, they make computation
complex and disturbs the GAN from training. Therefore,
we manually cropped the area around the object that con-
tains the most information for each image.

To construct the dataset with more diverse images, we
also applied data augmentation. Because some of the ob-
jects used in the experiment have a symmetric shape, they
may appear similar even though they rotated. Thus, we
picked out similar images, observing every image pairs
manually. Then, we transformed the object in the images
into random scales and ratios.

Finally, we resized the image pairs into 256 by 256
and constructed the dataset of 2,404 image pairs. Among
these, we used 2,224 pairs as training images and 180 im-
ages as test images. We separated the dataset so that the
object type or viewpoint did not overlap between the train-
ing images and the test images. Fig. 8 shows the samples
of training image pairs.

Using these real sonar images and their correspond-
ing simulated images pairs, we trained the sim-to-real and
real-to-sim network models. With the proposed GAN, we
could train both models by swapping input and label im-
ages of the GAN. For the sim-to-real translation model,

Table 2. Specifications of the DIDSON.

Parameter Value
Operating frequency 1.8 MHz
Vertical beam angle 14 °

Azimuth field of view 29°
Range field of view 12 m
Maximum resolution 0.3°

Image size 512x96

Frame rate 4-21FPS

Depth rating 300 m

Table 3. Parameters of the sonar simulator to emulate

. . DIDSON.
quire real sonar images.
Parameter Value MI.’arameter (?fziue
- in range 7., 42 m
Tank size
1.35 mx3 mx1.7
(width x length x height) e el Max range 7 250 m
Sonar position x, y, z 1.6 m. 0 m. 0.9 m Min azimuth angle 6,,;, -145°
(from the center of the turntable) T Max azimuth angle 6, 145°
Sonar tilt 15°,20°,25° # of vertical sampling rays K 1,000
Object translation Om,0.15m Image size to simulate 512x96
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Fig. 8. Training images for GAN composed of the real
sonar images and their corresponding simulated
images.

we used the simulated images as inputs and the corre-
sponding real sonar images as labels of the GAN. For the
real-to-sim translation model, we used the real sonar im-
ages as inputs and the corresponding simulated images as
labels. Classically, when training a network for segmenta-
tion, constructing a dataset is difficult and time-consuming
because every pixel of each image must be manually an-
notated to which class that pixel belongs. In the proposed
method, however, we can easily create a semantic map of
the scene with the ray-tracing-based simulator.

4.2.  Experimental result

With the training dataset, the sim-to-real model was
trained for 200 epochs, and the real-to-sim model was
trained for 80 epochs. We utilized the GPU Titan V for
the training, and the training took about three hours and
an hour, respectively. During the training, the generator
and discriminator operated adversarial to each other. Ini-
tially, the accuracy of the discriminator increased as the
generator synthesized significantly different images from
the target domain. The generator then produced more so-
phisticated images to fool the discriminator that became
more accurate. As a result, the GAN generated more and
more realistic and target-like images as the training pro-
gressed.

After the training was completed, we tested the trained
models with a test set consisting of images of unknown
objects or unknown viewpoints. We first tested the sim-to-
real model. To evaluate the performance of the proposed
method to generate a realistic sonar image, we imple-
mented another method to simulate a realistic sonar image
by adding modeled speckle noise to the ray-tracing-based
simulator and compared the results. Fig. 9 shows the re-
sult images generated by the proposed method. When the
simple images like Fig. 9(a) are input, the GAN gener-
ates images, as shown in Fig. 9(c), similar to correspond-
ing ground truth (GT). Compared with the results by the
speckle-noise-adding method of Fig. 9(b), the proposed
method represents the degradation effect more detail and
is more similar to GT in the distribution of the overall pixel
intensities.

For the quantitative evaluation of the proposed method,

(d) GT

|

(c) Proposed

(a) Input

(b) Speckle

Fig. 9. Results of realistic sonar image generation using
the proposed method.

Table 4. Similarity values of the simulated images.

. Ray tracing Ray tracing
Ray tracing s +Sim-to-real
+Speckle noise .
translation
Cross- 0.5367 0.3699 0.6639
correlation
SSIM 0.2082 0.0485 0.2704

we measured the similarity of the generated images with
the GT. 2D discrete cross-correlation and structural sim-
ilarity (SSIM) [32] were used to calculate the similar-
ity between two images. 2D discrete cross-correlation
calculates the similarity based on each pixel intensity,
and SSIM shows context-based similarity. We compared
the similarities of the images generated by the proposed
method and of the images generated by the speckle-noise-
adding method with the GT. Table 4 shows the results. The
proposed method recorded the highest similarity in both
metrics. It shows that the proposed method can generate
realistic sonar images of the target objects.

In the case of images adding speckle noise, the similar-
ity was even lower than the similarity of images simulated
by the simple ray tracing, even though it seemed realistic
to the human eye. It might be because the sonar images
in the real world have more complex forms of degradation
effects. Although the speckle noise is one of the noises
caused in the sonar sensor, the speckle noise is not suffi-
cient to simulate highly realistic images and utilize them
as real sonar images, unless additional sonar phenomena
are modeled mathematically and the parameters of those
models are predicted accurately.
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We then measured the processing speed of the proposed
method. The ray-tracing-based simulation took 0.217 sec-
onds, and sim-to-real translation took additional 0.066
seconds when using the GPU Titan V to generate one im-
age. As a result, the proposed method can generate 3.53
images per second. Because the proposed method can gen-
erate realistic sonar image in a very short time when com-
pared to performing experiments manually, it can be uti-
lized to simulate images to develop various sonar-image-
based algorithms.

We then tested the real-to-sim translation model. We
also used the test dataset, including sonar images of
the unknown object or the unknown viewpoints. Fig. 10
shows the result of the generated semantic map using the
real-to-sim translation. Given a real sonar image, GAN
translated the input image into a denoised, segmented
form which has only highlights, backgrounds, and shad-
ows similar to the GT. As a result, by applying the thresh-
olding to real-to-sim results as post-processing, we could
generate a semantic map of the captured scene.

For the quantitative evaluation of this model, we mea-
sured Peak Signal to Noise Ratio (PSNR) and segmen-
tation Intersection over Union (IOU). Through the PSNR,
we can verify whether the degradation effects of sonar im-
ages have been effectively removed. The PSNR increased
by about 16 dB to 39.11 dB after the proposed method
from 22.92 dB before the real-to-sim translation. Then we
measured the segmentation IOU to evaluate the accuracy
of the semantic map generated by the proposed method.
The calculated segmentation IOU was 0.5667. If the seg-
mentation IOU is above 0.5, it means that more than two-
thirds of the predicted semantic map overlap ground truth.

The result shows that the proposed real-to-sim method
can improve the quality of sonar images by removing the
degradation effect and generate an accurate semantic map
of the underwater scene. The semantic map can provide
accurate information of underwater terrain through the
size and location of highlights and shadows. Therefore,
the proposed method can be utilized as a pre-processing
method of sonar images to extract more reliable informa-
tion and improve the precision of sonar-image-based op-
eration.

Input Proposed GT Inpu

Proposed GT

Fig. 10. Results of the semantic map generation using the
proposed method.

4.3. Object detection test in field

We applied the proposed realistic sonar image genera-
tion method to underwater object detection. We trained the
YOLO network by generating realistic images of the target
object using the proposed method and checked whether
the trained network could accurately detect the target ob-
ject in the sea trials. A DNN tends to fit into the domain
of training data as training progresses. Therefore, if the
proposed method does not generate realistic images, the
trained network will fail to detect the target objects in the
real sonar images of the field. By training the CNN with
only the generated realistic images and testing the CNN
with the real sonar images, we can verify that the proposed
method generates realistic images that are similar enough
to the field data.

We first generated the training dataset for the YOLO
network. We set the target object to detect as a tire, which
is one of the frequently found marine waste offshore near
ports. We created a 3D model of the tire like Fig. 11. Then,
the ray-tracing-based simulation and sim-to-real transla-
tion generated the sonar images of the objects. Since ac-
curate object detection requires training images of the tar-
get objects in various conditions, we rotated and translated
the objects, and 36 source images are generated. We then
resized the source images to a predefined size and placed
them in a random position on a 512x96 canvas to diver-
sify the training data. Black pixels are padded in the upper
and lower areas of the canvas outside the images, consid-
ering the shadow region where no echoes are formed in the
real sonar image. As a result, we generated a training data
set consisting of 108 images like Fig. 12. We then trained
the YOLO network for 2,400 epochs with these generated
images. The training took about an hour using the GPU
Titan V.

Field experiments were conducted to test the trained
network. We installed a tire on the seabed of Janggil-bay,
Pohang, Korea. In addition to tires, other shapes of ob-
jects were also installed to verify whether the proposed
method can distinguish between target and other objects.
Then, we captured the images of the underwater scene us-
ing the DIDSON while moving in the nearby sea. Then,

« Q((\(Q
Tire O Ny
120 mm

Q

Real

3D Model

Fig. 11. Detection target (tire) and its modeled 3D shape.



Realistic Sonar Image Simulation Using Deep Learning for Underwater Object Detection 531

Fig. 12. Images of tire generated by the proposed method
to train the YOLO network.

we checked the trained network can detect the target ob-
ject in the captured sonar images. For the test, a total of
127 images were acquired through the field experiments.

The network trained with the proposed method could
accurately detect the target object in the sonar images cap-
tured at sea, like Fig. 13. The trained network successfully
detected the objects placed in various locations. The net-
work could also detect the object well even if only a part
of the object was taken. Moreover, if there were other ob-
jects which also have highlights and shadows, the trained
network could detect only the object correctly.

For the quantitative evaluation, we measured the detec-
tion accuracy. In the images of the test dataset, there are 67
target objects and 75 non-target objects. We counted how
many of the target objects were accurately detected and
how many of the non-target objects were not erroneously
detected. As a result, the network recorded a true positive
rate of 86.6 % and a true negative rate of 88.0 %.

We also measured the processing speed of the proposed
object detection method. In underwater exploration, the
operational time is limited, and the reproducibility of the
exploration is not high, so the fast processing speed is es-
sential for the algorithms. The proposed method recorded
a processing speed of 37.08 frames per second (fps). The
sonar sensor we used has a frame rate of 4-21 fps. So, the
proposed method can detect the target objects in real-time
using the sonar sensor.

To prove the effectiveness of the sim-to-real transla-
tion in generating realistic sonar images, we compared the
object detection results with the other two YOLO mod-
els. One model was trained with images simulated by the

Fig. 13. Target object (tire) detection results using the pro-
posed method.

I

(a) Simulated by the ray tracing (b) Ray tracing + Speckle noise

Fig. 14. Images simulated to train other networks for com-
parison.

simple ray-tracing method like Fig. 14(a), and another
one was trained with images generated by adding speckle
noise to the simulated image like Fig. 14(b). Those two
models failed to detect the target object in real sonar im-
ages with less than 10 % detection accuracy. As a result,
we confirmed that the proposed method using the ray trac-
ing and GAN-based sim-to-real translation could generate
realistic sonar images effectively.

Through application to object detection, we verified that
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the proposed method could generate realistic images that
can be utilized in other algorithms. As shown in the ob-
ject detection results, although the YOLO network was
trained only with the generated images without the images
captured at the field, the network can detect the target ob-
jects even in images captured at sea. It presents that the
proposed method can generate realistic images that have
similar features to the images taken at sea. Therefore, the
proposed method can be applied to more various sonar-
image-based algorithms to make the development more
efficient and to improve the robustness.

5.  CONCLUSION

In this paper, we proposed a method to synthesize re-
alistic sonar images. The method used a ray-tracing algo-
rithm to calculate semantic information of a viewed scene.
Then, the GAN generates realistic sonar images preserv-
ing essential information. The GAN can also generate a
semantic map of a viewed scene from a real sonar im-
age by segmentation. The generated realistic sonar images
were successfully utilized as training images for object de-
tection in the field experiments. The semantic map would
also be helpful to extract more reliable information from
the real sonar images. Therefore, the proposed method can
be useful for the data augmentation and pre-processing of
sonar images.
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