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Fixed-time Output Feedback Consensus of Second-order Multi-agent Sys-
tems with Settling Time Estimation
Ding Zhou* � , An Zhang* � , and Pan Yang

Abstract: This study discusses fixed-time consensus problem of second-order multi-agent systems with unmeasur-
able velocity and uncertain disturbance. The proposed control scheme includes two parts: one part is a fixed-time
convergent state observer to estimate the unknown velocity while the other part is a fixed-time consensus algorithm
based on integral sliding mode. Mathematical proof is given and some stability conditions are derived. Moreover,
the settling time depends on the parameters of state observer and consensus algorithm, which can be theoretically
estimated offline regardless of initial states. Finally, the proposed control scheme is employed to coordinated control
of single-link robotic manipulators and the simulation examples verify the efficiency of the results.
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1. INTRODUCTION

An increasing interest in coordinated control of large
scale autonomous agents exists in many applications, such
as spacecraft [1], biological systems [2], robots [3] and
unmanned aerial vehicles [4], which is to design and im-
plement distributed algorithms such that a group of agents
can achieve an agreement via local communication [5].
Consensus problems where agents are specified by dif-
ferent dynamics models have been reported in various re-
views [6–9].

A challenging problem is to construct distributed algo-
rithms that agents’ states converge to the origin within a
finite settling time. Therefore, finite-time consensus prob-
lems and estimation of the settling time have become an
attractive and popular research area [10, 11]. However, an
important point to be noted is that the settling time of
finite-time consensus depends on the initial states of the
agents [12]. Due to large initial states, the settling time
may be sufficiently large and cannot be guaranteed for a
predefined convergence time, or cannot be provided if the
initial states are unknown [9, 13]. To tackle this problem,
researchers have made significant research on fixed-time
consensus problem, which converges within the settling
time regardless of the initial states [14, 15]. Research re-
sults with different agent dynamics were presented in the
work of Tian et al. [16], Polyakov [17], Khanzadeh and
Pourgholi [18], Liu et al. [19], etc.

It is worth mentioning that the aforementioned litera-
tures assume that agent’s velocity information is avail-
able, which is infeasible in some scenarios due to tech-
nology constraints, equipment cost or environmental dis-
turbances [20–23]. To solve this problem, state observer is
naturally employed. Then, finite-time observers were pro-
posed based on homogeneous theory [24, 25], which can-
not estimate the settling time. Thus, Hua et al. [22] pro-
posed an observer based on integral sliding mode, which
can obtain the relationship between settling time and ini-
tial states. It should be noted that the finite-time conver-
gent observer for systems does not hold for systems under
fixed-time stability. Especially, it is nontrivial to construct
a Lyapunov function and give the stability proof [26]. For
a single system, Zhang et al. [27] proposed fixed-time
convergent state observer and non-singular fast terminal
sliding mode controller for a VTVL reusable launch ve-
hicle. Zhang et al. [28] proposed fixed-time convergent
state observer and fixed-time trajectory tracking controller
for a marine surface vessel to track a time-varying ref-
erence trajectory. Then, in the work of Francisco et al.
[29], fixed-time convergent state observer was designed
by using implicit Lyapunov function method for perturbed
linear control system. For first-order nonlinear systems,
Basin, Yu et al. [30] proposed fixed-time sliding mode
observer by utilizing recursive algorithm formulations.
For Brunovsky Systems, Ni et al. [31] proposed fixed-
time disturbance observer composed of uniform and fixed
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time convergent part. For linear second-order systems,
[32, 33] proposed fixed-time convergent state observers
and observer-based fixed-time consensus protocols. On
the basis of [33], Huang and Jia [34] proposed a fixed-
time convergent state observer for second-order nonlin-
ear multi-agent systems. On the basis of [32], [35] pro-
posed fixed-time convergent state observer and consensus
protocol for second-order multi-agent systems with uncer-
tain disturbance. For the case where the nonlinear function
is known, Zou and Li [36] proposed fixed-time conver-
gent state observer and employed homogeneity property
to show that the control algorithm can guarantee the con-
sensus tracking errors converging to the origin in finite
time. Note that the above mentioned fixed-time conver-
gent state observers and fixed-time consensus algorithms
of second-order multi-agent system were developed by bi-
limit homogeneous systems theory. Bi-limit homogeneity
can only prove that state observer and consensus algo-
rithm are fixed-time stable, but doesn’t give the settling
time, which cannot be applied to scenarios with conver-
gence time requirements.

Motivated by the above discussions, we consider the
fixed-time consensus problem of second-order multi-
agent systems with unmeasurable velocity and uncertain
disturbance. The main contributions of this paper can
be summarized in both theoretical and practical aspects.
In theoretical aspects, we introduce them in three parts:
1) By constructing integral sliding mode variable, a dis-
tributed fixed-time consensus algorithm is proposed for
second-order multi-agent systems with uncertain distur-
bance. Compared with the existing distributed algorithm
[35], the proposed algorithm has a more concise struc-
ture and does not require the control input of the neighbor
agents. 2) It is theoretically proved that the settling time
depends on parameters of observer and algorithm, which
can be estimated offline regardless of initial states. How-
ever, the previous results [32–36] only use bi-limit homo-
geneity to prove that systems are fixed-time stable, but
doesn’t give the theoretical settling time. 3) The chatter-
ing problem is solved by utilizing a saturation function. In
practical aspects, we introduce contributions in two parts:
1) A state observer is presented to estimate the unmea-
surable velocity in fixed settling time, which is feasible in
some scenarios due to technology constraints, equipment
cost or environmental disturbances. 2) The proposed con-
trol scheme can be applied to scenarios with convergence
time requirements and the method can be used to evaluate
the convergence time in advance.

The remainder of this paper is organized as follows:
Section 2 gives preliminaries and problem formulation.
Section 3 describes the state observer and consensus al-
gorithm. Section 4 further discusses the proposed method.
Section 5 gives the simulation. The conclusions and future
topics are provided in Section 6.

2. PRELIMINARIES AND PROBLEM
FORMULATION

2.1. Notations and graph theory

Define sig(p)γ =
[
sig(p1)

γ , · · · ,sig(pn)
γ
]T , sig(pi)

γ =
|pi|γ sgn(pi), where sgn(•) denotes the signum function.
For a matrix M = [mi j]n×n, λmax (M) ,λmin (M) denote the
maximum and minimum eigenvalues, respectively. In de-
notes the identity matrix. ‖•‖ denotes the 2-norm. ⊗ de-
notes the Kronecker product. Rn denotes n-dimensional
Euclidean space.

The topology of n agents is modeled as an undirected
graph G = {V,ζ ,A}, where ζ ⊆ {(i, j) , i, j ∈V} is the
edge set, V = {1,2, · · · ,n} is a finite set of nodes, and A =
[ai j]n×n is the associated adjacency matrix, where aii = 0,
and ai j = 1 is the weight if ( j, i) ∈ ζ or ai j = 0, otherwise.
The neighbor set of i is defined as Ni = { j ∈V : ai j = 1}.
Denote the matrix D = diag{d11,d22, · · · ,dnn} with dii =

∑
n
j=1, j 6=i ai j. Then, the Laplacian matrix L can be expressed

by L = D−A and L is symmetric.

2.2. Some useful definition and lemmas
Consider the following differential equation:

ẋ = f (t,x) ,x(0) = x0,x ∈ Rn, (1)

where f (t,x) : R+×Rn→Rn is a nonlinear function which
may be discontinuous, the solutions of (1) are understood
in the sense of Filippov [37]. Suppose that the origin is an
equilibrium point of system (1).

Definition 1 [17]: The origin of system (1) is said to
be a fixed-time stable equilibrium point if it is globally
fixed-time stable with bounded convergence time T (x0).

Lemma 1 [17]: If there exists a continuous radially un-
bounded function V : Rn→ R+∪0 such that

1) V (x) = 0⇒ x = 0;
2) V̇ (x(t))≤−(αV p (x(t))+βV q (x(t)))k

for some α , β , p, q, k > 0, pk < 1, qk > 1 and for
any solution x(t). Then the origin of system (1) is glob-
ally fixed-time stable and the settling time satisfies that
T (x0)≤ 1

αk(1−pk) +
1

β k(qk−1) , ∀x0 ∈ Rn.
If k = 1, the origin of system (1) is globally fixed-

time stable with settling time T bounded by T ≤ Tmax :=
1

α(1−p) +
1

β (q−1) , where α,β > 0, 0 < p < 1 and q > 1.

Lemma 2 [10]: For any nonnegative real numbers

x1,x2, · · · ,xn, the following inequality holds:
(

n
∑

i=1
xi

)p

≤
n
∑

i=1
xp

i ≤ n1−p

(
n
∑

i=1
xi

)p

, where p ∈ (0,1].

Lemma 3 [19]: For any nonnegative real numbers x1,

x2, · · · , xn, the following inequality holds:
(

n
∑

i=1
xi

)q

≥
n
∑

i=1
xq

i ≥ n1−q

(
n
∑

i=1
xi

)q

, where q > 1.
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2.3. Problem formulation
Considering a multi-agent system composed of n agents

(called follower) and a leader agent (labeled as 0). The
dynamics of ith agent is described by{

ṙi(t) = vi(t),

v̇i(t) = ui(t)+∆i(t),
(2)

where ri,ui ∈ Rm denote the position and control input,
respectively, vi ∈ Rm denotes the velocity, which is un-
measurable, ∆i(t) ∈ Rm denotes the uncertain disturbance,
which is bounded by a known constant.

The dynamics of the leader is described as{
ṙ0(t) = v0(t),

v̇0(t) = u0(t)
(3)

where r0, v0, u0 ∈ Rm denote the position, velocity and
control input of the leader, respectively.

Definition 2: The fixed-time consensus is achieved if
there exists a fixed-time T such that lim

t→T
‖ri(t)− r0(t)‖ =

0, lim
t→T
‖vi(t)− v0(t)‖ = 0 and ‖ri(t)− r0(t)‖ = 0,

‖vi(t)− v0(t)‖ = 0 when t ≥ T (i = 1,2, · · · ,n). The set-
tling time T is fixed and bounded, i.e., for any initial
states, ∃Tmax > 0 such that T ≤ Tmax.

Assumption 1: For the multi-agent system (2) and (3),
the undirected graph G is connected and there is at least
one agent that can directly interact with the leader.

Assumption 2: There exists a positive constant ∆ such
that ‖∆i(t)‖ ≤ ∆, i = 1, 2, · · · , n. The disturbance ∆i is
continuously differentiable and

∥∥∆̇i(t)
∥∥≤∆′, where ∆′ de-

notes a positive constant.

Lemma 4 [38]: Define diagonal matrix H = diag(a10,
a20, · · · , aN0)≥ 0 with ai0 > 0 if the ith agent is connected
to the leader. Under Assumption 1, the symmetric matrix
B = L+H is positive definite.

Proof: Let λ1, · · · , λn be the eigenvalues of Laplacian
matrix L in the increasing order, then λ1 = 0, λ j > 0, 2≤
j ≤ n. Denote n eigenvectors of L by ςi, i = 1, 2, · · · , n
with ς1 = 1, an eigenvector of L corresponding to λ1 = 0.
Then any nonzero vector z ∈ Rn can be expressed by z =

n
∑

i=1
ciςi for some constants ci, i = 1, 2, · · · , n. Moreover,

H 6= 0. Without loss of generality, we assume a j0 > 0 for
some j, and it is obvious ς T

1 Hς1 ≥ a j0. Therefore, in either
the case when ci = 0, i = 2, · · · , n (c1 6= 0) or the case
when ci 6= 0 for some i≥ 2, we always have zT Bz= zT Lz+

zT Hz≥
n
∑

i=2
λic2

i ς T
i ςi + zT Hz > 0, for z 6= 0, which implies

the conclusion. �

3. MAIN RESULTS

In this section, we first propose a fixed-time state ob-
server to estimate velocity; subsequently, we present dis-

tributed algorithms for multi-agent systems with distur-
bance and estimate the settling time.

For the considered multi-agent system (2) with un-
known velocity and uncertain disturbance, the fixed-time
state observer is constructed to estimate velocity, which is
specified as

η̇ri = ηvi− c1σsigα1 (ηri− ri)

− c1 (1−σ)sigβ1 (ηri− ri) ,

η̇vi = ui(t)+η∆i− c2σsigα2 (ηri− ri)

− c2 (1−σ)sigβ2 (ηri− ri) ,

η̇∆i =−c3σsigα3 (ηri− ri)

− c3 (1−σ)sigβ3 (ηri− ri) , (4)

where ηri, ηvi, η∆i ∈ Rm are the estimates of ri, vi,
∆i, respectively, c1, c2, c3 are positive constants, αk =
(k+1)α − k, βk = (k+1)β − k, α ∈ (1− ε,1), β ∈
(1,1+ ε), k = 1, 2, 3, ε > 0 is sufficiently small, the
gains c1, c2, c3 are assigned such that the matrix M = −c1 1 0
−c2 0 1
−c3 0 0

 is Hurwitz, σ(t) is a switching function

such that σ(t) =

{
0, t ∈ [0,Tu],

1, t ∈ (Tu,∞),
Tu is switching time.

Then, we can obtain that the observer (4) can estimate
the velocity within

T1 ≤
4λmax (ϒ)

(1−α)λmin (Z)

(
(β −1)λmin (Z)Tu

4λmax (ϒ)

)−α

+Tu,

(5)

where ϒ is a positive definite matrix satisfying MT ϒ +
ϒM =−Z, Z is a positive definite matrix.

The design of this observer is based on the results pro-
vided in [31, 39]. The proof can refer to the proof pro-
cess for Brunovsky Systems [31], and is hence omit-
ted here. Tu is typically selected through estimation
error. For t ≤ Tu, σ = 0 and observer (4) becomes

η̇ri = ηvi− c1sigβ1 (ηri− ri) ,

η̇vi = ui(t)+η∆i− c2sigβ2 (ηri− ri) ,

η̇∆i =−c3sigβ3 (ηri− ri) .

Define the estima-

tion errors ϕri = ηri − ri, ϕvi = ηvi − vi, ϕ∆i = η∆i −
∆i and choose a Lyapunov function V (β ,ϕ) = ΞT ϒΞ,

where ϕ = (ϕ1,ϕ2,ϕ3)
T and Ξ =

(
ϕ1,ϕ

1
β1

2 ,ϕ
1

β2
3

)T

. When

t = Tu, Lyapunov function V (β ,ϕ) satisfies V (Tu) <(
β−1

4
λmin(Q)
λmax(P)

Tu

) 2
1−β

, which indicates the relationship be-
tween Tu and the evaluation error.

Remark 1: For linear second-order multi-agent sys-
tems, [32, 33] proposed fixed-time convergent state ob-
servers. Then, [35] proposed fixed-time convergent ob-
server for multi-agent systems with disturbance. All these
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results only used bi-limit homogeneity to prove that the
observer is fixed-time stable, but didn’t give the settling
time. Therefore, fixed-time convergent observer which
can estimate the settling time is provided in this paper.

First, we consider the case when the leader’s control
input is zero, i.e., u0 = 0m. Based on the fixed-time state
observer (4), an integral sliding mode variable Si(t) is de-
signed as

Si(t) = ηvi(t)−ηvi (0)−
∫ t

0
ui1(t)dτ, (6)

where Si = [si1, si2, · · · , sim]
T , ui1(t) = −ψi(t) −

sig(ψi(t))p−sig(ψi(t))
1
p , ψi(t)= k1

n
∑
j=1

ai j(ri(t)− r j(t))+

k2
n
∑
j=1

ai j(ηvi(t)−ηv j(t))+k1ai0(ri(t)−r0(t))+k2ai0(ηvi(t)

−v0(t)), k1, k2 > 0, p ∈ (0.5,1).
The fixed-time consensus algorithm based on integral

sliding mode is proposed as

ui(t) = ui1(t)− γ1sgn(Si)− γ2sig(Si)
q, (7)

where γ1 > ∆, γ2 is a positive constant, q ∈ (1,2).

Remark 2: From (10), q is used to adjust the settling
time. In applications, when m > 2, in the case that other
parameters remain unchanged, increasing q will result in
longer settling time. When m = 1 or 2, increasing q will
result in shorter settling time. For the convenience of the
readers, we stipulate that q is selected in the interval (1,2).
Meanwhile, we can guarantee the settling time by select-
ing the parameters γ1,γ2.

The structure diagram of control process is given in
Fig. 1.

Remark 3: From Fig. 1, the leader broadcasts its states
and then the followers who can interact with the leader
receive the leader’s information. For each follower agent,
its sensor can receive the states of its neighbors broadcast.

Fig. 1. Structure diagram of control processes.

Meanwhile, the calculator calculates the variable ui1 by
using the received information and the observer’s output.
Then, each agent calculate its control input according to
the variable ui1 and a integrator. Since only the position
of the agent is measurable, the observer is introduced to
measure the velocity. Each agent broadcasts its position
and the observer’s output.

Lemma 5: Suppose that Assumption 1 and Assump-
tion 2 hold. The multi-agent system (2) and the leader (3)
under consensus algorithm (7) do not escape in finite time
interval [0,T1] if the parameters are selected as γ1 > ∆,
γ2 > 0, k2 >

√
k1λmax (B−1), that is, the system states are

bounded.

Proof: See Appendix A. �

Theorem 1: Consider the multi-agent system (2) and
the leader (3) with u0 = 0m. Suppose that Assumption 1
and Assumption 2 hold. With the fixed-time observer (4),
the distributed consensus algorithm (7) can achieve fixed-
time leader-following consensus if the parameters are se-
lected as γ1 > ∆, γ2 > 0, k2 >

√
k1λmax (B−1).

Furthermore, the settling time is upper bounded by

T ≤T1 +T2 +T3

=
4λmax (ϒ)

(1−α)λmin (Z)

(
(β −1)λmin (Z)Tu

4λmax (ϒ)

)−α

+Tu

+

√
2

γ1−∆
+

1
γ2 (q−1)m(1−q)/22(q−1)/2

+
2

(1− p)
√

δ 2ξ
/

λ

p+1

+
2p

(1− p)
√

nm1− 1
p

√
δ 2ξ

/
λ

1
p +1

,

where T1 is defined in (5), T2 is defined in (10), T3 is de-
fined in (19).

Proof: From (5), the observer (4) can estimate the ve-
locity within fixed-time upper bounded by t ≤ T1, i.e.,
ηri = ri,ηvi = vi when t > T1. The next proof will be di-
vided into two steps: (1) it will be shown that sliding mode
surface Si(t) is reached within fixed time; (2) we will
prove that the system (2) is globally stable within fixed
time.

Step 1: Choose the Lyapunov function as

V1(t) =
1
2

ST
i Si. (8)

Taking the derivative of V1(t) yields

V̇1(t) =ST
i Ṡi = ST

i (ui(t)+∆i(t)−ui1(t))

=ST
i (∆i(t)− γ1sgn(Si)− γ2sig(Si)

q)
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≤∆‖Si‖− γ1

m

∑
j=1
|si j|− γ2

m

∑
j=1
|si j|q+1

≤− (γ1−∆)‖Si‖− γ2m(1−q)/2‖Si‖q+1

=−
√

2(γ1−∆)V
1
2

1 (t)− γ2m
1−q

2 2
q+1

2 V
q+1

2
1 (t),

(9)

where γ1−∆> 0. Then, from Lemma 1, each sliding mode
Si(t) will converge to origin within

T2 ≤
√

2
γ1−∆

+
1

γ2 (q−1)m(1−q)/22(q−1)/2 , (10)

Step 2: According to (6), after all Si(t) converge to
origin, i.e., Si(t) = Ṡi(t) = 0m, sliding mode manifold is
maintained. It follows that η̇vi = v̇i = ui1(t).

Define tracking errors εri(t) = ri(t)− r0(t), εvi(t) =
vi(t)− v0(t) and their dynamics are{

ε̇ri(t) = εvi(t),

ε̇vi(t) = ui1(t).
(11)

Furthermore, set ςi =
n
∑
j=1

ai j (εri− εr j) + ai0εri, κi =

n
∑
j=1

ai j (εvi− εv j)+ai0εvi. Then, we have


ς̇ = κ,

κ̇ =−Bψ(t)−Bsig(ψ(t))p−Bsig(ψ(t))
1
p ,

ψ(t) = k1ς + k2κ,

(12)

where ς = [ς T
1 , ς T

2 , · · · , ς T
n ]

T , κ = [κT
1 , κT

2 , · · · , κT
n ]

T , B =
L+H.

Consider the Lyapunov function as

V2(t) =
1
2

(
ς

κ

)T ((2k1k2In k1B−1

k1B−1 k2B−1

)
⊗ Im

)(
ς

κ

)
,

(13)

where In, Im are unit matrix of order n,m, respectively.
From Lemma 4, the symmetric matrix B = L+H is pos-
itive definite. Clearly, if k2 >

√
k1λmax (B−1), we have(

2k1k2In k1B−1

k1B−1 k2B−1

)
> 0. Thus, V2(t) ≥ 0 and V2(t) = 0

if and only if ‖ς‖ = 0, ‖κ‖ = 0. The derivative of V2(t)
versus time is

V̇2(t) =2k1k2ς
T

κ + k1κ
T (B−1⊗ Im

)
κ

+
(
k1ς

T + k2κ
T )(B−1⊗ Im

)
κ̇

≤− k2
1ς

T
ς −

(
k2

2− k1λmax
(
B−1))

κ
T

κ

−
n

∑
i=1

m

∑
j=1
|ψi j|p+1−

n

∑
i=1

m

∑
j=1
|ψi j|

1
p +1

≤− k2
1ς

T
ς −

(
k2

2− k1λmax
(
B−1))

κ
T

κ

−‖ψ‖p+1−
√

nm1− 1
p ‖ψ‖

1
p +1. (14)

With the condition k2 >
√

k1λmax (B−1), one can obtain
that V̇2(t) < 0. The state

(
ς T ,κT

)T will asymptotically
converge to

(
0T

mn,0
T
mn

)T , which implies that ri(t)−r0(t) =
0m, vi(t)− v0(t) = 0m.

Next, we will show that
(
ς T ,κT

)T converge to(
0T

mn,0
T
mn

)T in fixed-time.
First, we give the following analysis. If ψi(t) = 0m,

for all i = 1,2, · · · ,n, then ςi = 0m, κi = 0m. Suppose
that some ςi 6= 0m or κi 6= 0m. If ψi(t) = 0m, it follows
that ψ̇i(t) = k1κi + k2κ̇i = 0m, which implies κ̇i = − k1

k2
κi,

κ̇ = −diag
{

k1
k2
, k1

k2
, · · · , k1

k2

}
κ . According to (12), we ob-

tain that κ̇ =−Bψ(t)−Bsig(ψ(t))p−Bsig(ψ(t))
1
p = 0nm.

We further get κi = 0m, ςi = − k2
k1

κi = 0m, which contra-
dicts that some ςi 6= 0m or κi 6= 0m is not 0m. Therefore, we
can conclude that if ψi(t) = 0m, for all i = 1,2, · · · ,n, then
ςi = 0m, κi = 0m.

Before consensus is achieved, it is obvious that at least
one of ςi(t) and κi(t) is not 0m, ψT (t)ψ(t) > 0. Define
εi(t) =

(
k1ς T

i ,k2κT
i

)T , then we have ψi =
(

1 1
)
⊗

Imεi(t). Before consensus is achieved, it follows from
Lemma 6 [40] that

ψ
T

ψ ≥ ξ

n

∑
i=1

(
k2

1‖ςi‖2 + k2
2‖κi‖2

)
, (15)

where ξ = min ε

‖ε‖

(
ε

‖ε‖

)T
(

1 1
1 1

)
⊗ Imn

(
ε

‖ε‖

)
> 0, ε =[

εT
1 ,ε

T
2 , ,ε

T
n

]T .

‖ψ(t)‖p+1

V2(t)
p+1

2

≥ ‖ψ(t)‖p+1

λ
p+1

2 ‖ς T ς +κT κ‖
p+1

2

≥

∥∥∥∥ξ δ 2
n
∑

i=1

(
‖ςi‖2 +‖κi‖2

)∥∥∥∥ p+1
2

λ
p+1

2 ‖ς T ς +κT κ‖
p+1

2

=
√

δ 2ξ
/

λ

p+1
,

(16)

where δ = min{k1,k2} and λ is the maximum eigenvalue

of the matrix 1
2

(
2k1k2In k1B−1

k1B−1 k2B−1

)
.

Similarly, we get

√
nm1− 1

p ‖ψ‖
1
p +1

V2(t)
1

2p +
1
2

≥
√

nm1− 1
p ‖ψ‖

1
p +1

λ
1

2p +
1
2 ‖ς T ς +κT κ‖

1
2p +

1
2

≥

√
nm1− 1

p

∥∥∥∥ξ δ 2
n
∑

i=1

(
‖ςi‖2 +‖κi‖2

)∥∥∥∥ 1
2p +

1
2

λ
1

2p +
1
2 ‖ς T ς +κT κ‖

p+1
2

=
√

nm1− 1
p

√
δ 2ξ

/
λ

1
p +1

. (17)

Thus, submitting (16), (17) into (14) can yield

V̇2(t)+
√

δ 2ξ λ
p+1

V2(t)
p+1

2
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+
√

nm1− 1
p
√

δ 2ξ λ

1
p +1

V2(t)
1

2p +
1
2 ≤ 0. (18)

It follows from Lemma 1 that
(
ς T ,κT

)T converges to(
0T

mn,0
T
mn

)T within the settling time

T3 ≤
2

(1− p)
√

δ 2ξ
/

λ

p+1

+
2p

(1− p)
√

nm1− 1
p

√
δ 2ξ

/
λ

1
p +1

. (19)

Then, we get r1 = · · · = rn = r0, v1 = · · · = vn = v0.
Based on the analysis above, we can conclude that the
proposed observer and integral sliding mode control al-
gorithm can solve fixed-time consensus problem of multi-
agent system (2) and leader (3) with u0 = 0m. From (5),
(10) and (19), the settling time is upper bounded by T ≤
T1 +T2 +T3. This is the end of proof. �

Remark 4: The proposed consensus algorithm (7) not
only can solve the fixed-time consensus problem with
unmeasurable velocity, but also can estimate the settling
time, while previous results [32–35] only used bi-limit
homogeneity to prove that multi-agent systems are fixed-
time stable. In practical applications, these control meth-
ods cannot be applied to scenarios with convergence time
requirements. From (5), (10), (19), it can be seen that the
settling time depends on observer parameters, controller
parameters, which can be selected properly to satisfy strict
settling-time requirements.

Next, we consider the case where the leader’s control
input is not zero. Since only the followers that have di-
rect communication link to leader can receive the leader’s
state, fixed-time observer is constructed to estimate the
leader’s state.

σ̇i =

n
∑
j=0

ai jσ̇ j

n
∑
j=0

ai j

− d1
n
∑
j=0

ai j

sig

(
n

∑
j=0

ai j (σi−σ j)

)α0

− d2
n
∑
j=0

ai j

sig

(
n

∑
j=0

ai j (σi−σ j)

)1/α0

, (20)

where d1, d2 denote observer gains and d1, d2 > 0, α0 ∈
(0.5,1), σi (i = 1, 2, · · · , n) are the estimate of ith agent,
σ0 = r0.

Then, the integral sliding mode variable (6) and consen-
sus algorithm (7) will be modified to

Si(t) = ηvi(t)−ηvi(0)−
∫ t

0
(ui0(t)+ui1(t))dτ, (21)

ui(t) = ui0(t)+ui1(t)− γ1sgn(Si)− γ2sig(Si)
q, (22)

where ui0(t) = σ̈i.

Theorem 2: Consider the multi-agent system (2) and
the leader (3) with u0 6= 0m. Suppose that Assumption 1
and Assumption 2 hold. With the fixed-time observer (4)
(20), the distributed consensus algorithm (22) can achieve
fixed-time leader-following consensus if the parameters
are selected as γ1 > ∆, γ2 > 0, k2 >

√
k1λmax (B−1).

Furthermore, the settling time is upper bounded by T ≤
T1 +T2 +T3 +T4, where T1 is defined in (5), T2 is defined
in (10), T3 is defined in (19), T4 is defined in (27).

Proof: First, we prove that the observer (20) can esti-
mate the leader’s states in fixed-time.

Set ωi =
n
∑
j=0

ai j (σi−σ j)=
n
∑
j=1

ai j (σ̃i− σ̃ j)+ai0σ̃i, σ̃i =

σi−σ0, ω =
(
ωT

1 ,ω
T
2 , · · · ,ωT

n

)T , σ̃ =
(
σ̃ T

1 , σ̃
T
2 , · · · , σ̃ T

n

)T ,
it follows that ω = (B⊗ Im) σ̃ . Then we rewrite (20) as

ω̇i =−d1sig(ωi)
α0 −d2sig(ωi)

1/α0 . (23)

Consider the Lyapunov function as

V1(t) =
1
2

ω
T

ω. (24)

Taking the derivative of V (t) yields

V̇1(t) =−d1

n

∑
i=1

ω
T
i sig(ωi)

α0 −d2

n

∑
i=1

ω
T
i sig(ωi)

1/α0

=−d1

n

∑
i=1

m

∑
j=1
|ωi j|α0+1−d2

n

∑
i=1

m

∑
j=1
|ωi j|1/α0+1

≤−d1

(
n

∑
i=1

m

∑
j=1

ω
2
i j

) α0+1
2

−d2(nm)
1−1/α0

2

(
n

∑
i=1

m

∑
j=1

ω
2
i j

) 1/α0+1
2

=−d1‖ω‖α0+1−d2(nm)
1−1/α0

2 ‖ω‖1/α0+1

=−d12
α0+1

2 V
α0+1

2
1 (t)

−d2(nm)
1−1/α0

2 2
1/α0+1

2 V
1/α0+1

2
1 (t). (25)

Define ξ =
√

2V (t), it follows that

ξ̇ ≤−d1ξ
α0 −d2(nm)

1−1/α0
2 ξ

1/α0 . (26)

From Lemma 1, ω will converge to the origin within fixed-
time upper bounded by

T4 ≤
1

d1 (1−α0)
+

α0

d2 (1−α0)
√

nm1−1/α0
. (27)

It follows from Lemma 4 that σ̃i = σi−σ0 = 0m and σ1 =
· · ·= σn = σ0 within T4.

Then, similar to the proof process of Theorem 1, it is
easy to obtain that Theorem 2 holds and the proof is omit-
ted here. This is the end of proof. �
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Remark 5: The observer (20) can estimate the leader’s
states within T4. The controller (22) involves differential
term, which results in difficulties in control implementa-
tion. A uniform robust exact differentiator [41] can accu-
rately calculate the derivative of σi, i.e., σ̈1 = · · · = σ̈n =
u0.

Remark 6: Comparing Theorems 1 and 2 shows that
when the leader’s control input is not zero, which not only
affects the controller design process, but also increases the
settling time due to the estimation of the leader’s state.
Obviously, the case when the leader’s control input is 0 is
a special case where the control input is not 0. The con-
troller whose leader’s control input is not 0 is more com-
plicated than the controller with u0 = 0m.

Considering the absence of disturbance for multi-agent
system (2), we have the following corollary.

Corollary 1: Consider the multi-agent system (2) and
the leader (3) in the absence of uncertain disturbance. Sup-
pose that Assumption 1 holds. If the state observer and
consensus algorithm are designed as

η̇ri = ηvi− c1σsigα1 (ηri− ri)

− c1 (1−σ)sigβ1 (ηri− ri) ,

η̇vi = ui(t)− c2σsigα2 (ηri− rii)

− c2 (1−σ)sigβ2 (ηri− ri) , (28)

ui(t) = ui0(t)+ui1(t), (29)

then leader-following consensus can be achieved in fixed
time.

Proof: The proof is similar to Theorems 1 and is omit-
ted here. This is the end of proof. �

It is worth noting that the sign function is used in the
control algorithm (22), which may lead to chattering in
practical applications. To tackle this problem, the follow-
ing saturation function is defined as

sat (x) =


x
ω
, |x|< ω,

sgn(x) , |x| ≥ ω,
(30)

where ω denotes a very small positive constant, sat (X) =
(sat (x1) ,sat (x2) , · · · ,sat (xn))

T , X = (x1,x2, · · · ,xn)
T .

Then, the integral sliding mode controller which can
eliminate chattering is designed as

Si(t) = ηvi(t)−ηvi (0)−
∫ t

0
(ui0(t)+ui1(t))dτ, (31)

ui(t) = ui0(t)+ui1(t)−∆sat (Si)

− γ1sig(Si)
q1 − γ2sig(Si)

q2 , (32)

where ui0(t) = σ̈i, γ1 > ∆, γ2 > 0, q1 ∈ (0.5,1), q2 ∈ (1,2).

Theorem 3: Consider the multi-agent system (2) and
the leader (3) with u0 6= 0m. Suppose that Assumption 1
and Assumption 2 hold. With the fixed-time convergent
state observers (4) (20), the distributed consensus algo-
rithm (32) can make the multi-agent system fixed-time sta-
ble with a bounded error ‖Si‖=

(
ω
/

4
) 1

q1+1 if the parame-
ters are selected as γ1 > ∆, γ2 > 0, k2 >

√
k1λmax (B−1).

Furthermore, the settling time is upper bounded by T ≤
T1 +T2 +T3 +T4, where T1 is defined in (5), T2 is defined
in (38), T3 is defined in (19), T4 is defined in (27).

Proof: First, we prove that the sliding mode surface
Si(t) is reached with a bounded error. Choose the Lya-
punov function as

V1(t) =
1
2

ST
i Si. (33)

Taking the derivative of V1(t) yields

V̇1(t) =ST
i Ṡi = ST

i (ui(t)+∆i(t)−ui0(t)+ui1(t))

=ST
i (∆i(t)−∆sat(Si)−γ1sig(Si)

q1−γ2sig(Si)
q2)

≤∆
(
‖Si‖−ST

i sat (Si)
)
− γ1

m

∑
j=1
|si j|q1+1

− γ2

m

∑
j=1
|si j|q2+1. (34)

When |si j(t)| ≥ ω , it follows that sat (si j(t)) = sgn(si j(t))

and ST
i sat (Si) =

m
∑
j=1
|si j|. Then, we have

V̇1(t)≤∆

(
‖Si‖−

m

∑
j=1
|si j|
)
− γ1

m

∑
j=1
|si|q1+1

− γ2

m

∑
j=1
|si|q2+1

≤− γ1

m

∑
j=1
|si|q1+1− γ2

m

∑
j=1
|si|q2+1

≤− γ1‖Si‖q1+1− γ2m(1−q2)/2‖Si‖q2+1

=− γ12
q1+1

2 V
q1+1

2
1 (t)− γ2m

1−q2
2 2

q2+1
2 V

q2+1
2

1 (t).
(35)

From Lemma 1, it is easy to obtain that si j(t) converges
to the region |si j(t)| < ω within t1 ≤ 1

γ1(1−q1)2(q1−1)/2 +

1
γ2(q2−1)m(1−q2)/22(q2−1)/2 .

Then, we have

V̇1(t)≤∆

(
‖Si‖−

‖Si‖2

ω

)
− γ1

m

∑
j=1
|si|q1+1

− γ2

m

∑
j=1
|si|q2+1
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≤∆

(
‖Si‖−

‖Si‖2

ω

)
− γ1‖Si‖q1+1

− γ2m
1−q2

2 ‖Si‖q2+1

=−∆

(
ω

4
−‖Si‖+

‖Si‖2

ω

)

+

(
ω∆

4
−∆‖Si‖q1+1

)
− (γ1−∆)‖Si‖q1+1

− γ2m
1−q2

2 ‖Si‖q2+1, (36)

where γ1−∆ > 0. Obviously, −∆

(
ω

4 −‖Si‖+ ‖Si‖2

ω

)
≤ 0

and we choose ω

4 = ‖Si‖q1+1, it follows that

V̇1(t)≤− (γ1−∆)‖Si‖q1+1− γ2m
1−q2

2 ‖Si‖q2+1

=− (γ1−∆)2
q1+1

2 V
q1+1

2
1 (t)

− γ2m
1−q2

2 2
q2+1

2 V
q2+1

2
1 (t). (37)

Then, from Lemma 1, each sliding mode Si(t) will

converge to region ‖Si‖ =
(
ω
/

4
) 1

q1+1 within t2 ≤
1

(γ1−∆)(1−q1)2(q1−1)/2 +
1

γ2(q2−1)m(1−q2)/22(q2−1)/2 .

Based on the analysis above, we can obtain that each
sliding mode Si(t) will converge to the region ‖Si‖ =(
ω
/

4
) 1

q1+1 with settling time

T2 = t1 + t2. (38)

The next proof process is similar to Theorem 1 and is
omitted here. This is the end of proof. �

4. FURTHER DISCUSSION

In this section, the results of this paper are further com-
pared with existing results and the novelty of the results is
demonstrated.

Most of the existing consensus protocols can achieve
consensus by using both the position and velocity in-
formation. However, in some cases, the agents are not
equipped with the velocity measurement devices or the ve-
locity information cannot be measured precisely due to the
technology constraints or the environment disturbances.
The existing results on fixed-time output feedback con-
sensus, for example, see [32–36], can only prove fixed-
time stable without settling time estimation. In this paper,
uncertain disturbance is considered and the proposed con-
trol scheme can achieve fixed-time consensus with settling
time estimation.

The consensus algorithms of second-order multi-agent
system [32–36] were developed by bi-limit homogeneous
systems theory. Bi-limit homogeneity can only prove that
state observer and consensus algorithm are fixed-time

stable, but doesn’t give the settling time, which can-
not be applied to scenarios with convergence time re-
quirements. Among these literatures, only [35] inves-
tigated fixed-time output feedback consensus with un-
certain disturbance and proposed an algorithm ui(t) =

−(lii +bi)
−1
(

j=M
∑

j=1, j 6=i
li ju j +ui

′
)

, where u j denotes jth

agent’s control input. One can see clearly that each agent
requires its neighbors’ control input values to calculate
its own control input value by using this controller. On
one hand, each agent must continuously obtain its neigh-
bors’ control inputs, which will increase the communica-
tion burden in the network. On the other hand, information
of controller updates for each agent is regarded as private
and may be inaccessible to other agents. This will make it
impossible to carry out the control scheme in some prac-
tical applications. This paper presents a novel method to
tackle the settling time estimation problem, which does
not require obtaining the control input of neighbors.

Bi-limit homogeneous systems theory only needs to
prove that the system is globally asymptotically stable
and homogeneous in the bi-limit. The controller design
and proof method is relatively simple [32–36]. In order
to prove stability and theoretically give a time estimation,
we construct a Lyapunov function and skillfully derive the
relationship between it and its derivative.

Theoretically, the proposed control scheme can achieve
fixed-time output feedback consensus with settling time
estimation. Practically, the proposed control scheme is
more suitable for scenarios with convergence time re-
quirements than those in [32–36].

5. SIMULATION RESULTS

To verify the validity of main results, we consider
consensus problem of single-link robotic manipulators
[15, 42]. Consider a group of single-link robotic manip-
ulators, which are linked as shown in Fig. 2. The single-
link robotic manipulator consists of a rigid link coupled
through a gear train to a DC motor. The dynamics of

2t
2q

2 2M gl

Leader

1t
1q

1 1M gl

4t
4q

4 4M gl

3t
3q

3 3M gl

Agent 1 Agent 2

Agent 3Agent 4

Fig. 2. The interaction graph.
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single-link robotic manipulator is described by

Jiq̈i +Biq̇i +Migli sin(qi) = τi, (39)

where the states qi and q̇i are angle and angular velocity
of the ith manipulator, Ji is the total rotational inertia of
the link and the motor, Bi is the damping coefficient, Mi

denotes the total mass of the link, g is the gravitational
acceleration, li is the distance from the joint axis to the
link center of mass for ith manipulator.

To achieve fixed-time consensus, the controller for
robotic manipulator is constructed as

τi = ui
in +ui

out = Biq̇i +Migli sin(qi)+ Ji (ui +∆i) ,
(40)

where the control of arm can be decomposed into the
internal control ui

in and external control ui
out , i.e., ui

in =
Biq̇i + Migli sin(qi) and ui

out = Ji (ui +∆i). The internal
control is designed by using the robotic manipulator’s own
output and the external control is generated by the exter-
nal controller. With the controller (31), the manipulators’
dynamics can be rewritten as

q̈i = ui. (41)

Set ri = qi, vi = q̇i, the manipulators’ dynamics becomes
multi-agent system (2) with uncertain disturbance. Next,
two simulation examples are provided to verify the valid-
ity of fixed-time consensus algorithm.

In the first example, we verify the fixed-time consensus
of multi-agent systems with u0 = 0. Assume that ∆i(t) =
0.1cos(t). We design the controller (7) with k1 = 5, k2 = 5,
p = 0.8, q = 1.2, γ1 = γ2 = 1 and the state observer (4)
with c1 = c2 = c3 = 150, α = 0.8,β = 1.2, Tu = 0.1 s. The
initial conditions for the single-link robotic manipulators
are chosen as r(0) = [π/11, −3π/7, 2π/5, 3π/10]T rad,
v(0) = [0.12,−0.14, 0.25,−0.13]T rad/s. The initial states
of leader is selected as [r0(0), v0(0)] = [0, 0.2]T . By using
algorithm (7), we implement the simulations and plot the
state trajectories and observers’ output in Fig. 3 and Fig. 4,
respectively.

It can be seen from Fig. 3 that the position and ve-
locity of all followers converge rapidly from their re-
spective initial states to leader’s states with convergence
time 5.96s, which verifies the validity of Theorem 1.
From Fig. 4(a) and Fig. 4(c), we can obtain that each
state observer rapidly estimates agent’s position and the
estimated errors rapidly converge to zero with conver-
gence time 0.545s. From Fig. 4(b) and Fig. 4(d), we
can obtain that each observer estimates agent’s veloc-
ity with a longer convergence time 5.38s, which satis-
fies (5) and is mainly due to disturbance. From Fig. 3(a)
and Fig. 3(c), when t > 0.545s, we get ηri = ri, further
η̇∆i =−c3σsigα3 (ηri− ri)−c3 (1−σ)sigβ3 (ηri− ri) = 0.
Note that ∆i(t) = 0.1cos(t) and it is impossible to achieve
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Fig. 3. Trajectories of system states and tracking errors:
(a) ri; (b) vi; (c) εri = ‖ri− r0‖; (d) εvi = ‖vi− v0‖.
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Fig. 4. Output of state observer and observer errors: (a)
ηri; (b) ηvi; (c) eri = ‖ηri− ri‖; (d) evi = ‖ηvi− vi‖.

the identity η̇∆i = 0, which causes the observer spend extra
time adjusting the estimation.

In the second example, the initial states and the parame-
ters of controller and observer are selected to be the same
as in the first example. The leader’s control input is set
to u0 = −0.2sin(t) and [r0 (0) ,v0 (0)] = [0,0.1]. The ob-
server for leader is selected as d1 = d2 = 50, α0 = 0.8. By
using algorithm (22), we implement the simulations and
the results are shown in Fig. 5, Fig. 6 and Fig. 7, respec-
tively.

It can be seen from Fig. 5 that the position and velocity
of all followers converge rapidly from their respective ini-
tial states to leader’s states with convergence time 6.075s,
which verifies the validity of Theorem 2. From Fig. 6, we
can obtain that each state observer estimates agent’s states
with convergence time 5.225s. From Fig. 7, we can ob-
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Fig. 5. Trajectories of system states and tracking errors:
(a) ri; (b) vi; (c) εri = ‖ri− r0‖; (d) εvi = ‖vi− v0‖.
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Fig. 6. Output of state observer and observer errors: (a)
ηri; (b) ηvi; (c) eri = ‖ηri− ri‖; (d) evi = ‖ηvi− vi‖.

tain that each agent can estimate the leader’s states within
0.195s.

Then, we conducted a simulation to verify that the pro-
posed algorithm (32) can eliminate the chattering phe-
nomenon. The initial states and the parameters of con-
troller and observer are selected to be the same as in the
second example. The saturation parameter is selected as
ω = 0.005. By using algorithm (32), we implement the
simulations and the results are shown in Fig. 8, and Fig. 9,
respectively. Fig. 8 shows that fixed-time leader-follower
consensus is achieved and each state observer estimates
agent’s states in fixed time. It can be seen from Fig. 9
that when the consensus is achieved, the control inputs
of all followers are in a smooth state, and no chattering
phenomenon occurs.

The above simulation examples verify that the proposed
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Fig. 8. Trajectories of system states and output of state ob-
server by using controller (32): (a) ri; (b) vi; (c) ηri;
(d) ηvi.

control scheme can achieve fixed-time consensus with
unmeasurable velocity and uncertain disturbance. Mean-
while, the proposed algorithm (32) solves the chattering
problem caused by the integral sliding mode.

In order to show the advantages of the results in this
paper, the simulation comparison with [35] is carried out.

ui(t) =−(lii +bi)
−1

(
j=M

∑
j=1, j 6=i

li ju j +ui
′

)
, (42)

ui
′(t) =−∆̂

′
i− ki,1

(
sign(ei,1)

αi,1 + sign(ei,1)
α ′ i,1 + ei,1

)
− ki,2

(
sign(êi,2)

αi,2 + sign(ei,2)
α ′ i,2 + ei,2

)
.

(43)
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Fig. 10. Trajectories of system states and tracking errors
by using controller (42): (a) ri; (b) vi; (c) εri =
‖ri− r0‖; (d) εvi = ‖vi− v0‖.

The initial states are the same as in the second exam-
ple. The coupling coefficient of controller (42) (43) are the
same as that of the proposed controller, with ki,1 = 5, ki,2 =
5. Due to bi-limit homogeneity, the parameters are chosen
as αi,1 = 0.667, αi,2 = 0.8, α ′i,1 = 1.33, α ′i,2 = 1.143. The
simulation results of single-link robotic arm are shown in
Fig. 10 and Fig. 11.

From Fig. 10, the position and velocity of all follow-
ers converge from their respective initial states to leader’s
states with convergence time 8.913s. From Fig. 11, we
can obtain that each state observer estimates agents’ states
with convergence time 6.308s. Comparing Figs. 10 and
11 with Figs. 5 and 6, it can be seen that the proposed al-
gorithm in this paper has better control performance than
the controller (42). Note that the controller (42) needs
the agent to continuously acquire the control inputs of its
neighbors, and the information of controller updates for
each agent is regarded as private and may be inaccessible
to other agents, which not only causes an increase in com-
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Fig. 11. Output of state observer and observer errors by
using controller (42): (a) ηri; (b) ηvi; (c) eri =
‖ηri− ri‖; (d) evi = ‖ηvi− vi‖.

munication burden, but also is not easy to implement in
practical applications.

6. CONCLUSION

Fixed-time consensus problem with disturbance and un-
known velocity has been discussed. First, a fixed-time
convergent state observer has been proposed such that the
velocity information and the disturbance can be estimated
within fixed time. Second, a consensus algorithm has been
established based on integral sliding mode such that fixed-
time consensus can be achieved and the settling time can
be theoretically estimated. Finally, the efficiency of the
proposed control scheme has been verified by simulation
results.

Noting that the connection topology of networks is in-
variant in this paper. However, as pointed out in [43],
under some undesirable networked environments, the
changes of connection topology are randomly occurring
and obey the Markov process. The time-varying topology
is more realistic relying on the fact that the implemented
topology in practice often varies according to the differ-
ent situations [44]. Future topics will focus on fixed-time
consensus control for Markov Jump Systems.

APPENDIX A

It follows from fixed-time state observer (4) that the es-
timation errors ϕri, ϕvi, ϕ∆i converge to zero in fixed time,
which implies that ϕri, ϕvi, ϕ∆i are always bounded.

To examine the boundedness of the closed-loop sys-
tem within T1, we first analysis the Lyapunov function (8).
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When t ≤ Tu, differentiating V1(t) versus time yields

V̇1(t) =ST
i Ṡi = ST

i (−γ1sgn(Si)− γ2sig(Si)
q

+η∆i− c2sigβ2 (ϕri)
)

=ST
i (∆i− γ1sgn(Si)− γ2sig(Si)

q

+η∆i−∆i− c2sigβ2 (ϕri)
)

≤−(γ1−∆)‖Si‖− γ2m(1−q)/2 ‖Si‖q+1

+‖Si‖‖φ∆i‖+ c2 ‖Si‖‖φri‖β2 . (A.1)

Noting that ϕri,ϕvi,ϕ∆i are all bounded, which makes
V̇1(t) bounded. As a result, Lyapunov function V1(t) as
well as Si is bounded in time interval [0,Tu]. Similarly,
when Tu < t ≤ T1, we have

V̇1(t)≤−(γ1−∆)‖Si‖− γ2m(1−q)/2 ‖Si‖q+1

+‖Si‖‖φ∆i‖+ c2m(1−α2)/2 ‖Si‖‖φri‖α2 .
(A.2)

It follows that V1(t) as well as Si is bounded in time in-
terval (Tu,T1]. We can obtain that V1(t) and Si are bounded
when t ≤ T1.

Next, we show that the closed-loop system are bounded
when t ≤ T1. Then, the closed-loop system can be rewrit-
ten as

ς̇ = κ,

κ̇ =−Bψ(t)−Bsig(ψ(t))p−Bsig(ψ(t))
1
p

− γ1Bsgn(S)− γ2Bsig(S)q +B∆(t),

ψ(t) = k1ς + k2κ,

(A.3)

where sgn(S) = (sgn(S1), · · · , sgn(Sn))
T , sig(S)q =

(sig(S1)
q, · · · , sig(Sn)

q)T , ∆ = (∆1, · · · , ∆n)
T . Consider

the Lyapunov function (13), differentiating V2(t) versus
time yields

V̇2(t)≤− k2
1ς

T
ς −

(
k2

2− k1λmax
(
B−1))

κ
T

κ

−‖ψ‖p+1−
√

nm1− 1
p ‖ψ‖

1
p +1

−ψ
T (γ1sgn(S)+ γ2sig(S)q−∆(t)) . (A.4)

Noting that S and ∆ are bounded, so there is a positive
constant ϖ such that ‖γ1sgn(S)+ γ2sig(S)q−∆(t)‖ ≤ ϖ .
Define o =

√
k2

2− k1λmax (B−1). Utilizing the inequality
‖ψ‖= ‖k1ς + k2κ‖ ≤ k1 ‖ς‖+ k2 ‖κ‖, we have

V̇2(t)≤− k2
1‖ς‖

2−o‖κ‖2−‖ψ‖p+1

−
√

nm1− 1
p ‖ψ‖

1
p +1 +ϖ (k1 ‖ς‖+ k2 ‖κ‖)

=
k2

2ϖ2

4o2 +
ϖ2

4
−‖ψ‖p+1−

√
nm1− 1

p ‖ψ‖
1
p +1

−
(

k1 ‖ς‖−
ϖ

2

)2

−
(

o‖κ‖− k2ϖ

2o

)2

.

(A.5)

Obviously, V̇2(t) is bounded, it is easy to obtain that
V2(t) as well as ‖ς‖ ,‖κ‖ are also bounded when t ≤ T1.
Thus, the states of the closed-loop system are bounded in
time interval [0,T1].

REFERENCES

[1] H. T. Chen, S. M. Song, and Z. B. Zhu, “Robust finite-time
attitude tracking control of rigid spacecraft under actuator
saturation,” International Journal of Control Automation
and Systems, vol. 16, pp. 1-15, Feb. 2018.

[2] M. De Domenico, “Diffusion geometry unravels the emer-
gence of functional clusters in collective phenomena,” Phys
Rev Lett, vol. 118, p. 168301, Apr. 2017.

[3] H. Wang, C. Zhang, Y. Song, and B. Pang, “Master-
followed multiple robots cooperation SLAM adapted to
search and rescue environment,” International Journal of
Control Automation and Systems, vol. 16, pp. 2593-2608,
Dec. 2018.

[4] A. Zhang, D. Zhou, M. Yang, and P. Yang, “Finite-time for-
mation control for unmanned aerial vehicle swarm system
with time-delay and input saturation,” IEEE Access, vol. 7,
pp. 5853-5864, 2019.

[5] R. O. Saber and R. M. Murray, “Consensus protocols for
networks of dynamic agents,” Proceedings of the American
Control Conference, vols. 1-6, IEEE, pp. 951-956, 2003.

[6] B. Zhu, L. H. Xie, D. Han, X. Y. Meng, and R. Teo, “A sur-
vey on recent progress in control of swarm systems,” Sci-
ence China-Information Sciences, vol. 60, p. 24, Jul. 2017.

[7] J. H. Qin, Q. C. Ma, Y. Shi, and L. Wang, “Recent advances
in consensus of multi-agent systems: a brief survey,” IEEE
Transactions on Industrial Electronics, vol. 64, pp. 4972-
4983, Jun. 2017.

[8] Y. C. Cao, W. W. Yu, W. Ren, and G. R. Chen, “An
overview of recent progress in the study of distributed
multi-agent coordination,” IEEE Transactions on Indus-
trial Informatics, vol. 9, pp. 427-438, Feb. 2013.

[9] Z. Y. Zuo, Q. L. Han, B. D. Ning, X. H. Ge, and X. M.
Zhang, “An overview of recent advances in fixed-time co-
operative control of multiagent systems,” IEEE Transac-
tions on Industrial Informatics, vol. 14, pp. 2322-2334,
Jun. 2018.

[10] A. Zhang, D. Zhou, P. Yang, and M. Yang, “Event-
triggered finite-time consensus with fully continuous com-
munication free for second-order multi-agent systems,” In-
ternational Journal of Control, Automation and Systems,
vol. 17, pp. 836-846, April 2019.

[11] P. Tong, S. Chen, and L. Wang, “Finite-time consensus
of multi-agent systems with continuous time-varying inter-
action topology,” Neurocomputing, vol. 284, pp. 187-193,
2018.

[12] Y. Shang, “Finite-time cluster average consensus for net-
works via distributed iterations,” International Journal of
Control Automation and Systems, vol.15, pp. 933-938, Apr.
2017.

http://dx.doi.org/10.1007/s12555-016-0768-1
http://dx.doi.org/10.1007/s12555-016-0768-1
http://dx.doi.org/10.1007/s12555-016-0768-1
http://dx.doi.org/10.1007/s12555-016-0768-1
http://dx.doi.org/10.1103/PhysRevLett.118.168301
http://dx.doi.org/10.1103/PhysRevLett.118.168301
http://dx.doi.org/10.1103/PhysRevLett.118.168301
http://dx.doi.org/10.1007/s12555-017-0227-7
http://dx.doi.org/10.1007/s12555-017-0227-7
http://dx.doi.org/10.1007/s12555-017-0227-7
http://dx.doi.org/10.1007/s12555-017-0227-7
http://dx.doi.org/10.1007/s12555-017-0227-7
http://dx.doi.org/10.1109/ACCESS.2018.288985
http://dx.doi.org/10.1109/ACCESS.2018.288985
http://dx.doi.org/10.1109/ACCESS.2018.288985
http://dx.doi.org/10.1109/ACCESS.2018.288985
http://dx.doi.org/10.1109/ACC.2003.1239709
http://dx.doi.org/10.1109/ACC.2003.1239709
http://dx.doi.org/10.1109/ACC.2003.1239709
http://dx.doi.org/10.1007/s11432-016-9088-2
http://dx.doi.org/10.1007/s11432-016-9088-2
http://dx.doi.org/10.1007/s11432-016-9088-2
http://dx.doi.org/10.1109/TIE.2016.2636810
http://dx.doi.org/10.1109/TIE.2016.2636810
http://dx.doi.org/10.1109/TIE.2016.2636810
http://dx.doi.org/10.1109/TIE.2016.2636810
http://dx.doi.org/10.1109/TII.2012.2219061
http://dx.doi.org/10.1109/TII.2012.2219061
http://dx.doi.org/10.1109/TII.2012.2219061
http://dx.doi.org/10.1109/TII.2012.2219061
http://dx.doi.org/10.1109/TII.2018.2817248
http://dx.doi.org/10.1109/TII.2018.2817248
http://dx.doi.org/10.1109/TII.2018.2817248
http://dx.doi.org/10.1109/TII.2018.2817248
http://dx.doi.org/10.1109/TII.2018.2817248
http://dx.doi.org/10.1007/s12555-018-0666-9
http://dx.doi.org/10.1007/s12555-018-0666-9
http://dx.doi.org/10.1007/s12555-018-0666-9
http://dx.doi.org/10.1007/s12555-018-0666-9
http://dx.doi.org/10.1007/s12555-018-0666-9
http://dx.doi.org/10.1016/j.neucom.2018.01.004
http://dx.doi.org/10.1016/j.neucom.2018.01.004
http://dx.doi.org/10.1016/j.neucom.2018.01.004
http://dx.doi.org/10.1016/j.neucom.2018.01.004
http://dx.doi.org/10.1007/s12555-015-0407-2
http://dx.doi.org/10.1007/s12555-015-0407-2
http://dx.doi.org/10.1007/s12555-015-0407-2
http://dx.doi.org/10.1007/s12555-015-0407-2


Fixed-time Output Feedback Consensus of Second-order Multi-agent Systems with Settling Time Estimation 2073

[13] X. Ai and J. Yu, “Fixed-time trajectory tracking for a
quadrotor with external disturbances: A flatness-based slid-
ing mode control approach,” Aerospace Science and Tech-
nology, vol. 89, pp. 58-76, 2019.

[14] Z. Xu, C. Li, and Y. Han, “Leader-following fixed-time
quantized consensus of multi-agent systems via impulsive
control,” Journal of the Franklin Institute, vol. 356, pp.
441-456, 2019.

[15] J. Ni, L. Ling, C. Liu, and L. Jian, “Fixed-time leader-
following consensus for second-order multi-agent systems
with input delay,” IEEE Transactions on Industrial Elec-
tronics, vol. 64, pp. 8635-8646, 2017.

[16] B. Tian, H. Lu, Z. Zuo, and H. Wang, “Fixed-time stabiliza-
tion of high-order integrator systems with mismatched dis-
turbances,” Nonlinear Dynamics, vol. 94, pp. 2889-2899,
2018.

[17] A. Polyakov, “Nonlinear feedback design for fixed-time
stabilization of linear control systems,” IEEE Transactions
on Automatic Control, vol. 57, pp. 2106-2110, 2012.

[18] A. Khanzadeh and M. Pourgholi, “Fixed-time leader-
follower consensus tracking of second-order multi-agent
systems with bounded input uncertainties using non-
singular terminal sliding mode technique,” IET Control
Theory & Applications, vol. 12, pp. 679-686, 2018.

[19] J. Liu, Y. Zhang, C. Sun, and Y. Yu, “Fixed-time consen-
sus of multi-agent systems with input delay and uncertain
disturbances via event-triggered control,” Information Sci-
ences, vol. 480, pp. 261-272, 2019.

[20] J. Fu and J. Wang, “Observer-based finite-time coordinated
tracking for general linear multi-agent systems,” Automat-
ica, vol. 66, pp. 231-237, 2016.

[21] M. Fu and L. Yu, “Finite-time extended state observer-
based distributed formation control for marine surface ve-
hicles with input saturation and disturbances,” Ocean En-
gineering, vol. 159, pp. 219-227, 2018.

[22] C. Hua, X. Sun, X. You, and X. Guan, “Finite-time consen-
sus control for second-order multi-agent systems without
velocity measurements,” International Journal of Systems
Science, vol. 48, pp. 337-346, 2016.

[23] Y. Zheng and L. Wang, “Finite-time consensus of heteroge-
neous multi-agent systems with and without velocity mea-
surements,” Systems & Control Letters, vol. 61, pp. 871-
878, 2012.

[24] H. B. Du, Y. G. He, and Y. Y. Cheng, “Finite-time syn-
chronization of a class of second-order nonlinear multi-
agent systems using output feedback control,” IEEE Trans-
actions on Circuits and Systems I-Regular Papers, vol. 61,
pp. 1778-1788, Jun. 2014.

[25] X. Liu, M. Z. Q. Chen, H. Du, and S. Yang, “Further results
on finite-time consensus of second-order multi-agent sys-
tems without velocity measurements,” International Jour-
nal of Robust & Nonlinear Control, vol. 26, pp. 3170-3185,
2016.

[26] Y. Orlov, Y. Aoustin, and C. Chevallereau, “Finite time sta-
bilization of a perturbed double integrator-part I: continu-
ous sliding mode-based output feedback synthesis,” IEEE
Transactions on Automatic Control, vol. 56, pp. 614-618,
2011.

[27] L. Zhang, C. Wei, R. Wu, and N. Cui, “Fixed-time ex-
tended state observer based non-singular fast terminal slid-
ing mode control for a VTVL reusable launch vehicle,”
Aerospace Science and Technology, vol. 82-83, pp. 70-79,
2018.

[28] J. Zhang, S. Yu, and Y. Yan, “Fixed-time output feedback
trajectory tracking control of marine surface vessels subject
to unknown external disturbances and uncertainties,” ISA
Transactions, vol. 93, pp. 145-155, 2019.

[29] F. Lopez-Ramirez, A. Polyakov, D. Efimov, and W. Per-
ruquetti, “Finite-time and fixed-time observer design: Im-
plicit Lyapunov function approach,” Automatica, vol. 87,
pp. 52-60, 2018.

[30] M. Basin, P. Yu, and Y. Shtessel, “Finite- and fixed-time
differentiators utilising HOSM techniques,” IET Control
Theory & Applications, vol. 11, pp. 1144-1152, 2017.

[31] J. Ni, L. Liu, M. Chen, and C. Liu, “Fixed-time disturbance
observer design for Brunovsky systems,” IEEE Transac-
tions on Circuits and Systems II: Express Briefs, vol. 65,
pp. 341-345, 2018.

[32] B. Tian, Z. Zuo, X. Yan, and H. Wang, “A fixed-time output
feedback control scheme for double integrator systems,”
Automatica, vol. 80, pp. 17-24, 2017.

[33] D. Zhang and G. Duan, “Leader-following fixed-time out-
put feedback consensus for second-order multi-agent sys-
tems with input saturation,” International Journal of Sys-
tems Science, vol. 49, pp. 2873-2887, 2018.

[34] Y. Huang and Y. Jia, “Fixed-time consensus tracking con-
trol of second-order multi-agent systems with inherent
nonlinear dynamics via output feedback,” Nonlinear Dy-
namics, vol. 91, pp. 1289-1306, Jan. 2018.

[35] B. Tian, H. Lu, Z. Zuo, and W. Yang, “Fixed-time leader-
follower output feedback consensus for second-order mul-
tiagent systems,” IEEE Transactions on Cybernetics, vol.
49, pp. 1545-1550, Apr. 2019.

[36] A. M. Zou and W. Li, “Fixed-time output-feedback con-
sensus tracking control for second-order multiagent sys-
tems,” International Journal of Robust and Nonlinear Con-
trol, vol. 29, pp. 4419-4434, 2019.

[37] A. F. Filippov, Differential Equations with Discontinu-
ous Righthand Sides, Kluwer, Dordrecht, The Netherlands,
1988.

[38] Y. Hong, J. Hu, and L. Gao, “Tracking control for multi-
agent consensus with an active leader and variable topol-
ogy,” Automatica, vol. 42, pp. 1177-1182, 2006.

[39] M. T. Angulo, J. A. Moreno, and L. Fridman, “Robust exact
uniformly convergent arbitrary order differentiator,” Auto-
matica, vol. 49, pp. 2489-2495, 2013.

[40] Y. Hu, Q. Lu, and Y. Hu, “Event-based communication and
finite-time consensus control of mobile sensor networks for
environmental monitoring,” Sensors, vol. 18, Aug. 2018.

[41] E. Cruz-Zavala, J. A. Moreno, and L. M. Fridman, “Uni-
form robust exact differentiator,” IEEE Transactions on
Automatic Control, vol. 56, pp. 2727-2733, Nov. 2011.

http://dx.doi.org/10.1016/j.ast.2019.03.059
http://dx.doi.org/10.1016/j.ast.2019.03.059
http://dx.doi.org/10.1016/j.ast.2019.03.059
http://dx.doi.org/10.1016/j.ast.2019.03.059
http://dx.doi.org/10.1016/j.jfranklin.2018.10.009
http://dx.doi.org/10.1016/j.jfranklin.2018.10.009
http://dx.doi.org/10.1016/j.jfranklin.2018.10.009
http://dx.doi.org/10.1016/j.jfranklin.2018.10.009
http://dx.doi.org/10.1109/TIE.2017.2701775
http://dx.doi.org/10.1109/TIE.2017.2701775
http://dx.doi.org/10.1109/TIE.2017.2701775
http://dx.doi.org/10.1109/TIE.2017.2701775
http://dx.doi.org/10.1007/s11071-018-4532-3
http://dx.doi.org/10.1007/s11071-018-4532-3
http://dx.doi.org/10.1007/s11071-018-4532-3
http://dx.doi.org/10.1007/s11071-018-4532-3
http://dx.doi.org/10.1109/TAC.2011.2179869
http://dx.doi.org/10.1109/TAC.2011.2179869
http://dx.doi.org/10.1109/TAC.2011.2179869
http://dx.doi.org/10.1049/iet-cta.2017.1094
http://dx.doi.org/10.1049/iet-cta.2017.1094
http://dx.doi.org/10.1049/iet-cta.2017.1094
http://dx.doi.org/10.1049/iet-cta.2017.1094
http://dx.doi.org/10.1049/iet-cta.2017.1094
http://dx.doi.org/10.1016/j.ins.2018.12.037
http://dx.doi.org/10.1016/j.ins.2018.12.037
http://dx.doi.org/10.1016/j.ins.2018.12.037
http://dx.doi.org/10.1016/j.ins.2018.12.037
http://dx.doi.org/10.1016/j.automatica.2015.12.025
http://dx.doi.org/10.1016/j.automatica.2015.12.025
http://dx.doi.org/10.1016/j.automatica.2015.12.025
http://dx.doi.org/10.1016/j.oceaneng.2018.04.016
http://dx.doi.org/10.1016/j.oceaneng.2018.04.016
http://dx.doi.org/10.1016/j.oceaneng.2018.04.016
http://dx.doi.org/10.1016/j.oceaneng.2018.04.016
http://dx.doi.org/10.1080/00207721.2016.1181224
http://dx.doi.org/10.1080/00207721.2016.1181224
http://dx.doi.org/10.1080/00207721.2016.1181224
http://dx.doi.org/10.1080/00207721.2016.1181224
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1109/TCSI.2013.2295012
http://dx.doi.org/10.1109/TCSI.2013.2295012
http://dx.doi.org/10.1109/TCSI.2013.2295012
http://dx.doi.org/10.1109/TCSI.2013.2295012
http://dx.doi.org/10.1109/TCSI.2013.2295012
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1109/TAC.2010.2090708
http://dx.doi.org/10.1109/TAC.2010.2090708
http://dx.doi.org/10.1109/TAC.2010.2090708
http://dx.doi.org/10.1109/TAC.2010.2090708
http://dx.doi.org/10.1109/TAC.2010.2090708
http://dx.doi.org/10.1016/j.ast.2018.08.028
http://dx.doi.org/10.1016/j.ast.2018.08.028
http://dx.doi.org/10.1016/j.ast.2018.08.028
http://dx.doi.org/10.1016/j.ast.2018.08.028
http://dx.doi.org/10.1016/j.ast.2018.08.028
http://dx.doi.org/10.1016/j.isatra.2019.03.007
http://dx.doi.org/10.1016/j.isatra.2019.03.007
http://dx.doi.org/10.1016/j.isatra.2019.03.007
http://dx.doi.org/10.1016/j.isatra.2019.03.007
http://dx.doi.org/10.1016/j.automatica.2017.09.007
http://dx.doi.org/10.1016/j.automatica.2017.09.007
http://dx.doi.org/10.1016/j.automatica.2017.09.007
http://dx.doi.org/10.1016/j.automatica.2017.09.007
http://dx.doi.org/10.1049/iet-cta.2016.1256
http://dx.doi.org/10.1049/iet-cta.2016.1256
http://dx.doi.org/10.1049/iet-cta.2016.1256
http://dx.doi.org/10.1109/TCSII.2017.2710418
http://dx.doi.org/10.1109/TCSII.2017.2710418
http://dx.doi.org/10.1109/TCSII.2017.2710418
http://dx.doi.org/10.1109/TCSII.2017.2710418
http://dx.doi.org/10.1016/j.automatica.2017.01.007
http://dx.doi.org/10.1016/j.automatica.2017.01.007
http://dx.doi.org/10.1016/j.automatica.2017.01.007
http://dx.doi.org/10.1080/00207721.2018.1509243
http://dx.doi.org/10.1080/00207721.2018.1509243
http://dx.doi.org/10.1080/00207721.2018.1509243
http://dx.doi.org/10.1080/00207721.2018.1509243
http://dx.doi.org/10.1007/s11071-017-3945-8
http://dx.doi.org/10.1007/s11071-017-3945-8
http://dx.doi.org/10.1007/s11071-017-3945-8
http://dx.doi.org/10.1007/s11071-017-3945-8
http://dx.doi.org/10.1109/TCYB.2018.2794759
http://dx.doi.org/10.1109/TCYB.2018.2794759
http://dx.doi.org/10.1109/TCYB.2018.2794759
http://dx.doi.org/10.1109/TCYB.2018.2794759
http://dx.doi.org/10.1002/rnc.4633
http://dx.doi.org/10.1002/rnc.4633
http://dx.doi.org/10.1002/rnc.4633
http://dx.doi.org/10.1002/rnc.4633
http://dx.doi.org/10.1016/j.automatica.2006.02.013
http://dx.doi.org/10.1016/j.automatica.2006.02.013
http://dx.doi.org/10.1016/j.automatica.2006.02.013
http://dx.doi.org/10.1016/j.automatica.2013.04.034
http://dx.doi.org/10.1016/j.automatica.2013.04.034
http://dx.doi.org/10.1016/j.automatica.2013.04.034
http://dx.doi.org/10.3390/s18082547
http://dx.doi.org/10.3390/s18082547
http://dx.doi.org/10.3390/s18082547
http://dx.doi.org/10.1109/TAC.2011.2160030
http://dx.doi.org/10.1109/TAC.2011.2160030
http://dx.doi.org/10.1109/TAC.2011.2160030


2074 Ding Zhou, An Zhang, and Pan Yang

[42] H. Zhang, F. L. Lewis, and Z. Qu, “Lyapunov, sdaptive,
and optimal design techniques for cooperative systems on
directed communication graphs,” IEEE Transactions on In-
dustrial Electronics, vol. 59, pp. 3026-3041, Jul. 2012.

[43] H. Shen, S. Huo, J. Cao, and T. Huang, “Generalized state
estimation for Markovian coupled networks under round-
robin protocol and redundant channels,” IEEE Transac-
tions on Cybernetics, vol. 49, pp. 1292-1301, 2019.

[44] H. Shen, Y. Men, Z. Wu, J. Cao, and G. Lu, “Network-
based quantized control for fuzzy singularly perturbed
semi-Markov jump systems and its application,” IEEE
Transactions on Circuits and Systems I: Regular Papers,
vol. 66, pp. 1130-1140, 2019.

Ding Zhou received his B.S. and M.S.
degrees in control engineering from
Northwestern Polytechnical University
of China, Xi’an, in 2017. He is currently
pursuing a Ph.D. degree in control theory
at Northwestern Polytechnical Univer-
sity. His current research interests include
multi-agent systems, formation control of
UAV.

An Zhang received his M.S. degree in sys-
tems engineering, in 1986, and his Ph.D.
degree in control theory and control en-
gineering from the Northwestern Poly-
technical University of China, Xi’an, in
1999. He is currently a full-time professor
of control engineering with Northwestern
Polytechnical University. He has authored
or co-authored 31 refereed papers in jour-

nals and international conference proceedings. His current re-
search interests include multi-agent systems, nonlinear control
systems, intelligent control, and UAV control.

Pan Yang received her B.S degree in elec-
trical engineering and automation from
Northwestern Polytechnical University of
China, Xi’an, in 2017. She is currently
pursuing a Ph.D. degree in control theory
at Northwestern Polytechnical University.
Her current research interests include UAV
swarms, formatnion control.

Publisher’s Note Springer Nature remains neutral with regard
to jurisdictional claims in published maps and institutional affil-
iations.

http://dx.doi.org/10.1109/TIE.2011.2160140
http://dx.doi.org/10.1109/TIE.2011.2160140
http://dx.doi.org/10.1109/TIE.2011.2160140
http://dx.doi.org/10.1109/TIE.2011.2160140
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCSI.2018.2876937
http://dx.doi.org/10.1109/TCSI.2018.2876937
http://dx.doi.org/10.1109/TCSI.2018.2876937
http://dx.doi.org/10.1109/TCSI.2018.2876937
http://dx.doi.org/10.1109/TCSI.2018.2876937

