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Order Diminution of LTI Systems Using Modified Big Bang Big Crunch
Algorithm and Pade Approximation with Fractional Order Controller
Design
Shivam Jain* � and Yogesh V. Hote

Abstract: In this paper, a novel approach is proposed for the reduced order modelling of linear time invariant
(LTI) systems. The proposed approach is a combination of modified Big bang big crunch (BBBC) optimization
algorithm and Pade approximation technique. The beauty of the proposed approach is that the selection of solution
space for BBBC algorithm is not entirely random, but structured via the use of Pade approximation approach.
Hence, two principal criticisms of soft computing algorithms, i.e., random choice of solution space and larger
simulation time are averted in the proposed technique. The proposed technique is substantiated via four different
numerical examples from literature and compared with existing model order reduction (MOR) techniques. The
concept of controller design is introduced via application of fractional order internal model control technique for
load frequency control of power systems. Further, BBBC algorithm is employed to tune a boiler loop in power
station. The results convey the efficiency and powerfulness of the proposed technique.

Keywords: Big Bang Big crunch, model order reduction, Padé approximation, soft computing.

1. INTRODUCTION

Model order reduction is a concept borrowed from
mathematics where it is used to reduce the order of a sys-
tem of ordinary differential equations. In systems and con-
trol engineering, it is found that most of the real time sys-
tems are complex and difficult to analyse and understand.
So, the need to find an equivalent lower order system
which preserves the key properties of the original higher
order system led to the application of reduced order mod-
elling in control theory. In control systems, model order
reduction refers to the task of obtaining a simpler lower
order model of the complex higher order systems such
that the reduced order model closely resembles the orig-
inal system with respect to its key properties. It also en-
ables the control engineers to design simpler control laws,
thereby making the controllers cost efficient.

In recent years, research in model order reduction
(MOR) has led to the development of a large number of
methods with an aim to find a technique which works for
all types of LTI systems. In the pursuit of this aim, vari-
ous nature inspired evolutionary optimization techniques
were developed. The genetic algorithm (GA) developed
by Goldberg [1] and particle swarm optimization (PSO)
formulated by Kennedy and Eberhart [2] are two of the
widely used global optimization techniques. In 2006, the

BBBC algorithm was discovered by Erol and Eksin based
on the theory of evolution of the universe. Cuckoo search
(CS) is another optimization algorithm developed by Xin-
she Yang and Suash Deb in 2008. It was inspired by the
breeding behaviour of some cuckoo species which lay
their eggs in the nests of host birds of other species [3, 4].

In model order reduction theory, the mixed approaches
utilising both conventional and evolutionary methods have
also been used to minimise an error function based on per-
formance index like the integral square error (ISE). In [5],
the combined advantages of the eigen spectrum analysis
and the error minimization by particle swarm optimiza-
tion technique are utilized for model order reduction. Re-
cently, a technique was proposed for MOR which com-
bines the benefits of BBBC optimization and Routh ap-
proximation (RA) method [6]. The reduced order model is
obtained by the reduction of denominator using RA to pre-
serve the stability. Then, BBBC is applied on the numera-
tor so as to minimise the ISE between the original and the
reduced system. In [7], an improved pole clustering tech-
nique is proposed via consideration of distance of poles
of the system from first pole in the pole clustering proce-
dure. The coefficients of the reduced order denominator
are calculated by improved pole clustering technique and
the numerator coefficients are obtained by equating the re-
duced order transfer function with the original higher or-
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der model. Several other mixed techniques are developed
by various authors [8–10]. Various other techniques for
reduced order modelling have also been reported [11–16].

A literature survey undertaken by the authors reveal that
soft computing algorithms are criticised mainly on two
counts: random choice of solution space and large simula-
tion time. Random choice on the bounds of solution space
lead to the selection of an extremely large area, which
leads to longer simulation time. However, in this paper,
the lower and upper bounds of the solution space for nu-
merator are chosen around the Pade approximants. The
denominator coefficients of the reduced order model are
computed based solely on Pade approximation, whereas
the numerator coefficients are optimized via BBBC algo-
rithm in the region around its Pade approximants. Hence,
the role of Pade approximation in the proposed technique
is twofold: computation of denominator in the reduced or-
der model and delineating a compact and a narrow search
space for the application of a soft computing algorithm.

Fig. 1 illustrates the proposed solution technique picto-
rially. Point B [c0,c1] on Fig. 1 denotes the numerator co-
efficients of second order Pade approximant, that are cho-
sen as a basis for the selection of search space for BBBC
algorithm. Point A [αc0,αc1] represents lower bound and
Point C [βc0,βc1] signifies the upper bound. Here, α < 1
and β > 1. Therefore, bounds of solution space are chosen
in the concentric circular area between the circles marked
by point A and C. The mathematical interpretation of this
concept will be explained in an elaborate manner in the
upcoming sections.

This paper proposes a new model order reduction
method based on the modified BBBC algorithm and Pade
approximation technique. The results are compared with
a recent paper based on modified cuckoo search (MCS)
algorithm [11] and some other well known order reduc-

Fig. 1. Proposed solution space bounds (A =
[αc0,αc1]), B = [c0,c1], C = [βc0,βc1]).

tion techniques. The response of the reduced system is
also analysed with respect to time response specifications
and four performance indices namely integral square er-
ror (ISE), integral absolute error (IAE), integral time ab-
solute error (ITAE) and impulse response energy (IRE).
It is found that the reduced system obtained by proposed
method is an alternative to the existing methods in the lit-
erature.

Once a suitable reduced order model of a system is ob-
tained, one can design a controller via the application of
control technique on the reduced order model instead of
the original higher order plant, leading to a reduction in
computational complexity, cost and order of the controller.
Broadly, we consider two distinct cases for the controller
design. In the first case, both the order reduction and frac-
tional order controller design are undertaken via BBBC al-
gorithm for a boiler loop in a power station. In the second
case, we explore fractional order internal model controller
(FOIMC) design approach [17,18]. FOIMC is a controller
design technique that entails the use of a reduced order
mathematical model as one of its constituents. In this case,
the advantages of reduced order modelling are delineated
via comparison of the case in which model reduction is
employed with the scenario when model order reduction
is not undertaken. Subsequently, the FOIMC technique is
employed for load frequency control of a power system
and a comparison is undertaken with the existing tech-
niques in literature. Finally, the FOIMC control proce-
dure is also implemented to investigate the set point track-
ing behaviour of a higher order system, involving the use
of both the minimum phase and non-minimum phase re-
duced order models in controller design.

The main contributions of our work can thus be recapit-
ulated as follows:

1) A new order reduction technique involving Pade ap-
proximation and modified BBBC algorithm is formulated
for stable as well as unstable systems.

2) An innovative way for the incorporation of optimal
algorithms in order reduction applications via an interme-
diary reduced order model using Pade approximation is
presented. The solution space for optimal control algo-
rithms can be selected in a narrow and compact region
around the numerator Pade approximants, leading to a re-
duction in randomness associated with metaheuristic ap-
proaches.

3) The actual application of reduced order modelling in
controller design is demonstrated via the design of a frac-
tional order internal model controller (FOIMC) for load
frequency control of a power system. A case study is con-
ducted to show that application of reduced order mod-
elling in FOIMC has various advantages, wherein the con-
troller is of a lower order, has a structure similar to that of a
ubiquitous PID controller and involves a reduction in cost
and computational complexity.

The remainder of the paper is organised into a number
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of sections as follows: The problem statement is defined
in Section 2. The proposed technique is explained in an
elaborate manner in Section 3. Simulation studies for four
different systems are conducted in Section 4. The frac-
tional order controller design via reduced order modelling
is explored in Section 5. Finally the concluding remarks
are presented in Section 6.

2. PROBLEM STATEMENT

The principal objective of the paper is to obtain a re-
duced order model, which is defined as follows:

Definition: Consider an nth order linear time invariant
(LTI) single input - single output (SISO) system, repre-
sented by the following higher order transfer function:

Gn(s) =
Y (s)
U(s)

=
∑

m
i=0 aisi

∑
n
j=0 b js j ; n≥ m, (1)

where ai and b j are scalar constant coefficients of the com-
plex variable s in numerator and denominator respectively.

Then, reduced order modelling is an approach to ob-
tain the kth order system via evaluation of unknown coef-
ficients of the following transfer function:

Rk(s) =
Ŷ (s)
U(s)

=
∑

k−1
i=0 pisi

∑
k
j=0 q js j

, (2)

where k < n and pi and q j are unknown scalar constant
coefficients of the complex variable s in numerator and
denominator, respectively such that the following perfor-
mance index is minimised:

J =
∫ t=tsim

t=0
(y(t)− ŷ(t))2 dt, (3)

where tsim is simulation time, y(t) = L−1(Y (s)), ŷ(t) =
L−1(Ŷ (s)) and L−1 denotes inverse Laplace transform.

Subsequently, application of reduced order modelling is
explored in controller design applications via two different
cases, involving BBBC algorithm and FOIMC technique
respectively.

3. PROPOSED METHODOLOGY

A mixed technique that combines the advantages of
the modified BBBC algorithm and the Pade approxima-
tion method is proposed. The denominator polynomial of
the original higher order transfer function is reduced us-
ing the Pade approximation method. Pade approximation
helps in retaining time moments of the impulse response
and the steady state output of the original system in the re-
duced order model obtained in the intermediate step. The
ith time moment of the impulse response (gn(t)) of the sys-
tem Gn(s), about the origin is given as Mi =

∫
∞

0 t ign(t)dt,
where, i ≥ 0. The numerator coefficients of the reduced

order model transfer function are evaluated by the minimi-
sation of the integral square error (ISE) using a modified
BBBC algorithm.

BBBC is an optimization algorithm discovered by Erol
and Eksin based on the theory of the evolution of the uni-
verse [19–21]. It models energy dissipation in the big bang
phase by the generation of random solutions in the search
space. The big crunch phase can be viewed as a conver-
gence operator having a number of random solutions as
input and only a single output point which takes all the
inputs along with their fitness function values into consid-
eration. With each subsequent iteration of big bang and
big crunch, the randomness in the search space decreases
and the optimum value of the fitness function is obtained.

The rationale behind the choice of BBBC algorithm lies
in its ease of software implementation and quicker con-
vergence as compared to the classical genetic algorithm
for various benchmark test functions such as sphere, step,
Rastrigin, Rosenbrock and Ackley functions. It can com-
pute an exact optima for step, Rastragin and sphere func-
tions within the maximum allowed iteration count. In this
process, it transcends the performance of the genetic algo-
rithm and combat genetic algorithm for numerous bench-
mark functions [19].

The proposed technique is categorized into broadly four
steps, which are explained as given below.

Step 1: Computation of coefficients of the kth order re-
duced system by using the Pade approximation method
[22] on the transfer function of the original system given
in (1).

Let the reduced order system using Pade approximation
in Step 1 be represented as

Rpade(s) =
N(s)
D(s)

=
∑

k−1
i=0 cisi

∑
k
j=0 d js j

, (4)

where ci and d j are scalar constant coefficients of the com-
plex variable s in numerator and denominator respectively.

Step 2: In this step, we retain the denominator Pade
coefficients as the denominator coefficients of the reduced
order model. So the final reduced order model obtained
until now is given by

Rk(s) =
∑

k−1
i=0 pisi

∑
k
j=0 d js j

, (5)

where pi, i ∈ {0,1, · · · ,k − 1} are the unknown coeffi-
cients. Therefore, the coefficients of the reduced order
denominator polynomial D(s) obtained in step 1 are the
coefficients of the denominator polynomial of the over-
all reduced model Rk(s) and the numerator coefficients of
Rpade(s) will be considered as the base values which will
help us in the better choice of candidate solutions as illus-
trated in the next step.

Step 3: In this step, the numerator Pade approximant
is employed to demarcate a compact solution space for
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the quick implementation of BBBC algorithm in the next
step. The lower and upper bounds of the solution space
can be selected in a narrow region around the numera-
tor Pade approximants in sharp contrast to the existing
schemes, where an extremely large space is delineated to
search for optimal parameters of the reduced order model.
A compact solution region leads to a reduction in ran-
domness and simulation time of the soft computing algo-
rithm. Therefore, the lower and upper bound for the solu-
tion space are given by

plb=
[
αc0 αc1 αc2 · · · αck−1

]
,

pub=
[
βc0 βc1 βc2 · · · βck−1

]
, (6)

where α < 1 and β > 1 decide the expansion of search
space.

Step 4: Calculation of coefficients of numerator poly-
nomial of the overall reduced order model Rk(s) using
modified Big Bang Big Crunch (BBBC) algorithm. In this
paper, we present BBBC algorithm in a step by step form
to illustrate its applicability in model order reduction prob-
lems.

It can be ascertained from (5), that we have k parame-
ters, i.e., p0, p1, · · · , pk−1, that are to be computed via the
BBBC algorithm. Let plb and pub represent vectors that
designate lower bound and upper bound respectively for
the k decision variables. The N candidate solutions are
generated in an initial Big bang - Big crunch phase via
the following formula:

p j = plb−υ ◦ (plb− pub); j = 1,2, · · · ,N, (7)

where ◦ symbolizes Schur multiplication and p j is a ma-
trix of order (1× k) that represents the jth candidate solu-
tion. plb and pub are also (1×k) matrices, which represent
lower bound and upper bound for the k decision variables
and υ is a set of uniformly distributed random variables,
that are bounded in the interval [0,1]. The uniform random
parameter υ ensures that the solutions chosen in the ini-
tial big bang phase are completely random and are devoid
of bias towards any particular area in the search space.
Further, the selection of υ in the interval [0,1] enables
the solutions to remain within the boundary of the chosen
search space. The uniform random numbers can be gener-
ated in MATLAB environment via the use of the command
uni f rnd(A,B,X ,Y ), which generates a matrix of random
numbers comprising of X rows and Y columns, where, the
lower limit and the upper limit of the uniformly distributed
random numbers is A and B respectively. Simplification of
(7) yields

p1

p2
...

pN

=


p11 p12 p13 · · · p1,k

p21 p22 p23 · · · k2,k
...

...
...

...
...

pN1 pN2 pN3 · · · pN,k

, (8)

where pi, j = plb(1, j) − υi, j (plb(1, j)− pub(1, j)); i =
1,2, · · · ,N and j = 1,2, · · · ,k and, pi, j designates the (i, j)
element of p.

Using (6), the estimate of the lower bound and upper
bound matrices is given as

plb =
[
αc0 αc1 αc2 · · · αck−1

]
,

pub =
[
βc0 βc1 βc2 · · · βck−1

]
, (9)

where α < 1 and β > 1 decide the expansion of search
space.

However, it should be noted that there is a definite
trade-off involved in limiting the solution space. Limit-
ing the solution space leads to a reduction in simulation
time, but also leads to a more sub-optimal solution. In any
case, the exact global optimal solution cannot be achieved
by most of the soft computing algorithms. Using the pro-
posed technique, we are able to exploit the advantages of
sub-optimality, since it leads to a reduction in simulation
time and the control objectives can be satisfied with such
a solution.

Subsequently, we evaluate the fitness function fi for all
the candidate solutions. In this case, the fitness function is
chosen to be ISE function as given below:

f iter
i =

∫ tsim

t=0
(y(t)− ŷi(t))2dt ∀i = 1,2, · · · ,N, (10)

Here y(t) denote the step response of the original higher
order system and ŷi(t) designates the step response of the
reduced order system corresponding to the ith candidate
solution. Arrange the fitness function values in ascend-
ing order of magnitudes and the minimum fitness value is
given as f iter

min = min( f iter
1 , f iter

2 , · · · , f iter
N ), where min des-

ignates the minimum value.
Next, we represent the N solutions via a single value,

namely centre of mass (COM), that is computed as a
weighted average of the individual candidate solutions.
This step is the big crunch phase and can be viewed as
a mapping from a disarrayed state to an ordered state. The
COM is calculated as

Citer =
∑

N
i=1

pi
fi

∑
N
i=1

1
fi

. (11)

Finally, we undertake the iterative Big bang phase. In this
step, new candidate solutions, normally distributed around
COM are generated as defined below:

piter+1
i =Citer +

riψ(pub− plb)

κ
∀i = 1,2, · · · ,N,

(12)

where ψ is a constant generally taken in the interval [0.1,
0.3]. ri is a standard normal random number such that ri

∈ (0, 1]. pub and plb are the upper and lower bound of the
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variables to be optimised. κ is a variable which increases
with a step size of one.

This step is again followed by the evaluation of fitness
function values and the iterative process is repeated un-
til the termination criteria is satisfied. Finally, the optimal
solution is poptimal =

[
c0 c1 c2 · · · ck−1

]
.

The pseudocode for the BBBC algorithm is given as
follows: Given Gn(s)

1) Input r,α,β ,N, iter,ψ
2) Generate N solutions using (7), (8) and (9)
3) Compute fitness function for candidates using (10)
4) Evaluate the minimum value of fitness function
5) Compute COM using (11)
6) Increment iteration count as iter = iter+1
7) If iter <(maximum iteration count), go to 8, else go to

10.
8) Generate new solutions using (12)
9) Loop to 3.

10) Return poptimal

Remark 1: The modification regarding the choice of
solution space proposed in Step 2 is applicable to any
generalised heuristic soft computing technique. It gives a
structured representation of the initial choice of solution
space and leads to a reduction in randomness for any soft
computing algorithm.

Remark 2: The stability of reduced order model is de-
pendent on the roots of denominator polynomial, which
in this case is computed via Pade approximation. While,
Pade approximation does not guarantee stability, however,
it aids in the retention of dominant properties of the orig-
inal model via preservation of time moments leading to
better transient response.

Remark 3: For the case of order reduction of
marginally stable and unstable systems, we categorise
the system model into a stable part and an unstable part.
The unstable part is retained in the reduced order model
and the model order reduction is applied on the stable part
of the transfer function.

4. NUMERICAL STUDIES AND RESULTS

In this section, we consider four examples from litera-
ture to illustrate the application of the proposed approach
for widely different systems. The system in Example 1 has
real, distinct and stable poles, whereas the system in Ex-
ample 2 has complex poles too. In Example 3, we consider
a system with real and repeated poles, and finally, a system
with unstable and marginally stable poles is taken in Ex-
ample 4. All the simulations are undertaken in MATLAB
2020a environment. The population size is selected as 100
and ψ = 0.2. The termination criterion is considered to be
as about 100 iterations of the proposed algorithm.

Example 1: Let us consider an eighth order real pole
system with poles at s = −1,−2,−3,−4,−5,−6,−7,−8
given as

G1(s)=

18s7+514s6 +5982s5+36380s4

+122664s3+222088s2+185760s+40320
s8+36s7+546s6+4536s5+22449s4

+67284s3+118124s2+109584s+40320

.

(13)

This system was also considered in [23], where a mixed
technique comprising of the Factor division algorithm
(FDA) and Eigen spectrum analysis (ESA) was used for
order diminution. To obtain the reduced order model, we
undertake the following steps:

Step 1: In the first step, Pade approximation is used,
and the reduced order model via Pade approximation is
obtained as

Rpade(s) =
3.1334s+1.0003

0.20752 +1.2436s+1.0003
. (14)

Step 2: In second step, we retain the denominator Pade
coefficients as the denominator coefficients of the reduced
order model. So the reduced order model obtained until
now is given by,

Rpade(s) =
as+b

0.20752 +1.2436s+1.0003
, (15)

where a and b are still unknown.
Step 3: Before the application of BBBC algorithm, we

choose a compact solution space for BBBC algorithm as

plb =
[
3.1334α 1.0003α

]
,

pub =
[
3.1334β 1.0003β

]
, (16)

where plb and pub denote the upper and lower bound of the
solution space and α and β designate the multiplication
factors. For this example, we choose α = 0.5 and β =
2. So, the compact solution space for the application of
BBBC lies between

plb ∈
[
1.5667 0.50015

]
, pub =

[
6.2668 2.0006

]
.

(17)

Hence, it can be ascertained that the solution space is not
completely random, since the lower and upper bounds
are located in a region around the Pade approximants.
So, Pade approximation, which is a computationally easy
technique, enables us to reduce the randomness associated
with soft computing metaheuristic algorithms, thereby
leading to the reduction of simulation time and averting
the principal criticisms associated with soft computing al-
gorithms.

Step 4: Using the solution space, computed in Step 3,
the final reduced order model obtained via the proposed
technique is given by

Rprop(s) =
3.107s+1

0.2075s2 +1.2436+1
. (18)
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Fig. 2. Comparison of step responses of original and re-
duced systems for Example 1.

The comparison of proposed technique is carried out with
MCS algorithm [11], which gives reduced order model as

RMCS =
16.39s+4.865

s2 +6.627s+4.865
. (19)

This example was also considered in [24] and reduced or-
der model obtained by factor division algorithm-modified
pole clustering (FDA-PC) technique (RF p) is given by

RF p =
16.504+5.462

s2 +6.197s+5.462
. (20)

The reduced order model obtained via an improved pole
clustering technique (I-PC) [7] is given as

RIPC =
13.4491s+4.3505

s2 +5.2298s+4.3505
. (21)

Also, the reduced order model obtained by Cuckoo search
algorithm - Eigen spectrum analysis (CSA-ESA) [25] is

RCe =
22.51s+8.151

s2 +9s+8
. (22)

The step responses and Bode plots of the original system,
reduced-order model obtained by the proposed technique,
MCS [11], I-PC [7], FDA-PC [24] and CSA-ESA [25] are
depicted in Fig. 2 and Fig. 3, respectively. Fig. 4 depicts
the change in fitness function values with the increase in
number of iterations. It is seen that the response of the re-
duced model obtained by the proposed method is closer
to the response of the original model, thus demonstrating
the successful applicability of the proposed order reduc-
tion scheme. In addition to the plots, the values of differ-
ent error based performance indices and the time response
specifications are tabulated in Table 1. The IAE, ITAE for
the proposed scheme is the least as compared to few other
methods of reduction.

Thus, we can conclude that for the given system, the
proposed method exhibits better performance in compari-
son to the other methods.
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count for Example 1.

Example 2: The next system which we consider is
a ninth order system having complex poles. It has been
taken from [26]. The transfer function of the system is
given as

G2(s) =
s4 +35s3 +291s2 +1093s+1700

s9 +9s8 +66s7 +294s6 +1029s5 +2541s4

+4684s3 +5856s2 +4620s+1700

.

(23)

On applying the proposed technique, the third order re-
duced system (Rprop) is given by

Rprop =
0.0258s2−0.3963s+1

0.4181s3 +1.132s2 +1.6684s+1
, (24)

whereas the reduced order model achieved by MCS [11]
is given by
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Table 1. Analysis of performance parameters of proposed method and other reduction techniques for Example 1.

Performance
Parameter

Original
model

Proposed
method MCS [11] FDA-PC [24] CSA-ESA [25] I-PC [7]

ISE - 3.8393×10−4 3.257×10−4 1.4×10−3 3.3×10−3 1.5 ×10−3

IAE - 0.0743 0.1360 0.1964 0.3682 0.1648
ITAE - 0.0827 0.3805 0.3488 1.0645 0.2108
IRE 21.739 19.1162 20.6351 22.4176 28.6114 17.7090

Rise time (s) 0.0569 0.0667 0.0614 0.0598 0.0457 0.0738
Settling time (s) 4.8201 4.7973 5.3070 4.3566 4.4003 4.5793

Peak overshoot (%) 120.3504 123.3702 123.6984 135.0533 123.5585 126.6488
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Fig. 5. Comparison of step responses of original and re-
duced systems for Example 2.

RMCS =
0.001935s2 +0.005725s+1.073

s3 +1.681s2 +2.183s+1.073
. (25)

The same example was also taken using the stability equa-
tion (SE) method and BBBC algorithm in [26]. The re-
duced order model (RDP) hence obtained is

RDP =
0.0789s2 +0.3142s+0.493
s3 +1.3s2 +1.34s+0.493

. (26)

The comparison of step responses and Bode plots is illus-
trated in Fig. 5 and Fig. 6, respectively. For comparison,
we have considered the MCS method [11] and SE- BBBC
method [26]. It is seen from both the plots that the pro-
posed technique gives a closer approximation to the orig-
inal system as compared to the other recently developed
methods of model reduction. Table 2 provides a valida-
tion for it. The ISE calculated by the proposed method
is 2.5× 10−3 which is an improvement over other recent
methods. Further, the rise time, settling time and peak
overshoot of the proposed third order model are much
closer to the original system under consideration. Fig. 7
depicts the change in fitness function values with the in-
crease in the number of iterations. Thus, the reduced or-
der model achieved by the proposed technique is a bet-
ter lower order representation of the original ninth order
transfer function.
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Fig. 6. Bode plot of original and reduced systems for Ex-
ample 2.
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Fig. 7. Variation in fitness function value with iteration
count for Example 2.

Example 3: Now, we consider a fourth order system
having repeated poles. It has been taken from [11]. The
transfer function of the system is given as
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Table 2. Analysis of performance parameters of proposed method and other reduction techniques for Example 2.

Performance
Parameter

Original
model

Proposed
method MCS [11] SE and BBBC [26] RMT [27] MPC and GA [8]

ISE - 2.5×10−3 1.45×10−2 4.54×10−2 8.77×10−2 5.86×10−2

IAE - 0.1049 0.2980 0.4620 0.9359 0.2060
ITAE - 0.3712 1.0831 1.6066 14.4252 13.1748
IRE 0.4705 0.4219 0.3466 0.2686 0.5085 0.6974

Rise time (s) 1.539 1.7996 2.1457 2.7708 2.9214 2.6033
Settling time (s) 3.3554 4.3719 7.6152 9.0779 6.9056 5.1518

Peak overshoot (%) 0 2.1413 3.3556 1.6015 0 0

G3(s) =
1

(s+1)4 . (27)

The second and third order reduced order model obtained
by following the steps elaborated in Section 3 are given by

GProp2 =
−0.1577s+0.3

s2 + s+0.3
, (28)

GProp3 =
0.1241s2−0.3990s+1
2s3 +4.5s2 +3.6s+1

. (29)

The reduced order model in (28) is a non-minimum phase
system. However, the original higher order system is a
minimum phase system. On the other hand, when we re-
duce the model of the original higher order system via
the proposed technique and set the lower bounds of the
numerator coefficients as equal to zero in order to avoid
the non-minimum phase behaviour in the reduced order
model, the second order minimum phase reduced order
model is obtained as

GPropMP =
0.113s+0.3
s2 + s+0.3

. (30)

Fig. 8 depicts the comparison of the step response of
the original system and the minimum phase and non-
minimum phase reduced order models obtained via the
proposed technique. It can be observed that the time re-
sponse of non-minimum phase reduced order model ob-
tained via the proposed technique in this particular exam-
ple without consideration of any constraints on the nu-
merator coefficients is closer to the time response of the
original system. On the other hand, the minimum phase
reduced order system in Example 3 does not present an
accurate description of the higher order system model.
Therefore, the primary aim in model order reduction prob-
lems is to ensure a high degree of matching of the system
step response, not just in the initial transient phase, but
in the remaining time period as well until steady state of
the system is reached. Hence, an accurate reduced order
model should be selected, irrespective of the minimum or
non-minimum phase nature of the system response.

When the above system is reduced by using MCS tech-
nique [11], the reduced order models are given by

GMCS2 =
0.1s+0.1158

s2 +0.5202s+0.1158
, (31)
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Fig. 8. Comparison of step responses for original and sec-
ond order minimum and non-minimum phase re-
duced systems for Example 3.

GMCS3 =
0.0001064s2 +0.2325

s3 +1.238s2 +0.9371s+0.2325
. (32)

Fig. 9 and Fig. 10 show the step responses and Bode
plots of original and second order reduced order mod-
els, whereas Fig. 12 and Fig. 13 depict the same for the
third order reduced models. Fig. 11 depicts the change
in fitness function values with the increase in number of
iterations. Table 3 compares the usual performance in-
dices and time response specifications for original system
and the second and third order models reduced by pro-
posed procedure and MCS [11]. The reduced third order
model almost exactly mimics the original system with re-
spect to time response plot whereas Bode plots also show
a much closer matching for the proposed method. The
reduced second order system also shows an excellent ap-
proximation for the proposed method as compared to the
other techniques of model order reduction. The readings
of Table 3 further validate the above arguments. Thus we
conclude from this example that the proposed method has
overshadowed other recent methods in terms of closeness
of response matching.
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ond order reduced systems for Example 3.
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Fig. 10. Bode plot of original and second order reduced
systems for Example 3.

Example 4: Finally, let us consider the application of
the proposed scheme on an unstable system, that can be
modelled by the following transfer function:

G4(s) =
s3 +7s2 +24s+24

s6 +8s5 +15s4−20s3−76s2−48s
. (33)
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Fig. 11. Variation in fitness function value with iteration
count for Example 3.

0 5 10 15 20

Time (s)

0

0.2

0.4

0.6

0.8

1
A

m
p

lit
u

d
e

Original system

Proposed method

MCS

4.8 4.85

0.7

0.71

0.72

Fig. 12. Comparison of step responses for original and
third order reduced systems for Example 3.

The system in (33) has stable poles at s =−1,−2,−3,−4,
an unstable pole at s = 2 and a marginally stable pole at
s = 0. We decompose the system model into a stable part
and an unstable or marginally stable part. The unstable
part is to be retained in the reduced order model and model
order reduction is applied on stable part of the transfer

Table 3. Analysis of performance parameters of proposed method and other reduction techniques for Example 3.

Performance
Parameter

Original model Proposed method
2nd order

Proposed method
3rd order

MCS [11]
2nd order

MCS [11]
3rd order

ISE - 0.0092 8.9976×10−6 0.0459 0.002
IAE - 0.2070 0.0079 0.6758 0.1679

ITAE - 0.8003 0.0413 4.3462 1.4330
IRE 0.1562 0.1624 0.1562 0.1209 0.1552

Rise time (s) 4.9361 5.2783 4.9481 6.5553 4.8681
Settling time (s) 9.0842 9.2542 9.0982 15.6311 11.6137

Peak overshoot (%) 0 0.0917 0 2.5588 0
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Fig. 13. Bode plot of original and third order reduced sys-
tems for Example 3.

function (Refer Remark 3). Hence,

Gstable
4 (s) =

s3 +7s2 +24s+24
s4 +10s3 +35s2 +50s+24

, (34)

Gunstable
4 (s) =

1
s(s−2)

. (35)

The reduced order model for the stable part via proposed
approach is obtained as

Rstable
4 (s) =

0.2861s+1
0.3993s2 +1.375s+1

. (36)

On appending the unstable part given in (35) to the re-
duced order model in (36), we obtain the final reduced
order model as

Gprop(s) =
0.2861s+1

0.3993s4 +0.5764s3−1.75s2−2s
. (37)

Equation (37) is the fourth order reduced order model for
the sixth order system given in (33). On the other hand,
the second order reduced order model is given by only the
unstable part as

Gprop2(s) =
1

s(s−2)
. (38)

Fig. 14 and Fig. 15 illustrate the corresponding step re-
sponse and Bode plot for the unstable system. It can be de-
duced that the proposed scheme depicts a high degree of
coincidence among the original and reduced order models.
Hence, the proposed technique is applicable to an unstable
system as well.

Limitations: As discussed in Remark 2, Pade approxi-
mation does not guarantee the stability of the reduced or-
der model during order reduction of a stable higher order
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Fig. 14. Step response for original and reduced unstable
system in Example 4.
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Fig. 15. Bode plot of original and reduced order unstable
system in Example 4.

system via proposed approach. In such a case, when the
poles of the reduced order model of a higher order sta-
ble system lie on the right half complex plane, model or-
der reduction does not give desired results. Consider an
original higher order system given by G(s) = 8s2+6s+2

s3+4s2+5s+2 .
The reduced order model obtained via Pade approxima-
tion in Step 1 of the proposed technique is given by R(s) =
−1.778s−0.2222

s2−1.667s−0.2222 , which has poles at s = −0.1241,1.7908,
therefore, it is an unstable system. In such a case, we can-
not proceed further, since a stable original higher order
system cannot be represented by an unstable reduced order
model. One possible solution to ameliorate the aforemen-
tioned drawback is to employ another stability guarantee-
ing criterion for order reduction of denominator such as
Routh approximation, etc. and choose the solution space
for BBBC algorithm around the numerator coefficients
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obtained by order reduction using Routh approximation.
However, such a technique will not be able to preserve
time moments of original system in reduced order model.

5. PID AND FOPID CONTROLLER DESIGN

In this section, we explore the application of reduced or-
der modelling for controller design applications. Broadly,
we consider two distinct cases, which are enlisted as: Case
I: Order reduction and fractional order controller design
by BBBC algorithm. Case II: Order reduction by BBBC
algorithm and controller design via fractional order inter-
nal model control (FOIMC) technique. In Case I, we con-
sider a boiler loop of a power station and undertake both
model reduction and controller design via the BBBC al-
gorithm. On the other hand, in Case II, order diminution
is undertaken by BBBC algorithm and controller design is
performed via FOIMC technique. This case examines the
practical applicability of model reduction in control ap-
plications. It is validated via a study of problem of load
frequency control in power systems. Both the case studies
are delineated individually as follows:

Case I: In this case study, we examine the applica-
tion of BBBC algorithm for the design of fractional order
PID (FOPID) controller. A PID controller is an indispens-
able part of the modern control industry and has emerged
as a widely used control scheme in academia and indus-
try. The primary reason behind the success of PID con-
trol scheme lies in its simple structure, ease of tuning and
optimal functionality in a wide range of operating condi-
tions. A classical PID controller has three tuning parame-
ters, namely, the proportional gain (Kp), integral gain (Ki)
and the derivative gain (Kd). It is a rudimentary control al-
gorithm that employs a linear weighted combination of the
error between the reference and the desired value, its in-
tegration and differentiation to formulate the control law.
Its popularity can be gauged from the fact that about 90%
of the control loops in the industry use the PI/PID con-
trol approach. However, if the plant model is of a higher
order, the design of controller becomes computationally
complex and difficult to analyze. Hence, using the model
order reduction concept, it is plausible to design the con-
troller for the reduced order model of the plant, instead of
the original higher order plant. In this section, we consider
the design of PID controller on the reduced order model
of the plant and implement it on the original higher order
plant. The transfer function of a PID controller is given as

C(s) = Kp +
Ki

s
+Kds. (39)

Further, the PID controller uses only integer order tools,
hence the range to which system performance can be en-
hanced is limited. Using the tools imparted by fractional
order calculus, it is plausible to improve the system per-
formance even further. Fractional calculus generalizes the

order of integration and differentiation to arbitrary non-
integer orders. There are several definitions of fractional
calculus elaborated in literature like Grunwald Letnikov
(GL), Caputo, Riemann-Liouville (RL), etc. Using the no-
tion of fractional calculus in control theory and applica-
tions, one can furnish an accurate and precise control of
the plant in comparison to the integer order schemes. A
fractional order PID (FOPID) controller has five tuning
parameters, which are greater than those available in con-
ventional PID controller by two. The two extra tuning pa-
rameters aid us in achieving more accurate performance,
which was not possible to obtain using only the integer
order tools [28–30]. The transfer function of a fractional
order PID controller is given by

C f (s) = Kp +
Ki

sλ f
+Kdsµ f ; µ f , λ f ∈ (0,2). (40)

In this section, the procedure adopted for controller design
is as follows. First, a reduced order model of the origi-
nal plant is obtained via Big Bang Big crunch (BBBC)
optimization algorithm. Subsequently, a PID and FOPID
controller are tuned for the reduced order model of the
plant, by using BBBC algorithm, the corresponding per-
formance index being integral square error (ISE). Finally,
the control is implemented on the original plant and the
simulation results are shown.

Example 5: Consider a boiler loop of power station
having the following transfer function [31]:

G(s) =
s+1.5

5s4 +40s3 +56.5s2 +58.5s+5
. (41)

The reduced order model using the proposed BBBC algo-
rithm is

Re(s) =
0.01661s+0.02827
s2 +1.089s+0.0943

. (42)

Using the modified Big Bang Big crunch algorithm, the
transfer function of the PID controller is

C1(s) = 34.04+
5.23

s
+22.78s. (43)

Subsequently, FOPID controller is tuned by keeping the
parameters of PID controller as in (43), and tuning the
remaining two parameters by BBBC optimization algo-
rithm. The transfer function of FOPID controller, so ob-
tained can be expressed as

C2(s) = 34.04+
5.23
s0.812 +22.78s1.246. (44)

On the other hand, the transfer function of PID controller
obtained by Ziegler Nichols rules [31] is given by

C3(s) = 18.18+
16.899

s
+29.633s. (45)



2116 Shivam Jain and Yogesh V. Hote

0 10 20 30 40 50

Time (s)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

A
m

p
lit

u
d

e

Proposed FOPID

Proposed PID

ZN

IMC

Fig. 16. Comparison of PID controller for boiler system.

The transfer function of a one degree of freedom internal
model controller for the proposed boiler loop system [31]
can be computed as

C4(s) =
10s+1

0.3(0.3s+1)2 . (46)

The comparison of various controller design techniques
is illustrated in Fig. 16. For the investigation of set point
tracking and disturbance rejection properties of the con-
troller, a step input and a step disturbance are introduced
at t = 1s and t = 30s, respectively. The controller tuned
via Ziegler Nichols technique exhibits a large undershoot
during set point tracking and IMC controller has a com-
paratively slow response and shows an overshoot during
disturbance rejection. On the other hand, the proposed
technique exhibits excellent set point tracking and distur-
bance rejection with minimal overshoot and undershoot.
The fractional order PID controller based on BBBC out-
performs the integer order BBBC-PID controller, whereas
both outstrip the Ziegler Nichols (ZN) and Internal model
control (IMC) technique. Hence, BBBC algorithm is a bet-
ter alternative to conventional methods of PID design.

Case II: In this case study, we consider the applica-
tion of the notion of reduced order modelling to the de-
sign of FOIMC controllers for load frequency control in
power systems [17, 18, 32]. We will undertake the proce-
dure of controller design via MOR and without MOR. The
underlying difficulties without using order reduction will
be demonstrated and will be ameliorated by employing
MOR via BBBC algorithm. Internal model control (IMC)
is a model predictive control (MPC) approach based on
the principle of Youla parameterization. It can be contem-
plated as a special case of classical feedback structure, that
explicitly includes a plant model in the control procedure.
The block diagram of the IMC scheme is shown in Fig.

Fig. 17. Block diagram of IMC scheme.

17. The outputs from the plant Gp(s) and the reduced or-
der plant model Grm(s) are subtracted and represent the
effect of external disturbances and internal mismatch be-
tween the plant and the model. This difference signal is
fed back to IMC controller Qimc(s). It is known that the
model plant mismatch (MPM) plays a principal role in
the determination of the overall strength of the IMC con-
troller. The lower the mismatch, the better is the control.
The plant is designated by the higher order transfer func-
tion and the model is represented via the reduced order
model. Hence, the closer the reduced order model to the
actual plant, the better is control that we achieve. There-
fore, IMC control technique is apt for demonstration of
the practical application of the reduced order modelling
in controller design. Further, the IMC structure can also
be altered into the classical feedback structure via the ap-
plication of Q parameterization or Youla parameterization
formula, which is given as C(s) = Qimc(s)

1−Grm(s)Qimc(s)
.

The primary advantages of IMC are dual stability, abil-
ity to achieve perfect control, zero steady state error and
fewer tuning parameters. With the advent of fractional or-
der calculus in control applications, an innovative tech-
nique that amalgamated the concept of CRONE principle
for fractional order systems formulated by Oustaloup and
IMC principle for integer order systems was developed.
An extensive explanation regarding IMC and FOIMC
technique is given in [17,18,31,33]. The FOIMC approach
of controller design is a generalized technique that is ap-
plicable to both minimum as well as non-minimum phase
reduced order plant models.

Stability analysis: The output of IMC controlled plant
with respect to the reference signal can be described by
the following transfer function [18, 34]:

Y (s)
R(s)

=
Gp(s)Qimc(s)

1+Qimc(s)(Gp(s)−Grm(s))
. (47)

Under the assumption that the reduced order plant model
approximates the original higher order system, i.e.,
Gp(s)≈ Grm(s), (47) reduces to

Y (s)
R(s)

= Gp(s)Qimc(s). (48)

In the FOIMC control technique elaborated in this paper,
Grm(s) represents the second order reduced order model
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of the original plant and Qimc(s) denotes the FOIMC con-
troller. Therefore, Grm(s) can be expressed as

Grm(s) =
p0(1+ p1s)

s2 +q1s+q2
, (49)

where q1,q2 > 0 for a stable reduced order model. The
expression of Qimc(s) depends on the sign of p1. If p1 < 0,
the FOIMC controller is given by

Qimc1(s) =
s2 +q1s+q2

p0(1+σsγ+1)
. (50)

On the other hand, if the plant model is a minimum phase
system (p1 > 0), the FOIMC controller is expressed as

Qimc2(s) =
s2 +q1s+q2

p0(1+ p1s)(1+σsγ+1)
, (51)

where σ and γ are constants of fractional order filter and
γ > 0 [18]. Using (49)-(50), equation (48) is simplified as

Y (s)
R(s)

=
1+ p1s

1+σsγ+1 , (52)

whereas using (49) and (51), equation (48) is written as

Y (s)
R(s)

=
1

1+σsγ+1 . (53)

The poles of the overall transfer function in (52) and (53)

are at s =
(
− 1

σ

) 1
γ+1 , that can also be written on the prin-

cipal Riemann sheet as s = | 1
σ
|

1
γ+1 e

iπ
γ+1 . It is the roots that

are located on the principal branch of the Riemann sheet,
which are responsible for various dynamics such as mono-
tonically increasing oscillations, damped oscillations, etc.
However, the roots that are placed on the secondary Rie-
mann sheets represent the solutions, which are monoton-
ically decreasing functions and do not create any issues
with regards to the stability of the system [29]. Since the
argument of the pole s = | 1

σ
|

1
γ+1 e

iπ
γ+1 , i.e., π

2 < π

γ+1 < π

holds true when γ ∈ (0,1) and γ is always a positive quan-
tity in the transfer function of fractional order IMC filter,
therefore the overall FOIMC controlled system is stable
[35, 36]. In a similar manner, the output of the IMC con-
trolled plant with respect to the disturbance is given as
[34, 38]

Y (s)
D(s)

=
1−Grm(s)Qimc(s)

1+Qimc(s)(Gp(s)−Grm(s))
. (54)

Under the assumption Gp(s)≈ Grm(s), (54) reduces to

Y (s)
D(s)

= 1−Grm(s)Qimc(s). (55)

Using (49) and (50), (55) reduces to

Y (s)
D(s)

=
σsγ+1− p1s
1+σsγ+1 , (56)

whereas using (49) and (51), (55) is simplified as

Y (s)
D(s)

=
σsγ+1

1+σsγ+1 . (57)

Using a similar reasoning as employed in the stability
analysis with respect to reference signal, the poles of the
overall transfer function in (56) and (57) lie on the left
half plane and the system is stable. Further, using the final
value Laplace transform, the response of the system to the
unit step disturbance is given as

y(t) = lim
s→0

sY (s) = 0. (58)

Further, we analyze the response of the system to ramp
disturbance as well. The Laplace transform of the ramp
disturbance is given as D(s) = 1

s2 . Substituting the expres-
sion of D(s) in (57), the output of the system to ramp
disturbance, when the reduced order model is a minimum
phase system is obtained as

Y (s) =
σsγ+1

1+σsγ+1

(
1
s2

)
. (59)

On the other hand, for the case of non-minimum phase
reduced order models (p1 < 0), using (56), the system re-
sponse to a ramp disturbance is computed as

Y (s) =
σsγ+1− p1s
1+σsγ+1

(
1
s2

)
. (60)

Using (59) and the final value theorem of Laplace trans-
forms, the response of the system to ramp disturbance, for
the case of minimum-phase reduced order model is calcu-
lated as

y(t) = lim
s→0

sY (s) =
σsγ

1+σsγ+1 = 0, (61)

whereas using (60), the system response to ramp distur-
bance, for the case of non-minimum-phase reduced order
model is obtained as

y(t) = lim
s→0

sY (s) =
σsγ − p1

1+σsγ+1 =−p1. (62)

Hence, it can be deduced from the aforementioned analy-
sis that FO-IMC technique ensures an effective rejection
of the step disturbance with zero steady state error. More-
over, the FO-IMC technique also ensures an effective re-
jection of ramp disturbance with zero steady state error,
when reduced order model exhibits minimum phase dy-
namics. However, when there are non-minimum phase dy-
namics in the reduced order model, the response to ramp
disturbance will exhibit a constant steady state error.

Remark 4: The reduced order model Grm(s) in (49)
will have poles in the right half plane, when the plant
Gp(s) is unstable. In such a case, the IMC structure is
internally stable if (a) Qimc(s) is stable and (b) (1 −
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Grm(s)Qimc(s) = 0) has right half plane zeros at the un-
stable poles of Grm(s) [37–39].

To investigate the robust stability of the IMC technique,
consider a set µ of possible real plants Gp that are de-
fined via a norm bounded multiplicative error ζ and the
model of plant Grm such that µ = {Gp : |ζ | ≤ ζm} and
ζ =

Gp(iω)−Grm(iω)
Grm(iω) , where ζm is the upper limit of uncer-

tainty. Then, the closed loop IMC system is said to be ro-
bustly stable if and only if [38]

|QimcGrmζm|< 1 ∀ω, (63)

where the reduced order model of the system can be ex-
pressed as Grm(s) = G+

rm(s)G
−
rm(s) such that G+

rm(s) and
G−rm(s) denotes the non-minimum phase and the minimum
phase components of the reduced order model, respec-
tively. Further, IMC controller is formulated as Qimc(s) =
(G−rm(s))

−1F(s). Substituting expressions of Grm(s) and
Qimc(s) in (63) yields robust stability condition as

|ζm|<
∣∣∣∣ 1
F(s)G+

rm(s)

∣∣∣∣ . (64)

Hence, (64) gives the relation between an estimate of the
upper limit of uncertainty and the reduced order model
of the system. Simplifying further by substituting F(s) =

1
1+σsγ+1 and G+

rm(s) = (1+ p1s) from (49) and (50), where,
p1 < 0, (64) is obtained as

|ζm|<

√√√√1+σ 2ω2γ+2 +2σωγ+1 cos
(

π(γ+1)
2

)
1+ p1

2ω2 ∀ω.

(65)

On the other hand, when p1 > 0, G+
rm(s) = 1. In such a

case, (64) is simplified as

|ζm|<

√
1+σ 2ω2γ+2+2σωγ+1 cos

(
π (γ +1)

2

)
∀ω.

(66)

Now, the application of reduced order modelling for the
design of FOIMC controller is considered via the follow-
ing examples.

Example 6: Consider the transfer function of a single
area power system with droop characteristics [40] as fol-
lows:

Gp(s) =
∆ f (s)
∆u(s)

=
250

s3 +15.88s2 +42.46s+106.2
,

(67)

where ∆ f (s) and ∆u(s) designates the deviation in fre-
quency. The reduced order model obtained via BBBC al-
gorithm (Grm) is given by

Grm(s) =
−5s+94.56

5s2 +13.5s+40.17
. (68)

The transfer function of fractional order low pass filter em-
ployed in FOIMC design is given as

F(s) =
1

1+σsγ+1 , (69)

where σ and γ are computed via gain crossover frequency
and phase margin requirements. Using FOIMC technique,
we obtain the FOIMC controller in classical feedback con-
figuration as

CIMC1(s) =
(

0.148+0.057s+0.434
(

1
s

))
×
(

1
0.017s0.111 +0.052

)
, (70)

which is a series combination of ubiquitous PID controller
(Kp = 0.148, Ki = 0.434, Kd = 0.057) and a low pass frac-
tional order filter. On the other hand, if we do not inte-
grate the concepts of reduced order modelling in FOIMC
scheme, the final FOIMC controller in classical feedback
configuration will be given by

CIMC2(s) =
s3 +15.88s2 +42.46s+106.2
(250)(σ 2s2γ+2 +2σsγ+1)

, (71)

where σ and γ are the constants to be chosen randomly.
Hence, the advantages of adopting reduced order model

instead of employing the original higher order system are
enlisted as follows:

• Using the notion of reduced order modelling, the con-
troller is of a lower order, leading to a reduction of
cost and reduction of analog hardware complexity.
The order of the controller via the use of reduced or-
der modelling is 1.111 and without the use of reduced
order modelling is 2γ + 2, that can have a value as
large as 4.
• It can be noticed that the final FOIMC controller ob-

tained using the concept of reduced order modelling
is a series combination of the ubiquitous PID con-
troller and fractional order filter. On the other hand,
if we do not integrate the concepts of reduced or-
der modelling in FOIMC scheme, the final FOIMC
controller in classical feedback configuration will be
given by

CIMC2(s) =
s3 +15.88s2 +42.46s+106.2
(250)(σ 2s2γ+2 +2σsγ+1)

, (72)

where σ and γ are the constants to be chosen ran-
domly. It can be ascertained clearly from (72), that
the FOIMC controller obtained in (72) exhibits higher
order dynamics and cannot be put in the form of a
conventional PID controller. Therefore, reduced or-
der modelling has led to a reduction of complexity
for this control strategy.
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Fig. 18. Frequency deviation comparison with existing
techniques.

• Hence, if we do not employ the notion of reduced or-
der modelling in controller design, we encounter two
principal disadvantages: higher order controller lead-
ing to an increase in cost and hardware complexity
and inability to transform the FOIMC controller into
PID form, leading to increase in implementation com-
plexity. Therefore, this example clearly demonstrates
the practical advantages of reduced order modelling.

Fig. 18 depicts the comparison of frequency deviation re-
sponse for the proposed FOIMC approach with existing
techniques in literature such as stability boundary locus
(SBL-FOPID) [41], Tan’s IMC [42], Liu Routh IMC and
Liu Pade IMC [40], when a step disturbance of 0.01 p.u
is introduced into the system at time t = 2s. It can be as-
certained that the frequency deviation response obtained
via the proposed approach converges to zero quickly with
minimal undershoot in comparison to existing techniques
in literature.

Example 7: To investigate the applicability of the
FOIMC technique for the set point tracking of a system
involving a non-minimum phase reduced order model, let
us consider the same transfer function as taken in Example
3 of Section 4. A comparative study is undertaken involv-
ing the use of both the minimum phase and non-minimum
phase reduced order models obtained via the proposed
technique in (28) and (30), respectively. For the sake of
fair comparison, all the remaining parameters of FOIMC,
except the plant model are considered to be same.

The FOIMC controller obtained via consideration of
the minimum phase (MP) reduced order system Grm(s) =
0.113s+0.3
s2+s+0.3 as the plant model and Gp(s) = 1

(s+1)4 in FOIMC
procedure is

CIMC3(s)=
(

1+
0.3
s
+s
)(

1
1.71s0.056

)(
1

0.11s+0.3

)
.

(73)
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Fig. 19. Comparison of step responses for FO-IMC con-
trolled systems using second order minimum and
non-minimum phase reduced systems as system
models in Example 7.

On the other hand, the FOIMC controller formulated via
consideration of the non-minimum phase (NMP) reduced
order system Grm(s) = −0.1577s+0.3

s2+s+0.3 as the plant model and
Gp(s) = 1

(s+1)4 is

CIMC3(s)=
(

1
0.3

+
1
s
+

1
0.3

s
)(

1
1.7146s0.0556+0.5257

)
.

(74)

It can be observed from Fig. 19 that the FOIMC con-
troller designed via a non-minimum phase reduced order
model shows the least overshoot and quick settling times
in comparison to the response obtained by consideration
of the minimum phase plant as the plant model. For this
particular example, it is shown in Fig. 8 that the non-
minimum phase reduced order model approximates the
original system more closely in comparison to the mini-
mum phase reduced order model. Therefore, it can be con-
cluded that a more accurate reduced order model should
be chosen as a plant model for the formulation of con-
troller via FOIMC technique, irrespective of whether it is
minimum phase or non-minimum phase in nature.

Hence, it can be concluded from the aforementioned
analysis that the BBBC algorithm is a viable alternative
for controller design and the application of reduced order
modelling greatly simplifies the structure of the final con-
troller.

6. CONCLUSIONS

In this paper, we have proposed a model order reduc-
tion technique, that combines the advantages of Pade ap-
proximation for computation of numerator of the reduced
order model and to delineate a solution space for the ap-
plication of Big bang big crunch algorithm (BBBC) to
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obtain the numerator coefficients of the reduced order
model. An extensive comparative analysis with respect to
simulation plots and different numerous performance in-
dices conducted on both stable and unstable system re-
veals that the proposed technique outperforms various ex-
isting techniques in literature. The reduced order model
is further employed for simplification of controller design
via BBBC algorithm and fractional order internal model
control (FOIMC) technique, respectively. The concepts of
reduced order modelling and FOIMC controller design
are integrated for application to load frequency control of
power systems, which reveals that the proposed FOIMC
design greatly simplifies the controller design and exhibits
minimum undershoot and a quick settling time in compari-
son to existing integer order and fractional order controller
design techniques in literature.
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