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Interval Observer-based Output Feedback Control for a Class of Inter-
connected Systems with Uncertain Interconnections
Zhi-Hui Zhang, Shujiang Li* O , and Hua Yan

Abstract: This paper studies the output feedback controller design problem for a class of interconnected systems
with uncertain interconnections. First, the interval observers are built to guarantee the interval property between
the system states and their estimations. Then, the state feedback controller is designed for each observer system
other than output feedback controller for original system. A cyclic-small-gain condition is used to deal with the
bound functions of the uncertain interconnections. The original closed-loop system is robust stable since that the
interval properties are satisfied. The non-convex conditions caused by traditional observer-based output feedback
are avoided by transforming the output to state feedback problem. Finally, the main results are demonstrated by
numerical simulations.
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1. INTRODUCTION

As a practical matter, many systems appear in the form
of several interacting subsystems, for instance, power net-
works and process control systems [1–5]. Hence, many
researchers have devoted themselves to the control prob-
lem of such interconnected systems [6–9]. In [10], a con-
troller was designed for large-scale systems subject to
power constraint. In [11], an event-triggered controller
was presented for interconnected linear systems. How-
ever, most of the results focused on state feedback control
for interconnected systems. Unfortunately, in most cases,
states are unmeasurable. Output feedback control is more
suitable for such actual situation. Recently, many output
feedback control schemes have been proposed for inter-
connected systems. For example, in [12], a static output-
feedback method has been proposed for large-scale T-S
fuzzy systems. Furthermore, the robust H∞ dynamic out-
put feedback control problem has been studied in [13].
But only the linear interconnections were considered in
the above paper. It is well known that the linear ones are
hard to describe the practical complex cases. Therefore,
studies on the output feedback controller for intercon-
nected systems with nonlinear interconnections are still
insufficient.

Observer-based output feedback is an effective control
method when only the output of the system is measurable
[14–16]. Many observer design algorithms have been pro-

Manuscript received September 9, 2018; revised October 24, 2018; accepted November 17, 2018. Recommended by Editor Jessie (Ju H.)
Park. This work was supported in part by the Funds of the National Natural Science Foundation of China (Grant No. 61803274, 61803305),
the National Key Research and Development Program of China (Grant No. 2016YFD0700104-2), the China Postdoctoral Science Foundation
(Grant No. 2018M641710), and the Natural Science Foundation of Liaoning Province (Grant No. 20180540138).

Zhi-Hui Zhang, Shujiang Li, and Hua Yan are with the College of Information Science and Engineering, Shenyang University of Technology,
Shenyang 110870, P. R. China (e-mails: zhihuizhang1988@163.com, lisj@sut.edu.cn, yanhua_01@163.com).
* Corresponding author.

posed to estimate the system states, for instance, interval
observers. In [17], the exponentially stable linear inter-
val observer was built for linear systems. Furthermore,
the interval observer with Luenberger observer structure
was developed in [18]. Besides, coordinate transforma-
tion has proved to be a significant way to guarantee the
interval property [19–22]. At the same time, [23] and
[24] studied the output stabilization problem for nonlin-
ear systems subject to parametric and signal uncertainties
and extended the method to linear time-varying and linear-
parameter-varying systems. Furthermore, [25, 26] pre-
sented the interval observer-based output feedback con-
trollers for time-varying input delay systems and switched
systems, respectively. However, the above methods are
proposed without consideration for the external distur-
bances. Therefore, interval observer-based output feed-
back control for a class of interconnected systems with un-
certain interconnections and external disturbances is still
an open problem.

In this paper, the output feedback controller for inter-
connected system with uncertain interconnections and ex-
ternal disturbances is designed. For each subsystem, an
interval observer is built firstly by considering the up-
per and lower bounds of the interconnections and distur-
bances. Then, the output feedback controllers are built
and the design conditions are derived in the formulation
of linear matrix inequalities (LMIs). It is shown that the
original closed-loop system can be proved to be robust sta-
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ble since that the interval properties are satisfied. The
main contributions are as follows: 1) The state feedback
controller is designed for observer system other than out-
put feedback controller for original system. The non-
convex conditions caused by traditional observer-based
output feedback are avoided by transforming the output
to state feedback problem. 2) A cyclic-small-gain condi-
tion is introduced to address the bound functions of the
uncertain interconnections.

Note that the nonlinear uncertain interconnections are
considered in this paper. Many methods have been pro-
posed to control the system with nonlinear interconnec-
tions. For example, in [27], a sliding mode observer-based
output feedback controller was presented for linear sub-
systems with nonlinear interconnections. In [28] and [29],
the adaptive control techniques were developed for large-
scale nonlinear systems. However, there results were ob-
tained based on the assumption that the interconnection
matching condition is satisfied, which makes its applica-
tion too inflexible. In addition, the neural networks have
been introduced to deal with the nonlinear interconnec-
tions. In [30–32], the adaptive neural network output-
feedback control problem has been solved by backstep-
ping technique. Furthermore, by a combination of the
neural network and graph theory, the fault-tolerant con-
trol scheme has been developed in [33]. But the neural
networks may considerably increase the complexity of the
controller design. Different from the above mentioned re-
sults, the interconnection matching condition is removed
and the proposed control scheme without employing the
neural network simplifies the design process.

The structure of this paper is as follows: The system de-
scription is presented in Section 2 and the main results are
proposed in Section 3. An example is given in Section 4
and conclusions are drawn in Section 5.

Notations: For vectors α = [αi]m×1, β = [βi]m×1, we
define α ⪯ β (α ⪰ β ) by αi ≤ βi (αi ≥ βi), ∀1 ≤ i ≤ m.
Ω > 0 (Ω < 0) means the matrix Ω is positive (nega-
tive) definite. For given matrix Γ ∈ Rp×q, define Γ+ =
max{0,Γ} and Γ− = Γ+−Γ.

2. SYSTEM DESCRIPTION

Consider a system consisting of N interconnected sub-
systems Si, i = 1,2, · · · ,N. Each of which is described by
the following dynamic model:

ẋi(t) = Aixi(t)+Biui(t)+Ψi(x(t),y(t),δ (t))+Didi(t),

yi(t) =Cixi(t), (1)

where ui(t) ∈ Rsi is the control input vector, xi(t) ∈ Rni

and yi(t) ∈ Rqi are the state and output vectors of the ith
subsystem. x(t) =

[
xT

1 (t), xT
2 (t), · · · , xT

N(t)
]T ∈ Rn

and y(t) =
[
yT

1 (t), yT
2 (t), · · · , yT

N(t)
]T ∈ Rq are the

state and output vectors of the overall system. The non-
linear function Ψi(x(t),y(t),δ (t)) : Rn+q+r → Rmi repre-
sents the interconnection between the ith subsystem and
other subsystems. δ (t) ∈ ∆ ⊂ Rr is the uncertain possibly
time-varying parameter vector, the set ∆ is assumed to be
given, Ψi(0,0,δ (t)) = 0 for any δ (t) ∈ ∆. di(t) ∈ Rpi is
the external disturbance vector. Ai ∈ Rni×ni , Bi ∈ Rni×si ,
Di ∈ Rni×pi , Ci ∈ Rqi×ni are known constant matrices.
∑N

i=1 ni = n, ∑N
i=1 qi = q. Moreover, it is assumed that

(Ai,Ci) is observable and (Ai,Bi) is controllable.
The main idea of this paper is to design the interval

observer-based output feedback controller, the following
assumptions are considered firstly.

Assumption 1: There exists a matrix Li such that Ai −
LiCi is Metzler.

Assumption 2: There exist the known bound functions
di(t) ∈ Rpi and di(t) ∈ Rpi belong to L2[0,∞) such that

di(t)⪯ di(t)⪯ di(t). (2)

Assumption 3: There are known functions Ψi(x(t),
x(t), y(t)), Ψi(x(t), x(t), y(t)) : R2n+q → Rmi such that

Ψi(x(t),x(t),y(t))⪯ Ψi(x(t),y(t),δ (t))
⪯ Ψi(x(t),x(t),y(t)) (3)

is satisfied if x(t)⪯ x(t)⪯ x(t) and δ (t) ∈ ∆.

Assumption 4: There are constants ai1, ai2, ai3, ai4, ai5,
ai6 such that for all x(t),x(t)∈Rn,y(t)∈Rq, the following
inequalities hold

∥Ψi(x(t),x(t),y(t))∥ ≤ai1∥x(t)∥+ai2∥x(t)∥
+ai3∥y(t)∥

∥Ψi(x(t),x(t),y(t))∥ ≤ai4∥x(t)∥+ai5∥x(t)∥
+ai6∥y(t)∥ (4)

Remark 1: Assumption 1 is common in [18–22]. It
can be relaxed by coordinate transformations and will be
discussed in Subsection 3.3. Assumption 2 means that the
external disturbances are bounded with the known bound-
ary functions. Assumptions 3 and 4 characterize the class
of interconnections being considered.

3. MAIN RESULTS

3.1. Interval observer design
First, the following interval observer is designed for the

ith subsystem (1).

ẋi(t) =(Ai −LiCi)xi(t)+Liyi(t)+Biui(t)

+Ψi(x(t),x(t),y(t))+D+
i di(t)−D−

i di(t),

ẋi(t) =(Ai −LiCi)xi(t)+Liyi(t)+Biui(t)

+Ψi(x(t),x(t),y(t))+D+
i di(t)−D−

i di(t),
(5)
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where Li is the observer gain matrix to be determined. The
interval property between the states of the system (1) and
(5) is presented in the following lemma.

Lemma 1: Under Assumptions 1, 2 and 3, if the ini-
tial condition xi(0) ⪯ xi(0) ⪯ xi(0) is satisfied, then the
relation xi(t)⪯ xi(t)⪯ xi(t) holds for any control law.

Proof: Let ei(t) = xi(t)−xi(t) and ei(t) = xi(t)−xi(t),
from the system and interval observer dynamics (1) and
(5), it yields the following ith estimation error dynamics,

ėi(t) =(Ai−LiCi)ei(t)+Didi(t)−[D+
i di(t)−D−

i di(t)]

+Ψi(x(t),y(t),δ (t))−Ψi(x(t),x(t),y(t)),

ėi(t) =(Ai−LiCi)ei(t)+[D+
i di(t)−D−

i di(t)]−Didi(t)

+Ψi(x(t),x(t),y(t))−Ψi(x(t),y(t),δ (t)).
(6)

From Assumptions 2 and 3, one gets

Didi(t)− [D+
i di(t)−D−

i di(t)]⪰ 0,

[D+
i di(t)−D−

i di(t)]−Didi(t)⪰ 0,

Ψi(x(t),y(t),δ (t))−Ψi(x(t),x(t),y(t))⪰ 0,

Ψi(x(t),x(t),y(t))−Ψi(x(t),y(t),δ (t))⪰ 0.

In view of Assumption 1 and the cooperative system the-
ory [22, 23], one gets

ei(t)⪰ 0, ei(t)⪰ 0

hold for all i = 1,2, · · · ,N.
Furthermore, from

ei(t) = xi(t)− xi(t)⪰ 0, ei(t) = xi(t)− xi(t)⪰ 0,

and the initial condition xi(0)⪯ xi(0)⪯ xi(0), one gets

xi(t)⪯ xi(t)⪯ xi(t)

holds for any control law. □

Remark 2: In Lemma 1, the matrix Li is designed such
that (Ai −LiCi) is Metlzer, but the stability of the observer
states xi(t) and xi(t) can not be guaranteed. The output
feedback control designed next will achieve the desired
control objective.

3.2. Interval observer-based output feedback control
In this paper, the output feedback control problem for

the system (1) will be transformed into designing the state
feedback controller for the interval observer systems (5)
based on Lemma 1. The system (1) is robust stable if the
upper and lower estimate dynamics (5) are robust stable.
The block diagram of the control scheme is given in Fig. 1.

Toward this control objective, the following interval
observer-based controller is designed,

ui(t) = Kixi(t)+Kixi(t), (7)

1( )d t

1( )y t

1S

( )Nd t

NS

1( )x t1( )x t ( )Nx t ( )Nx t

1( )u t ( )Nu t

( )Ny t

Fig. 1. Architecture of the interval observer-based output-
feedback control.

where Ki and Ki are the controller gains for the ith interval
observer system.

Denoting ζi(t) =

[
xi(t)
xi(t)

]
, Ψ̃i(x(t),x(t),y(t)) =[

Ψi(x(t),x(t),y(t))
Ψi(x(t),x(t),y(t))

]
, d̃i(t) =

[
di(t)
di(t)

]
and applying

the controller (7) to the observer system, the resulting ith
closed-loop subsystem is given by

ζ̇i(t) =Ãiζi(t)+ L̃iyi(t)+ Ψ̃i(x(t),x(t),y(t))

+ D̃id̃i(t), (8)

where L̃i =

[
Li

Li

]
, D̃i =

[
D+

i −D−
i

−D−
i D+

i

]
, Ãi = Āi +

B̄iKi with Āi =

[
Ai −LiCi 0

0 Ai −LiCi

]
, B̄i =

[
Bi

Bi

]
,

Ki =
[

Ki Ki
]
.

The main goal is to design the control law such that for
prescribed scalars κi > 0, γ̃ > 0, the following L∞ perfor-
mance

sup
t∈[0,∞)

(
N

∑
i=1

κiζ T
i (t)ζi(t))≤ γ̃2 sup

t∈[0,∞)

(
N

∑
i=1

κid̃T
i (t)d̃i(t))

(9)

is satisfied under zero initial conditions for all nonzero
vector d̃i(t) ∈ L2[0,∞).

The main theorem is given as follows.

Theorem 1: For given positive scalars α and γ , the
closed-loop system (8) is robust stable with disturbance at-
tenuation performance (9) if there exists matrices Qi > 0,
Xi, positive scalars ρi, ai, εi and βi satisfying the cyclic-
small-gain condition

N−1

∑
j=1

j ∑
1≤i1≤i2≤···≤i j+1≤ j+1

βi1 βi2 · · ·βi j+1 < 1, (10)
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such that the following LMI holdsĀiQi+QiĀT
i +B̄iXi+XT

i B̄T
i +ρ−1

i L̃iCiCT
i L̃T

i +a2
i I+αQi

∗
∗

D̃i Qi

−γI 0
∗ −(β−1

i +1+β−1
i εi +ρi)

−1I

< 0. (11)

Then the controller gains are given as Ki = XiQ−1
i .

Proof: Consider the closed-loop observer system (8),
the following Lyapunov function is chosen,

Vi(ζi(t)) = ζ T
i (t)Piζi(t).

Along the solutions of (8), one gets

V̇i(ζi(t)) =ζ T
i (PiÃi + ÃT

i Pi)ζi +2ζ T
i PiL̃iyi

+2ζ T
i PiΨ̃i(x,x,y). (12)

From Assumption 4 and ∥y(t)∥ ≤
√

2∥C̄∥∥ζ (t)∥ with C̄ =
diag{C1,C2, · · · ,CN}, one gets

∥Ψ̃i(x(t),x(t),y(t))∥ ≤∥Ψi(x(t),x(t),y(t))∥
+∥Ψi(x(t),x(t),y(t))∥

≤ai∥ζ (t)∥ (13)

where ai =
√

2max{(ai1 + ai4),(ai2 + ai5)}+
√

2(ai3 +
ai6)∥C̄∥.

In addition,

xT
i (t)xi(t)≤ xT

i (t)xi(t)+ xT
i (t)xi(t)≤ ζ T

i (t)ζi(t),

we have

V̇i(ζi(t))+αζi(t)Piζi(t)− γ d̃T
i (t)d̃i(t)

= ζ T
i (t)(PiÃi + ÃT

i Pi)ζi(t)+2ζ T
i (t)PiL̃iyi(t)

+2ζ T
i (t)PiΨ̃i(x(t),x(t),y(t))+2ζ T

i (t)PiD̃id̃i(t)

+αζi(t)Piζi(t)− γ d̃T
i (t)d̃i(t)

≤ ζ T
i (t)(PiÃi

+ ÃT
i Pi)ζi(t)+ρ−1

i ζ T
i (t)PiL̃iCiCT

i L̃T
i Piζi(t)

+ρixT
i (t)xi(t)+a2

i ζ T
i (t)P

2
i ζi(t)+ζ T (t)ζ (t)

+2ζ T
i (t)PiD̃id̃i(t)+αζ T

i (t)Piζi(t)− γ d̃T
i (t)d̃i(t)

≤ ζ T
i (t)[PiÃi + ÃT

i Pi +ρ−1
i PiL̃iCiCT

i L̃T
i Pi +a2

i P2
i +ρiI

+αPi]ζi(t)+ζ T (t)ζ (t)+2ζ T
i (t)PiD̃id̃i(t)

− γ d̃T
i (t)d̃i(t)

≤
[

ζ T
i (t) d̃T

i (t)
]

×
[

PiÃi+ÃT
i Pi+ρ−1

i PiL̃iCiCT
i L̃

T
i Pi+a2

i P2
i +ρiI+αPi

∗
PiD̃i

−γI

][
ζi(t)
d̃i(t)

]
+ζ T (t)ζ (t), (14)

if the following inequality PiÃi + ÃT
i Pi +ρ−1

i PiL̃iCiCT
i L̃T

i Pi +a2
i P2

i +αPi

+(β−1
i +1+β−1

i εi +ρi)I
∗

PiD̃i

−γI

]
< 0 (15)

holds, it follows that

V̇i(ζi(t))+αζi(t)Piζi(t)− γ d̃T
i (t)d̃i(t)

≤−(β−1
i +1+β−1

i εil)ζ T
i (t)ζi(t)+ζ T (t)ζ (t)

≤−β−1
i εilζ T

i (t)ζi(t)−β−1
i ζ T

i (t)ζi(t)

+
N

∑
j ̸=i, j=1

ζ T
j (t)ζ j(t). (16)

Similar to [34] and [35], the cyclic-small-gain condition
(10) is introduced, then there exist constants ci > 0 for all
1 ≤ i ≤ N such that

N

∑
i=1

ciβi(V̇i(ζi(t))+αζi(t)Piζi(t)− γ d̃T
i (t)d̃i(t))

≤−
N

∑
i=1

ciεilζ T
i (t)ζi(t)+

N

∑
i=1

ci(−ζ T
i (t)ζi(t)

+βi

N

∑
j=1, j ̸=i

ζ T
j (t)ζ j(t))

=−
N

∑
i=1

ciεilζ T
i (t)ζi(t)

+


∥ζ1(t)∥2

∥ζ2(t)∥2

∥ζ3(t)|2
...

∥ζN(t)∥2


T 

−1 β2 β3 · · · βN

β1 −1 β3 · · · βN

β1 β2 −1 · · · βN
...

...
...

. . .
...

β1 β2 β3 · · · −1




c1

c2

c3
...

cN


=−

N

∑
i=1

ciεilζ T
i (t)ζi(t)−ζ T (t)ζ (t). (17)

Furthermore, we have

˙̄V (ζ̄ (t))≤−αV̄ (ζ̄ (t))+ γω̄T (t)ω̄(t), (18)

where V̄ (ζ̄ (t))= ζ̄ T (t)P̄ζ̄ (t) with P̄= diag{P1,P2, · · · ,PN},

ω̄(t)=
[
(c1β1)

1
2 d̃T

1 (t) (c2β2)
1
2 d̃T

2 (t) · · · (cNβN)
1
2 d̃T

N(t)
]T

,

ζ̄ (t)=
[
(c1β1)

1
2 ζ T

1 (t) (c2β2)
1
2 ζ T

2 (t) · · · (cNβN)
1
2 ζ T

N (t)
]T

.
From the solution of differential inequality (18), one ob-
tains

V̄ (ζ̄ (t))≤e−αtV̄ (ζ̄ (0))+γ
∫ t

0
e−ατω̄T (t−τ)ω̄(t−τ)dτ

≤ sup
τ∈[0,t]

{
e−αtV̄ (ζ̄ (0))

+
γ
α

ω̄T (t − τ)ω̄(t − τ)(1− e−αt)
}
, (19)
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it follows that

sup
t∈[0,∞)

λmin(P̄)ζ̄ T (t)ζ̄ (t)

≤ sup
t∈[0,∞)

sup
τ∈[0,t]

{
e−αtV̄ (ζ̄ (0))

+
γ
α

ω̄T (t − τ)ω̄(t − τ)(1− e−αt)
}

≤ V̄ (ζ̄ (0))+
γ
α

sup
t∈[0,∞)

ω̄T (t)ω̄(t). (20)

The above inequality implies that

sup
t∈[0,∞)

N

∑
i=1

ciβiζ T
i (t)ζi(t)

≤ λmax(P̄)
λmin(P̄)

N

∑
i=1

ciβiζ T
i (0)ζi(0)

+
γ

αλmin(P̄)
sup

t∈[0,∞)

N

∑
i=1

ciβid̃T
i (t)d̃i(t), (21)

which implies that the system (8) satisfies the L∞ perfor-
mance (9).

Left-multiplying and right-multiplying diag{P−1
i , I} to

the inequality (15) yields ÃiP−1
i +P−1

i ÃT
i +ρ−1

i L̃iCiCT
i L̃T

i +a2
i I +αP−1

i
∗
∗

D̃i P−1
i

−γI 0
∗ −(β−1

i +1+β−1
i εi +ρi)

−1I

< 0 (22)

denote P−1
i = Qi and Xil = KilQi, the above inequality can

be rewritten as (11). □

Remark 3: The design condition in Theorem 1 is LMI,
it avoids the non-convex problems which arise in the de-
sign of dynamic output feedback controller.

3.3. Coordinate transformation
Assumption 1 can be relaxed by finding a transforma-

tion of coordinates xi(t) = Tizi(t), the system (1) can be
rewritten as follows,

żi(t) = T−1
i (Ai −LiCi)Tizi(t)+T−1

i Liyi(t)+T−1
i Biui(t)

+T−1
i Ψi(T z(t),y(t),δ (t))+T−1

i Didi(t),

yi(t) =CiTizi(t), (23)

where T = diag{T1,T1, · · · ,TN}.
Denote T−1

i (Ai−LiCi)Ti =Ai, T−1
i Li =Li, T−1

i Bi =Bi,
T−1

i Di =Di, T−1
i = Ri, then (23) can be rewritten as

żi(t) =Aizi(t)+Liyi(t)+Biui(t)+Didi(t)

+RiΨi(T z(t),y(t),δ (t))

yi(t) =CiTizi(t). (24)

From

T+
i zi(t)−T−

i zi(t)⪯ Tizi(t)⪯ T+
i zi(t)−T−

i zi(t),

T+z(t)−T−z(t)⪯ T z(t)⪯ T+z(t)−T−z(t),

it is clear that

Φi(z(t),z(t),y(t))⪯ RiΨi(T z(t),y(t),δ (t))
⪯ Φi(z(t),z(t),y(t))

where

Φi(z,z,y) = R+
i Ψi(T+z−T−z,T+z−T−z,y)

−R−
i Ψi(T

+z−T−z,T+z−T−z,y),

Φi(z,z,y) = R+
i Ψi(T

+z−T−z,T+z−T−z,y)

−R−
i Ψi(T+z−T−z,T+z−T−z,y).

Then, the following interval observer is designed for the
system (24),

żi(t) =Aizi(t)+Liyi(t)+Biui(t)+Φi(z(t),z(t),y(t))

+D+
i di(t)−D−

i di(t,)

żi(t) =Aizi(t)+Liyi(t)+Biui(t)+Φi(z(t),z(t),y(t))

+D+
i di(t)−D−

i di(t). (25)

Furthermore, the following controller is designed for the
transformed interval observer system (25)

ui(t) =Kizi(t)+Kizi(t). (26)

In the new coordinates, the interval observer (25) is similar
to (5), therefore, a similar conclusion can be obtained.

Based on the above analysis and design, an algorithm
is given to design the interval observer-based output feed-
back controller.

Algorithm 1: Interval observer-based output feedback
controller design

Step 1: If there exists a matrix Li such that Ai − LiCi is
Metzler and Hurwitz, go to Step 3 with the selected
interval observer gain Li. Otherwise, go to Step 2.

Step 2: Choose the free matrices Si, Yi such that the ma-
trix Si is Metzler and Hurwitz. Solve the Sylvester
equation SiT−1

i − T−1
i Ai +YiCi = 0 with respect to

the unknown transformation matrix Ti, then Li = TiYi.
Transform the system (1) into (23) by using xi(t) =
Tizi(t).

Step 3: Design the interval observer with the obtained
gain matrix Li.

Step 4: Solve the LMI conditions to get the observer-
based controller gain Ki.
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4. SIMULATION

In this section, a simulation example is presented to
demonstrate the effectiveness of the proposed method.
Consider the following system,

ẋi(t) = Aixi(t)+Biui(t)+Ψi(y(t),δ (t))+Didi(t),

yi(t) =Cixi(t), (27)

where A1 = A2 =

[
0 1

9.81 0

]
, B1 = B2 =

[
0

0.5

]
, D1 =

D2 =

[
0.1
0.5

]
, C1 = C2 =

[
1 0

]
, Ψ1(y(t),δ (t)) =

Ψ2(y(t),δ (t))=
[

0
δ (t)(y2 − y1)

]
. The uncertain param-

eter δ (t) satisfies the inequality |δ (t)| ≤ δ̄ , then the inter-
connection functions satisfy

Ψ1(y(t))≤ Ψ1(y(t), δ (t))≤ Ψ1(y(t)),

Ψ2(y(t))≤ Ψ2(y(t), δ (t))≤ Ψ2(y(t)),

where Ψ1(y(t)) = −δ̄ (∥y1∥ + ∥y2∥) and Ψ1(y(t)) =
δ̄ (∥y1∥ + ∥y2∥) satisfy the inequalities ∥Ψ1(y(t))∥ ≤
a13∥y(t)∥ and ∥Ψ1(y(t))∥ ≤ a16∥y(t)∥ with a13 = a16 =√

2δ̄ . For simulation, the value of the uncertain parameter
has been chosen as δ (t) = 0.3535sin(t), d(t) = cos(πt)+
0.5sin(πt), d(t) = cos(πt)−0.5, d(t) = cos(πt)+0.5.

Based on the Algorithm 1, choosing the free matrices

Si =

[
−0.9 10

0 −0.95

]
, Qi =

[
1

0.5

]
and solving the

Sylvester equation SiT−1
i −T−1

i Ai +QiCi = 0, one gets

Ti =

[
1.7822 0.1356
1.6931 17.9439

]
, Li =

[
1.8500

10.6650

]
.

Given the constants ρi = 0.2,α = 0.3,εi = 0.1,βi =
0.0455, solving the LMI condition, we get the controller
gain matrices

K1 = K2 =
[
−2993 −2496.6

]
,

K1 = K2 =
[
−3021.6 −1183.4

]
.

Simulation results are shown in Figs. 2-3, it can be seen
that the interval relations hold, furthermore, both the sys-
tem states and the interval observer states achieve the good
steady performance, which further verifies that the pro-
posed interval observer-based output feedback controller
achieves desired control performance for interconnected
systems.

5. CONCLUSION

In this paper, the interval observer-based output feed-
back control scheme for a class of interconnected sys-
tems with uncertain interconnections has been proposed.
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Fig. 2. State responses of the subsystem S1.
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Fig. 3. State responses of the subsystem S2.
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For each subsystem, the output feedback controller de-
sign problem for original system is transformed to the
state feedback problem for observer system. The cyclic-
small gain condition is introduced to formulate the prob-
lem to LMIs. The closed-loop system stability is guaran-
teed by coordinate transformation and interval property.
The achieved method has been finally demonstrated via
simulation results. Furthermore, by reference to the exist-
ing results [36–42], a direction for the future is to extend
the proposed method to the stochastic interconnected sys-
tems.

REFERENCES

[1] P. Ioannou, “Decentralized adaptive control of intercon-
nected systems,” IEEE Transactions on Automatic Control,
vol. 31, no. 4, pp. 291-298, April 1986.

[2] D. D. Šljak, Decentralized Control of Complex Systems,
Academic Press, San Diego, 1991.

[3] W. J. Wang and W. W. Lin, “Decentralized PDC for large-
scale TS fuzzy systems,” IEEE Transactions on Fuzzy Sys-
tems, vol. 13, no. 6, pp. 779-786, December 2005.

[4] Y. H. Chen, “Decentralized robust control system design
for large-scale uncertain systems,” International Journal of
Control, vol. 47, no. 5, pp. 1195-1205, January 1988.

[5] K. K. Shyu, W. J. Liu, and K. C. Hsu, “Design of large-
scale time-delayed systems with dead-zone input via vari-
able structure control,” Automatica, vol. 41, no. 7, pp.
1239-1246, July 2005.

[6] T. N. Lee and U. L. Radovic, “Decentralized stabilization
of linear continuous and discrete-time systems with de-
lays in interconnections,” IEEE Transactions on Automatic
Control, vol. 33, no. 8, pp. 757-761, August 1988.

[7] S. N. Huang, K. K. Tan, and T. H. Lee, “Decentralized con-
trol of a class of large-scale nonlinear systems using neu-
ral networks,” Automatica, vol. 41, no. 9, pp. 1645-1649,
September 2005.

[8] H. M. Wang and G. H. Yang, “Decentralized state feedback
control of uncertain affine fuzzy large-scale systems with
unknown interconnections,” IEEE Transactions on Fuzzy
Systems, vol. 24, no. 5, pp. 1134-1146, October 2016.

[9] Y. Zhu, F. Yang, C. Li, and Y. Zhang, “Simultaneous sta-
bility of large-scale systems via distributed control network
with partial information exchange,” International Journal
of Control, Automation and Systems, vol. 16, no. 4, pp.
1502-1511, August 2018.

[10] D. Zhang, P. Shi, and Q. G. Wang, “Energy-efficient dis-
tributed control of large-scale systems: A switched system
approach,” International Journal of Robust and Nonlinear
Control, vol. 26, no. 14, pp. 3101-3117, September 2016.

[11] M. Guinaldo, D. V. Dimarogonas, K. H. Johansson, J.
Sánchez, and S. Dormido, “Distributed event-based control
strategies for interconnected linear systems,” IET Control
Theory & Applications, vol. 7, no. 6, pp. 877-886, April
2013.

[12] G. B. Koo, J. B. Park, and Y. H. Joo, “Robust fuzzy con-
troller for large-scale nonlinear systems using decentral-
ized static output-feedback,” International Journal of Con-
trol, Automation and Systems, vol. 9, no. 4, pp. 649-658,
August 2011.

[13] Y. F. Xie, W. H. Gui, Z. H. Jiang, and C. Huang, “De-
centralized robust H∞ output feedback control for value
bounded uncertain large-scale interconnected systems,” In-
ternational Journal of Control, Automation and Systems,
vol. 8, no. 1, pp. 16-28, February 2010.

[14] D. Zhai, L. W. An, J. X. Dong, and Q. L. Zhang, “Out-
put feedback adaptive sensor failure compensation for a
class of parametric strict feedback systems,” Automatica,
vol. 97, pp. 48-57, November 2018.

[15] D. Zhai, L. W. An, J. X. Dong, and Q. L. Zhang, “Switched
adaptive fuzzy tracking control for a class of switched non-
linear systems under arbitrary switching,” IEEE Transac-
tions on Fuzzy Systems, vol. 26, no. 2, pp. 585-597, April
2018.

[16] J. Huang, “Adaptive distributed observer and the cooper-
ative control of multi-agent systems,” Journal of Control
and Decision, vol. 4, no. 1, pp. 1-11, November 2017.

[17] F. Mazenc and O. Bernard, “Asymptotically stable interval
observers for planar systems with complex poles,” IEEE
Transactions on Automatic Control, vol. 55, no. 2, pp. 523-
527, February 2010.

[18] F. Mazenc and O. Bernard, “Interval observers for lin-
ear time-invariant systems with disturbances,” Automatica,
vol. 47, no. 1, pp. 140-147, January 2011.

[19] F. Mazenc, T. N. Dinh, and S. I. Niculescu, “Interval ob-
servers for discrete-time systems,” Proceedings of the 51st
IEEE Conference on Decision and Control, Maui, Hawaii,
USA, pp. 6755-6760, 2012.

[20] F. Mazenc, T. N. Dinh, and S. I. Niculescu, “Interval ob-
servers for discrete-time systems,” International Journal of
Robust and Nonlinear Control, vol. 24, no. 17, pp. 2867-
2890, November 2014.

[21] D. Efimov, W. Perruquetti, T. Raissi, and A. Zolghadri, “In-
terval observers for time-varying discrete-time systems,”
IEEE Transactions on Automatic Control, vol. 58, no. 12,
pp. 3218-3224, December 2013.

[22] S. Chebotarev, D. Efimov, T. Raissi, and A. Zolghadri,
“Interval observers for continuous-time LPV systems with
L1/L2 performance,” Automatica, vol. 58, pp. 82-89, Au-
gust 2015.

[23] D. Efimov, T. Raissi, and A. Zolghadri, “Control of nonlin-
ear and LPV systems: Interval observer-based framework,”
IEEE Transactions on Automatic Control, vol. 58, no. 3,
pp. 773-778, March 2013.

[24] X. Cai, G. Lv, and W. Zhan, “Stabilisation for a class of
non-linear uncertain systems based on interval observers,”
IET Control Theory & Applications, vol. 6, no. 13, pp.
2057-2062, September 2012.

[25] A. Polyakov, D. Efimov, W. Perruquetti, and J. P. Richard,
“Output stabilization of time-varying input delay systems
using interval observation technique,” Automatica, vol. 49,
no. 11, pp. 3402-3410, November 2013.

http://dx.doi.org/10.1109/TAC.1986.1104282
http://dx.doi.org/10.1109/TAC.1986.1104282
http://dx.doi.org/10.1109/TAC.1986.1104282
http://dx.doi.org/10.1109/TFUZZ.2005.859309
http://dx.doi.org/10.1109/TFUZZ.2005.859309
http://dx.doi.org/10.1109/TFUZZ.2005.859309
http://dx.doi.org/10.1080/00207178808906087
http://dx.doi.org/10.1080/00207178808906087
http://dx.doi.org/10.1080/00207178808906087
http://dx.doi.org/10.1016/j.automatica.2005.03.004
http://dx.doi.org/10.1016/j.automatica.2005.03.004
http://dx.doi.org/10.1016/j.automatica.2005.03.004
http://dx.doi.org/10.1016/j.automatica.2005.03.004
http://dx.doi.org/10.1109/9.1293
http://dx.doi.org/10.1109/9.1293
http://dx.doi.org/10.1109/9.1293
http://dx.doi.org/10.1109/9.1293
http://dx.doi.org/10.1016/j.automatica.2005.02.010
http://dx.doi.org/10.1016/j.automatica.2005.02.010
http://dx.doi.org/10.1016/j.automatica.2005.02.010
http://dx.doi.org/10.1016/j.automatica.2005.02.010
http://dx.doi.org/10.1109/TFUZZ.2015.2504380
http://dx.doi.org/10.1109/TFUZZ.2015.2504380
http://dx.doi.org/10.1109/TFUZZ.2015.2504380
http://dx.doi.org/10.1109/TFUZZ.2015.2504380
http://dx.doi.org/10.1007/s12555-017-0483-6
http://dx.doi.org/10.1007/s12555-017-0483-6
http://dx.doi.org/10.1007/s12555-017-0483-6
http://dx.doi.org/10.1007/s12555-017-0483-6
http://dx.doi.org/10.1007/s12555-017-0483-6
http://dx.doi.org/10.1002/rnc.3494
http://dx.doi.org/10.1002/rnc.3494
http://dx.doi.org/10.1002/rnc.3494
http://dx.doi.org/10.1002/rnc.3494
http://dx.doi.org/10.1049/iet-cta.2012.0525
http://dx.doi.org/10.1049/iet-cta.2012.0525
http://dx.doi.org/10.1049/iet-cta.2012.0525
http://dx.doi.org/10.1049/iet-cta.2012.0525
http://dx.doi.org/10.1049/iet-cta.2012.0525
http://dx.doi.org/10.1007/s12555-011-0405-y
http://dx.doi.org/10.1007/s12555-011-0405-y
http://dx.doi.org/10.1007/s12555-011-0405-y
http://dx.doi.org/10.1007/s12555-011-0405-y
http://dx.doi.org/10.1007/s12555-011-0405-y
http://dx.doi.org/10.1007/s12555-010-0103-1
http://dx.doi.org/10.1007/s12555-010-0103-1
http://dx.doi.org/10.1007/s12555-010-0103-1
http://dx.doi.org/10.1007/s12555-010-0103-1
http://dx.doi.org/10.1007/s12555-010-0103-1
http://dx.doi.org/10.1016/j.automatica.2018.07.014
http://dx.doi.org/10.1016/j.automatica.2018.07.014
http://dx.doi.org/10.1016/j.automatica.2018.07.014
http://dx.doi.org/10.1016/j.automatica.2018.07.014
http://dx.doi.org/10.1109/TFUZZ.2017.2686378
http://dx.doi.org/10.1109/TFUZZ.2017.2686378
http://dx.doi.org/10.1109/TFUZZ.2017.2686378
http://dx.doi.org/10.1109/TFUZZ.2017.2686378
http://dx.doi.org/10.1109/TFUZZ.2017.2686378
http://dx.doi.org/10.1080/23307706.2016.1256793
http://dx.doi.org/10.1080/23307706.2016.1256793
http://dx.doi.org/10.1080/23307706.2016.1256793
http://dx.doi.org/10.1109/TAC.2009.2037472
http://dx.doi.org/10.1109/TAC.2009.2037472
http://dx.doi.org/10.1109/TAC.2009.2037472
http://dx.doi.org/10.1109/TAC.2009.2037472
http://dx.doi.org/10.1016/j.automatica.2010.10.019
http://dx.doi.org/10.1016/j.automatica.2010.10.019
http://dx.doi.org/10.1016/j.automatica.2010.10.019
http://dx.doi.org/10.1109/CDC.2012.6427027
http://dx.doi.org/10.1109/CDC.2012.6427027
http://dx.doi.org/10.1109/CDC.2012.6427027
http://dx.doi.org/10.1109/CDC.2012.6427027
http://dx.doi.org/10.1002/rnc.3030
http://dx.doi.org/10.1002/rnc.3030
http://dx.doi.org/10.1002/rnc.3030
http://dx.doi.org/10.1002/rnc.3030
http://dx.doi.org/10.1109/TAC.2013.2263936
http://dx.doi.org/10.1109/TAC.2013.2263936
http://dx.doi.org/10.1109/TAC.2013.2263936
http://dx.doi.org/10.1109/TAC.2013.2263936
http://dx.doi.org/10.1016/j.automatica.2015.05.009
http://dx.doi.org/10.1016/j.automatica.2015.05.009
http://dx.doi.org/10.1016/j.automatica.2015.05.009
http://dx.doi.org/10.1016/j.automatica.2015.05.009
http://dx.doi.org/10.1109/TAC.2013.2241476
http://dx.doi.org/10.1109/TAC.2013.2241476
http://dx.doi.org/10.1109/TAC.2013.2241476
http://dx.doi.org/10.1109/TAC.2013.2241476
http://dx.doi.org/10.1049/iet-cta.2011.0493
http://dx.doi.org/10.1049/iet-cta.2011.0493
http://dx.doi.org/10.1049/iet-cta.2011.0493
http://dx.doi.org/10.1049/iet-cta.2011.0493
http://dx.doi.org/10.1016/j.automatica.2013.08.012
http://dx.doi.org/10.1016/j.automatica.2013.08.012
http://dx.doi.org/10.1016/j.automatica.2013.08.012
http://dx.doi.org/10.1016/j.automatica.2013.08.012


964 Zhi-Hui Zhang, Shujiang Li, and Hua Yan

[26] Z. W. He and W. Xie, “Control of non-linear switched
systems with average dwell time: Interval observer-based
framework,” IET Control Theory & Applications, vol. 10,
no. 1, pp. 10-16, January 2016.

[27] K. Kalsi, J. Lian, and S. H. Zak, “Decentralized dynamic
output feedback control of nonlinear interconnected sys-
tems,” IEEE Transactions on Automatic Control, vol. 55,
no. 8, pp. 1964-1970, August 2010.

[28] S. C. Tong, H. X. Li, and G. R. Chen, “Adaptive fuzzy de-
centralized control fora class of large-scale nonlinear sys-
tems,” IEEE Transactions on Systems, Man, and Cybernet-
ics, Part B Cybernetics, vol. 34, no. 1, pp. 770-775, Febru-
ary 2004.

[29] Y. S. Huang, D. Q. Zhou, and X. X. Chen, “Decentralized
direct adaptive output feedback fuzzy H∞ tracking design
of large-scale nonaffine nonlinear systems,” Nonlinear Dy-
namics, vol. 58, no. 1, pp. 153-167, October 2009.

[30] J. Li, W. S. Chen, and J. M. Li, “Adaptive NN output-
feedback decentralized stabilization for a class of large-
scale stochastic nonlinear strict-feedback systems,” Inter-
national Journal of Robust and Nonlinear Control, vol. 21,
no. 4, pp. 452-472, March 2011.

[31] S. C. Tong, Y. M. Li, and H. G. Zhang, “Adaptive neural
network decentralized backstepping output-feedback con-
trol for nonlinear large-scale systems with time delays,”
IEEE Transactions on Neural Networks, vol. 22, no. 7, pp.
1073-1086, July 2011.

[32] W. S. Chen and J. M. Li, “Decentralized output-feedback
neural control for systems with unknown interconnec-
tions,” IEEE Transactions on Systems, Man, and Cybernet-
ics, Part B Cybernetics, vol. 38, no. 1, pp. 258-266, Febru-
ary 2008.

[33] X. J. Li and G. H. Yang, “Neural-network-based adaptive
decentralized fault-tolerant control for a class of intercon-
nected nonlinear systems,” IEEE Transactions on Neural
Networks and Learning Systems, vol. 29, no. 1, pp. 144-
155, January 2018.

[34] Y. Jiang and Z. P. Jiang, “Robust adaptive dynamic pro-
gramming for large-scale systems with an application to
multimachine power systems,” IEEE Transactions on Cir-
cuits and Systems II: Express Briefs, vol. 59, no. 10, pp.
693-697, October 2012.

[35] H. M. Wang and G. H. Yang, “Decentralized dynamic out-
put feedback control for affine fuzzy large-scale systems
with measurement errors,” Fuzzy Sets and Systems, vol.
314, pp. 116-134, May 2017.

[36] H. Shen, F. Li, S. Y. Xu, and V. Sreeram, “Slow state vari-
ables feedback stabilization for semi-Markov jump sys-
tems with singular perturbations,” IEEE Transactions on
Automatic Control, vol. 63, no. 8, pp. 2709-2714, August
2018.

[37] W. H. Qi, J. H. Park, J. Cheng, Y. G. Kao, and X. W. Gao,
“Anti-windup design for stochastic Markovian switching
systems with mode-dependent time-varying delays and sat-
uration nonlinearity,” Nonlinear Analysis: Hybrid Systems,
vol. 26, pp. 201-211, November 2017.

[38] W. H. Qi, G. D. Zong, and H. R. Karim, “Observer-
based adaptive SMC for nonlinear uncertain singular semi-
Markov jump systems with applications to DC motor,”
IEEE Transactions on Circuits and Systems I: Regular Pa-
pers, vol. 65, no. 9, pp. 2951-2960, September 2018.

[39] W. H. Qi, G. D. Zong, and H. R. Karim, “L∞ control
for positive delay systems with semi-Markov process and
application to a communication network model,” IEEE
Transactions on Industrial Electronics, vol. 66, no. 3, pp.
2081-2091, March 2019.

[40] H. Shen, S. C. Huo, Cao, J. D. Cao, and T. W.
Huang, “Generalized state estimation for Markovian cou-
pled networks under round-robin protocol and redun-
dant channels,” IEEE Transactions on Cybernetics, DOI:
10.1109/TCYB.2018.2799929, 2018 (in press).

[41] L. W. Li and G. H. Yang, “Decentralized stabilization of
Markovian jump interconnected systems with unknown
interconnections and measurement errors,” International
Journal of Robust and Nonlinear Control, vol. 28, no. 6,
pp. 2495-2512, April 2018.

[42] H. Shen, F. Li, H. C. Yan, H. R. Karimi, and H. K.
Lam, “Finite-time event-triggered H∞ control for T-S fuzzy
Markov jump systems,” IEEE Transactions on Fuzzy Sys-
tems, vol. 26, no. 5, pp. 3122-3135, October 2018.

Zhi-Hui Zhang received the B.S. degree
with Shenyang University of Chemical
Technology, Shenyang, China, in 2011,
the M.S. and Ph.D. degrees with North-
eastern University, Shenyang, China, in
2013 and 2018, respectively. She is cur-
rently a postdoctoral fellow with the Col-
lege of Information Science and Engineer-
ing, Shenyang University of Technology.

Her current research interests include fault diagnosis, fault-
tolerant control and robust control.

Shujiang Li received the Ph.D. degree
with Northeast University, Shenyang,
China, in 1998. He was a research fellow
with the Nayang Technological University,
Singapore, from February 2001 to July
2004. He is currently a professor and the
assistant dean with the College of Informa-
tion Science and Engineering, Shenyang
University of Technology. His research

interests include intelligence control, optimization control of
HVAC, measurement and control of agricultural environment
facilities, intelligent control of tractor mounted boom sprayer.

http://dx.doi.org/10.1049/iet-cta.2015.0285
http://dx.doi.org/10.1049/iet-cta.2015.0285
http://dx.doi.org/10.1049/iet-cta.2015.0285
http://dx.doi.org/10.1049/iet-cta.2015.0285
http://dx.doi.org/10.1109/TAC.2010.2050715
http://dx.doi.org/10.1109/TAC.2010.2050715
http://dx.doi.org/10.1109/TAC.2010.2050715
http://dx.doi.org/10.1109/TAC.2010.2050715
http://dx.doi.org/10.1109/TSMCB.2003.817039
http://dx.doi.org/10.1109/TSMCB.2003.817039
http://dx.doi.org/10.1109/TSMCB.2003.817039
http://dx.doi.org/10.1109/TSMCB.2003.817039
http://dx.doi.org/10.1109/TSMCB.2003.817039
http://dx.doi.org/10.1007/s11071-009-9468-1
http://dx.doi.org/10.1007/s11071-009-9468-1
http://dx.doi.org/10.1007/s11071-009-9468-1
http://dx.doi.org/10.1007/s11071-009-9468-1
http://dx.doi.org/10.1002/rnc.1609
http://dx.doi.org/10.1002/rnc.1609
http://dx.doi.org/10.1002/rnc.1609
http://dx.doi.org/10.1002/rnc.1609
http://dx.doi.org/10.1002/rnc.1609
http://dx.doi.org/10.1109/TNN.2011.2146274
http://dx.doi.org/10.1109/TNN.2011.2146274
http://dx.doi.org/10.1109/TNN.2011.2146274
http://dx.doi.org/10.1109/TNN.2011.2146274
http://dx.doi.org/10.1109/TNN.2011.2146274
http://dx.doi.org/10.1109/TSMCB.2007.904544
http://dx.doi.org/10.1109/TSMCB.2007.904544
http://dx.doi.org/10.1109/TSMCB.2007.904544
http://dx.doi.org/10.1109/TSMCB.2007.904544
http://dx.doi.org/10.1109/TSMCB.2007.904544
http://dx.doi.org/10.1109/TNNLS.2016.2616906
http://dx.doi.org/10.1109/TNNLS.2016.2616906
http://dx.doi.org/10.1109/TNNLS.2016.2616906
http://dx.doi.org/10.1109/TNNLS.2016.2616906
http://dx.doi.org/10.1109/TNNLS.2016.2616906
http://dx.doi.org/10.1109/TCSII.2012.2213353
http://dx.doi.org/10.1109/TCSII.2012.2213353
http://dx.doi.org/10.1109/TCSII.2012.2213353
http://dx.doi.org/10.1109/TCSII.2012.2213353
http://dx.doi.org/10.1109/TCSII.2012.2213353
http://dx.doi.org/10.1016/j.fss.2016.06.002
http://dx.doi.org/10.1016/j.fss.2016.06.002
http://dx.doi.org/10.1016/j.fss.2016.06.002
http://dx.doi.org/10.1016/j.fss.2016.06.002
http://dx.doi.org/10.1109/TAC.2017.2774006
http://dx.doi.org/10.1109/TAC.2017.2774006
http://dx.doi.org/10.1109/TAC.2017.2774006
http://dx.doi.org/10.1109/TAC.2017.2774006
http://dx.doi.org/10.1109/TAC.2017.2774006
http://dx.doi.org/10.1016/j.nahs.2017.06.002
http://dx.doi.org/10.1016/j.nahs.2017.06.002
http://dx.doi.org/10.1016/j.nahs.2017.06.002
http://dx.doi.org/10.1016/j.nahs.2017.06.002
http://dx.doi.org/10.1016/j.nahs.2017.06.002
http://dx.doi.org/10.1109/TCSI.2018.2797257
http://dx.doi.org/10.1109/TCSI.2018.2797257
http://dx.doi.org/10.1109/TCSI.2018.2797257
http://dx.doi.org/10.1109/TCSI.2018.2797257
http://dx.doi.org/10.1109/TCSI.2018.2797257
http://dx.doi.org/10.1109/TIE.2018.2838113
http://dx.doi.org/10.1109/TIE.2018.2838113
http://dx.doi.org/10.1109/TIE.2018.2838113
http://dx.doi.org/10.1109/TIE.2018.2838113
http://dx.doi.org/10.1109/TIE.2018.2838113
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1109/TCYB.2018.2799929
http://dx.doi.org/10.1002/rnc.4032
http://dx.doi.org/10.1002/rnc.4032
http://dx.doi.org/10.1002/rnc.4032
http://dx.doi.org/10.1002/rnc.4032
http://dx.doi.org/10.1002/rnc.4032
http://dx.doi.org/10.1109/TFUZZ.2017.2788891
http://dx.doi.org/10.1109/TFUZZ.2017.2788891
http://dx.doi.org/10.1109/TFUZZ.2017.2788891
http://dx.doi.org/10.1109/TFUZZ.2017.2788891


Interval Observer-based Output Feedback Control for a Class of Interconnected Systems with Uncertain ... 965

Hua Yan received her B.S. and M.S. de-
grees with Shenyang University of Tech-
nology, Shenyang, China, in 1985 and
1988, and her Ph.D. degree with North-
eastern University, Shenyang, China, in
1999. She is currently a professor with the
College of Information Science and Engi-
neering, Shenyang University of Technol-
ogy. Her main research focuses on detec-

tion technology based on tomography, signal processing, and vir-
tual instrument.

Publisher’s Note Springer Nature remains neutral with regard
to jurisdictional claims in published maps and institutional affil-
iations.


