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View-point Invariant 3D Classification for Mobile Robots Using a Convo-
lutional Neural Network
Jiyoun Moon*, Hanjun Kim, and Beomhee Lee

Abstract: 3D object classification is an important component in semantic scene understanding for mobile robots.
However, many current systems do not consider the practical issues such as object representation from different
viewing positions of mobile robots. A novel 3D object representation is introduced using cylindrical occupancy
grid and 3D convolutional neural network with row-wise max pooling layer. Due to the rotationally invariant char-
acteristics of this method, robots can successfully classify 3D objects regardless of starting positions of object mod-
elling. Experimental results on publicly available benchmark dataset show the significantly improved performance
compared with other conventional algorithms.
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1. INTRODUCTION

3D object classification is one of the most fundamental
problems in semantic scene understanding that improves
the capabilities of mobile robots to carry out high-level
manipulation and navigation tasks [1]. As 3D sensors such
as RGB-D cameras and LiDAR are increasingly common
in robotic systems, 3D object classification for robots is
becoming an important and challenging problem to un-
derstand their surroundings. To fully utilize the 3D in-
formation of surrounding objects, deep learning whose
performance heavily relies on large amount of data needs
to be developed. In particular, convolutional neural net-
work (CNN) achieves significantly better performances
than conventional methods using machine learning algo-
rithms on hand crafted features [2–4]. Generally, the per-
formance of 3D object classification using CNN greatly
depends on the input representation. Since most of the
state-of-the-art classification methods are not robust to ob-
ject rotation, it will generate a problem that objects are
represented quite differently according to the starting view
position for 3D object modeling.

In this paper, we propose a novel 3D object classifica-
tion method that is invariant to starting position of 3D ob-
ject modelling while maintaining geometric information.
First, at different starting positions, a mobile robot collects
3D point cloud data using an RGB-D camera and conducts
3D object modelling. Second, the modelled objects are
converted into volumetric representation in the form of bi-
nary cylindrical occupancy grid. Then, 3D CNN with row-
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wise max-pooling (RWMP) layer learns rotation-invariant
features which is robust to object classification regardless
of the starting position for modelling. The effectiveness
of the proposed method is proved by comparing the per-
formance of the proposed method to other conventional
algorithms on both publicly open dataset and the dataset
gathered from the real-world environment.

2. RELATED WORK

With the development of augmented reality in au-
tonomous vehicles, the use of LiDAR and RGBD cam-
era has been increased recently, where 3D data is grad-
ually becoming common [5]. Thus, collision avoidance
and mapping problem using 3D information are widely
researched, while object classification and recognition us-
ing 3D data is less investigated [6]. To efficiently deal
with rich source of 3D information, hand crafted feature
descriptors like scale-invariant feature transform (SIFT)
or speeded-up robust features (SURF) are commonly used
along with a machine learning classifier [7, 8]. Also, 3D
shape descriptors like binary signatures of histograms of
orientations (B-SHOT) [9] and shift-invariant ring fea-
ture [10] are developed as a common practice. However,
those performances can vary greatly depending on 3D in-
put data.

Recently, algorithm based hand-crafted methods have
been replaced by deep learning, which summarizes the
core features or contents from a large amount of complex
data through a combination of nonlinear transformation.
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In particular, CNN which generates general purpose de-
scriptors using trainable filters and pooling operations
showed excellent performances. It outperformed conven-
tional methods in different areas of computer vision and
others such as visual object recognition [11–13], natural
language process [14], human tracking [15,16], and audio
classification [17, 18]. However, 3D object classification
using CNN has problems lacking in memory and compu-
tational complexity burden. To overcome this limitation,
the 3D convolutional neural network (3D CNN) that learns
features automatically with volumetric representation and
multi-view image was proposed and outperformed 3D ob-
ject classification.

Multi-view convolutional neural network (MVCNN)
generally extracts 2D data in the form of image from a 3D
registered object and performs object classification [19].
It has advantages that we can leverage massive image
databases like ImageNet and pre-trained neural networks
like VGGNet. A similar method, deepPano performs ob-
ject classification based on the panoramic image gener-
ated along the surface of a 3D object [20]. Even though
deepPano is not able to classify objects using pre-trained
neural networks, it has advantage that it can contain all
surface information of an object from only one image.

The well-known approaches to volumetric representa-
tion are VoxNet [5], 3DShapeNets [21], and VoxelNet
[22]. VoxNet converts 3D data into the form of binary
rectangular occupancy grid. 3DShapeNets represents each
voxel grid as surface, occluded, or free space using visual
surface and depth map. VoxelNet performs voxel partition
and converts 3D data within each voxel into a vector rep-
resentation. Recent works use octrees algorithm [23, 24]
or sparse voxel grids [25] to create occupancy grid faster
and more efficient. These methods have the advantage of
utilizing both LiDAR and RGBD point cloud data.

Between these volumetric representation and multi-
view image methods, the performance of multi-view im-
age was proved to be better [26]. However, it has limita-
tions in that a mobile robot cannot utilize the 2.5D data in
other tasks besides object classification since it loses geo-
metric information. For rectangular volumetric represen-
tation, it also has limitations in practical approach that the
same object can be represented quite differently according
to the position where a robot starts modelling a 3D object,
thus the object classification performance is degraded.

3. APPROACH

This paper has three main components: 3D object data
gathering and modelling using a mobile robot, a volumet-
ric representation in the form of binary cylindrical occu-
pancy grid which has rotation-invariant characteristic, and
an object classification using 3D CNN. We describe each
detailed analysis below.

Fig. 1. 3D object data gathering and modelling with a mo-
bile robot: (a) A robot moving around the object
for data gathering (b) 3D object modelling based
on various view-point data (c) Next view-point se-
lection based on surface normal.

3.1. 3D object data gathering and modelling with a
mobile robot

3D object modelling is a process to construct an object
in a 3D virtual space for the purpose of an object recog-
nition and classification. To perform 3D object model-
ing, a robot needs to gather 3D information of an entire
object by observing the object at various point of views
with sensors. The observation position should be selected
by a robot considering the characteristics of the sensors
mounted on the robot and the shape of an object to effi-
ciently collect the data of the object.

To create a 3D object model, a mobile robot needs to
move around the object in order to gather overall informa-
tion about the 3D object, as shown in Fig. 1(a). The in-
formation of the 3D object can be gathered with high sen-
sor accuracy when the RGB-D camera and the observed
surface are in the perpendicular direction [27]. Therefore,
the mobile robot selects the next position using the surface
characteristics of the object by finding the direction where
the camera and the surface of object are perpendicular to
each other, as shown in Fig. 1(c). Principle component
analysis (PCA) is used to estimate the normal vector of
the object surface. As a result, the mobile robot observes
and gathers the data of the object while moving along the
surface of the object.

Once the mobile robot gathers the data at various view-
points, 3D object modelling is performed as shown in
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Fig. 1(b). To perform modelling, we find spatial trans-
formations that align the data at each view-point into a
globally consistent model using the iterative closest point
(ICP). The ICP registration algorithm is widely used for
3D data such as point cloud and RGB-D, especially when
we can get only one direction of object data at each time
step [28]. Sensor data from odometry and RGB-D data
are fused into one to get a more accurate model. To verify
the proposed approach that is robust to object represen-
tation problem, the mobile robot performs data gathering
and modelling of 3D objects at various starting positions.

3.2. Volumetric representation in the form of binary
cylindrical occupancy grid

To construct a cylindrical occupancy grid, first, each of
3D data is projected onto the cylindrical coordinate whose
axis is parallel to the principle axis of 3D modelled ob-
ject. The upright-orientation assumption allows us to de-
fine x0 = (x0,y0,h0)

T as the principle axis by the weighted
average of all point cloud data. In projection process, each
point cloud x = (x,y,h)T is mapped to a cylindrical coor-
dinate as c = (r,θ ,h)T : r =

√
x2 + y2, θ = atan2(y,x) ∈

(0,2π]. With fixed h, an ideal basis in cylindrical coor-
dinates can take separate form as radial part P(r) and an-
gular part Ψ(θ). While P(r) can be determined by the
context, the optimal choice for the angular part is defined
as the fourier basis Ψm = eimθ where m is an integer [29].
A simple rotation behavior function J(θ) on an object in
terms of fourier basis is as follows:

J(θ) =
∞

∑
m=−∞

amΨm(θ) =
∞

∑
m=−∞

ameimθ , (1)

where am = 1
2π
∫ 2π

0 J(θ)eimθ dθ . If the function J(θ) is
rotated by an angle α , then:

J(θ −α) =
∞

∑
m=−∞

ameim(θ−α) =
∞

∑
m=−∞

(ame−imα)eimθ ,

(2)

which shows the shift property. This is an important char-
acteristics to extract rotation-invariant features in the latter
part.

Occupancy grid is used to efficiently represent a large
amount of point cloud data as free and occupied space.
Each point c = (r,θ ,h) is mapped to discrete grid coordi-
nate g = (i, j,k). Assuming the ideal beam sensor model,
3D ray tracing is used to calculate the states of each grid.
At first, the initial value of each grid is set to g0

i jk = 0 and
it is updated as follows:

gt
i jk = min(gt−1

i jk + zt ,1), (3)

where zt is range measurements in time step t. If it hits,
zt = 1 which means occupied. If it pass through, zt = 0
which means free. Through this process, the volumetric

Fig. 2. Volumetric representation of a 3D object as it ro-
tates: (a) Cylindrical occupancy grid (b) Rectan-
gular occupancy grid.

Fig. 3. Cylindrical 3D CNN with a RWMP layer.

representation in the form of binary cylindrical occupancy
grid is shown in Fig. 2(a).

Fig. 2(b) shows conventional rectangular occupancy
grid which is a rectangular (cartesian) coordinate trans-
formed into a grid coordinate. By the top view that shows
the enlarged part of the highlighted in object, it can be
seen that the cylindrical occupancy grid only performs
shift while preserving the shape as the object rotates. On
the other hand, the shape of rectangular occupancy grid
changes as it rotates.

3.3. Object classification using cylindrical 3D CNN

The 3D CNN is mostly used in 3D object recognition,
object generation problem, and video frame analysis. The
process of 3D CNN can be divided into two parts, fea-
ture extraction and classification [30]. As in Fig. 3, the
feature extraction part consists of convolution layer that
preserves connectivity of the input data and pooling layer
which helps to obtain translation-invariant features. At the
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Fig. 4. Conversion process of cylindrical grid information
to 3D matrix.

end, fully connected layer classify the input data.
The input to cylindrical 3D CNN is a cylindrical oc-

cupancy grid g ∈ {0,1}p×q×r and the output is the corre-
sponding label y ∈ Rn. The process of network training is
to find the weights wpqr

i j and bias bi j in the j-th feature map
in the i-th layer with the dataset (g(1),y(1)), ...,(g(n),y(n)).
To perform 3D convolution operation, we converted cylin-
drical grid information into 3D matrix as shown in Fig. 4.
Using the 3D matrix, the value vrθh

i j is achieved by con-
volving a 3D kernel at position (r,θ ,h) as follows:

vrθh
i j = σ

(
bi j +

Pi−1

∑
p=0

Qi−1

∑
q=0

Ri−1

∑
r=0

wi jv
(r+p)(θ+q)(h+r)
i−1

)
, (4)

where Pi−1,Qi−1, and Ri−1 are the height, width, and depth
of the 3D kernel. A rectified linear unit (ReLU) is applied
to all, but the last layer, to act as an activation function
σ . The parameter w is updated by the stochastic gradi-
ent descent (SGD) method minimizing the loss function
L, which is defined as the multinomial cross-entropy. In
the last layer, a softmax classifier is used to output pre-
diction probabilities g(i) ∈ [0,1]. Dropout is added by 0.4
after each layer to reduce overfitting [31].

Unlike most of 3D CNN architecture, a cylindrical 3D
CNN takes a special layer named RWMP which takes the
maximum value at each row at the same height and is
concatenated into the output vector, as shown in Fig. 5.
Then, the output vector is inserted between convolution
layer and fully connected layer. Therefore, 3D CNN with

Fig. 5. RWMP layer operation: (a) 3D object of the chair
but rotated to different angles, (b) convolutional
feature map for 3D cylindrical occupancy grid, (c)
output of RWMP layer.

a cylindrical occupancy grid is rotation-invariant, which
means the features remain the same even though the ob-
ject rotates. This is because RWMP layer is not affected
by the shift while a cylindrical occupancy grid just shifts
as the object rotates.

4. EXPERIMENTAL RESULTS

To evaluate the performance of 3D object classification
that is robust to rotation of the object, experiments were
performed using two datasets. One is the dataset with 6
categories that we collected using a mobile robot. The
other is ModelNet10 dataset [32] with 10 categories which
are usually used as the benchmark for object classification.
Both datasets consist of objects that are commonly found
in indoor environments like offices, bedrooms, and bath-
rooms. Fig. 6 and Fig. 7 show some samples of objects in
each dataset.

We used Pioneer 3-DX robot, Asus Xtion PRO RGB-D
camera, laptop, and intelligent space to gather our dataset.
A laptop is located on the Pioneer 3-DX robot for collect-
ing and processing data. The RGB-D camera is mounted
on the upper left wheel of the robot. The process of col-
lecting information of all objects is done in the intelligent
space that can estimate the location of the robot.

On the intelligent space, several CCD cameras are at-
tached as shown in Fig. 8. The position and orientation
information of the robot is obtained through the visual tag
that is attached on the center of the robot. The CCD cam-
eras used in our experiments have a high S/N of 58dB.
Also, we used visual tags that are robust to translation and
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Fig. 6. Samples of our dataset.

Fig. 7. Samples of ModelNet10 dataset.

Fig. 8. Image based agent detection system in intelligent
system.

rotation. Therefore, the position and location of the robot
estimated by the intelligent space are reliable. We use this
data as the ground truth. During the dataset acquisition,
the speed of the robot was 5cm/s. The distance between
camera and the object was 0.8m. The time interval was

Fig. 9. Robot’s movements based on selected observation
position using PCA.

0.5 second. Fig. 9 shows the path of the robot moving
along the selected observation positions using PCA. In or-
der to verify the proposed method, we gathered the dataset
at different starting positions for each object using a mo-
bile robot.

To evaluate proposed method that is robust to object
rotation, which means that object classification does not
depend on the starting position of the mobile robot’s ob-
servation and modelling. We manually modified the CAD
models in ModelNet10 and our dataset into the form that
is proper for our implementation. Each 3D object was
projected into 32× 32× 32 binary cylindrical occupancy
grid, where the conversion time took 0.131 seconds. As
shown in Fig. 10, the object maintains the shape of the oc-
cupancy grid, which is not affected by the rotation. We
used GPU-acceleration to increase learning speed of neu-
ral networks. Cylindrical 3D CNN with four convolution
layers, one RWMP layer and three fully connected lay-
ers showed the best performance in object classification.
This network takes 0.096 seconds for the test. For com-
parison, we used same architecture for the rectangular 3D
CNN. Details of the network architecture are specified in
Table 1.

Using the network architecture in Table 1, Fig. 11
shows the classifier performance of each category in the
form of a confusion matrix. Although most 3D objects are
successfully classified, the results show that few objects
such as table and desk, or nightstand and dresser, which
have similar shapes are misclassified. Table 2 shows the
object classification performance of the proposed method
through comparison with 3D CNN using rectangular oc-
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Fig. 10. Volumetric representation in the form of binary
cylindrical occupancy grid.

Table 1. Architecture of a cylindrical 3D CNN.

Layer type Filter Size Output size Number of
parameters

Convolution 3×3×3 30×30×30 448
Convolution 3×3×3 30×30×30 448

ReLU - 30×30×30 -
Convolution 5×5×5 26×26×26 64,032

ReLU - 26×26×26 -
Convolution 3×3×3 24×24×24 55,360

ReLU - 24×24×24 -
Convolution 3×3×3 22×22×22 221,312

ReLU - 22×22×22 -
RWMP 1×22×1 22×1×22
Fully

Connected - 1024 63,439,872

Fully
Connected - 512 524,800

Fully
Connected - 10 5,130

cupancy grid. To evaluate the robustness of object rota-
tion, we trained both datasets at 0◦ and tested classifica-
tion at 0◦, 45◦, 90◦, and 135◦ rotated objects. We also
trained both datasets with the same network in Table 1 ex-
cept pooling layer and checked the rotation invariant prop-
erty of RWMP layer.

Table 2 shows the proposed method marked in bold font
which achieved higher classification accuracies at almost
all rotated degrees in ModelNet10. The object classifi-
cation accuracy of the untrained rotation angle showed a
large difference between two methods. In particular, the
performance of object classification is greatly improved
compared to that of the conventional algorithm as the dif-

Fig. 11. Confusion matrices: (a) archieved on modelnet
10 dataset, (b) archieved on our dataset.

Table 2. Classification accuracies as a object rotates.

Occupancy
grid

Degree ModelNet10 Ours
Max

Pooling RWMP Max
Pooling RWMP

Rectangular

0◦ 0.82 0.82 0.91 0.92
45◦ 0.28 0.45 0.16 0.26
90◦ 0.43 0.41 0.33 0.46
135◦ 0.20 0.29 0.17 0.33

Cylindrical

0◦ 0.88 0.87 0.93 0.91
45◦ 0.58 0.86 0.33 0.89
90◦ 0.28 0.84 0.33 0.91
135◦ 0.35 0.83 0.16 0.88

ference between the trained angle and tested angle in-
creases. This is because cylindrical occupancy grid main-
tains the shape depending on the angle, unlike rectangular
occupancy grid. Table 2 also shows the classification re-
sults using our dataset. This verified that the cylindrical
occupancy grid performed better than the existing method
even though the performance of our approach at 0◦ was
slightly degraded. Therefore, the results show that our
method outperforms existing rectangular algorithms.

5. CONCLUSION

This paper proposed a new 3D object classification
method that considers object representation problem
which is robust to observation positions for mobile robots.
First, a mobile robot starts gathering 3D object data in
different observation positions using a 3D sensor. Then,
the modelled 3D object is represented in the form of
cylindrical occupancy grid which has the shift property
as the object rotates. Eventually, classification is done by
a cylindrical 3D CNN with an RWMP layer that extracts
rotation-invariant features. We evaluated classification
accuracies using ModelNet10 dataset and dataset that
is gathered by a mobile robot. As a result, we verified
that our algorithm classified the objects with higher suc-
cess rates than the other conventional algorithm in both
datasets.
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