
International Journal of Control, Automation and Systems 17(1) (2019) 85-93
http://dx.doi.org/10.1007/s12555-018-0148-0

ISSN:1598-6446 eISSN:2005-4092
http://www.springer.com/12555

Consensus of Second-order Multi-agent Systems with Directed Networks
Using Relative Position Measurements Only
Shan Cheng*, Han Dong, Li Yu, Dongmei Zhang, and Jinchen Ji

Abstract: This brief paper studies the consensus problem of second-order multi-agent systems when the agents’ ve-
locity measurements are unavailable. Firstly, two simple consensus protocols which do not need velocity measure-
ments of the agents are derived to guarantee that the multi-agent systems achieve consensus in directed networks.
Secondly, a key constant which is determined by the complex eigenvalue of the nonsymmetric Laplacian matrix and
an explicit expression of the consensus state are respectively developed based on matrix theory. The obtained re-
sults show that all the agents can reach consensus if the feedback parameter is bigger than the key constant. Thirdly,
the theoretical analysis shows that the followers can track the position and velocity of the leader provided that the
leader has a directed path to all other followers and the feedback parameter is bigger enough. Finally, numerical
simulations are given to illustrate the effectiveness of the proposed protocols.
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1. INTRODUCTION

As one of the most typical collective behaviors of multi-
agent systems, the consensus of multi-agent systems has
recently received considerable research attention due to
its extensive applications in the cooperative control of au-
tonomous mobile robots, the design of distributed sensor
networks, unmanned aerial vehicles (UAVs), congestion
control in communication networks, and in many other
areas [1–9]. For a multi-agent system, leaderless con-
sensus means that each agent updates its state based on
the local information of its neighbors such that the agents
eventually reach an agreement on a common value, while
leader-following consensus means that there exists a vir-
tual leader which specifies an objective for all the other
agents to follow.

It is noted that the velocity measurements of the agents
are usually unavailable in practical applications [10–21].
Without velocity measurements, the protocols proposed in
[9] are no longer applicable, and it is thus necessary to
design new protocols for a multi-agent system to reach
consensus. By applying the linear matrix inequality tech-
nique and the common Lyapunov function approach, suf-
ficient conditions for velocity-free consensus of multiple
second-order agents were given in [10]. By introducing
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an auxiliary system, the consensus protocol and conver-
gence conditions for multi-agent systems without velocity
measurements were derived in [11]. A measurement out-
put feedback controller with a dynamic observer for the
unmeasurable states was proposed in [12], and the veloc-
ity consensus was achieved when only the position infor-
mation was available for the feedback based on the pro-
posed controller. By considering measurement noises, a
measurement-based distributed protocol was designed and
the convergence properties of the protocol were analyzed
by using the stochastic analysis and algebraic graph theory
in [13]. In [14], the sufficient conditions that character-
ized the relationship of formability, connectivity topology,
formation properties and agent dynamics were obtained
by using the matrix analysis and algebraic graph theory.
Various control algorithms have also been proposed for
velocity-free consensus of multi-agent systems [22–25],
but the control methods applying only to the undirected
networks.

In order to optimize convergence time, finite-time con-
trol techniques were presented in [26–28]. By com-
puting the value of the Lyapunov function at the initial
point, the finite settling time was theoretically estimated
for the second-order multi-agent systems [27]. A novel
finite-time discontinuous observer was proposed for the
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leader-following multi-agent systems [28]. Furthermore,
the method given in [28] has also been used to analyze
the consensus of networked mobile systems and linear
multi-agent systems [29–34], networked Euler-Lagrange
systems [35–38], and so on.

Most of the above works investigated the consensus
problems of multi-agent systems, or networked mechan-
ical systems in undirected networks. There is little re-
search in the velocity-free consensus protocols and con-
vergence conditions for multi-agent systems in directed
networks. It is a common phenomenon that the infor-
mation exchange topology between agents is directed in
practical applications. For example, some agents may
have transceivers, while the other less capable team mem-
bers only have receivers in heterogeneous teams. It was
shown that the second-order multi-agent systems might
not achieve consensus even if the directed graph has a di-
rected spanning tree [38]. Although some sufficient con-
ditions for velocity-free consensus of multi-agent systems
have been derived in undirected networks [11, 12], it is
still necessary to derive the corresponding conditions in
directed networks.

1.1. Motivations of this studies
Motivated by the recent work [11] and [12], we study

the velocity-free consensus for multi-agent systems in di-
rected networks. Firstly, in some specific environments,
agents’ velocity measurements are unavailable. For exam-
ple, in order to save cost, space and weight, some agents
are not equipped with velocity sensors or other agents may
miss velocity measurements [39]. In other cases, the ve-
locity may be unmeasurable or may not be precisely mea-
sured because of technology limitations or environment
disturbances. Secondly, it is common that agents don’t
receive velocity measurements in directed networks. The
lack of velocity measurements and the directed network
topology render the design of consensus protocol and
the analysis of consensus problems challenging. Hence,
this paper focuses on the stationary consensus problem of
multi-agent systems in directed networks and presents the
protocol which only using agents’ relative position mea-
surements.

1.2. Contributions of this paper
Based on network control theory, the velocity-free con-

sensus protocols are presented for the multi-agent systems
with directed networks. A key constant depending on the
complex eigenvalues of the nonsymmetric Laplacian ma-
trix, and the exact expression of the final consensus state,
is analytically developed based on matrix theory. The
key constant indicates that the real and imaginary parts
of all eigenvalue of Laplacian matrix play an important
role in achieving consensus. The convergence conditions
for multi-agent systems to reach consensus in directed net-
works are also derived.

It is worth pointing out that different from [9] and
[11], here the network topology is directed, and thus, the
method used in [11] is not suitable to the consensus analy-
sis. Also, unlike the existing results in [39], where partial
agents’ velocity measurements are needed, the obtained
protocols do not need any velocity information.

1.3. Notations and organization
Some standard mathematical notations will be used in

this paper. Let R define a set of real numbers; Rm be the
m-dimensional real vector; Rn×n be the set of n× n real
matrices; n̄ = {1,2, · · · ,n} be an index set; and ∥x∥ be
the Euclidean norm of vector x. Let In and 0n denote the
identity and zero matrix, respectively.

The rest of the paper is organized as follows: Section 2
presents the model of multi-agent systems and some fun-
damental math knowledge. Section 3 gives the main con-
sensus results of multi-agent systems including the lead-
less and leader-follower consensus in directed networks.
Furthermore, two consensus protocols which need rel-
ative position measurements only, and the convergence
conditions for multi-agents systems to achieve consensus,
are respectively presented. Two simulation examples are
given to show the effectiveness of the proposed consensus
protocols in Section 4. Finally, Section 5 presents a brief
conclusion to this paper.

2. PROBLEM FORMULATIONS

The dynamics of multi-agents systems composed of n
second-order agents is described by{

ẋi = vi,

v̇i = ui,
i ∈ n̄, (1)

where xi = (xi1, · · · ,xim)
⊤ ∈ Rm, vi = (vi1, · · · ,vim)

⊤ ∈ Rm

are the position and velocity states of the agent i, respec-
tively. ui ∈ Rm is a control input for the agent i. Moreover,
xil and vil , l = 1,2, · · · ,m, denote the l-th component of the
vector xi and vi, respectively. The main aim of the paper
is to determine ui for all agents in (1) to achieve stationary
consensus, which means lim

t→∞
∥xi − x j∥ = 0, i, j ∈ n̄, and

the velocity of all agents in (1) converge to 0m, namely,
lim
t→∞

∥vi∥= 0, i ∈ n̄.

In the analysis of the convergence conditions for multi-
agent systems, the directed graph of order n, G= {V,E ,C}
with the node set V = {1,2, · · · ,n} will be used to model
the interaction among n agents. A set of directed edges
E = {(i, j) ∈ V ×V|i ∼ j} containing the pairs of nodes
represents communication connections. A weighted adja-
cency matrix C = (ci j) ∈ Rn×n is defined such that ci j > 0
if ei j ∈ E , which means agent i can receive information
from agent j, while ci j = 0 if ei j /∈ E , which means there
is no information exchange from agents i to j. Moreover,



Consensus of Second-order Multi-agent Systems with Directed Networks Using Relative Position Measurements Only 87

cii is defined as cii =−
n
∑

j=1, j ̸=i
ci j, i= 1,2, · · · ,n. A directed

path of G is a sequence of edges of the form (i1, i2), (i2, i3),
· · · , where i j ∈ V . A directed graph has a directed span-
ning tree if there exists at least one node having a directed
path to all the other nodes.

The following lemmas will be needed.
Lemma 1 [40]: Let L be the nonsymmetric Laplacian

matrix associated with G. Then L has a simple zero eigen-
value and all the other eigenvalues have positive real parts
if and only if G has a directed spanning tree.

Lemma 2 [41]: Consider the cubic polynomial F(λ ) =
λ 3 + cλ 2 +(a1 +b1i)λ +(a2 +b2i), where i =

√
−1, and

a1, a2, c, b1 and b2 are real. Then all three roots of F(λ ) =
0 have negative real parts if and only if c > 0, c2a1−ca2−
b2

1 > 0 and a2(a2 −ca1)
2 −b2

1(a1a2 +b1b2)+cb1b2(ca1 −
3a2)− c3b2

2 > 0.

3. CONSENSUS OF MULTI-AGENT SYSTEMS

In this section, the leaderless and leader-follower
velocity-free consensus of multi-agent systems in directed
networks will be investigated, respectively. Two consen-
sus protocols, which only need relative position measure-
ments of the agents, will be given.

3.1. Leaderless velocity-free consensus of multi-
agent systems

The control inputs and the convergence conditions for
system (1) to achieve consensus are respectively derived
based on matrix theory.

The protocol ui in (1) is designed as
ui =

n

∑
j=1

ci j(x j − xi)+a(yi − xi),

ẏi = xi − yi,

i ∈ n̄, (2)

where a > 0 is the feedback parameter, yi = (yi1, · · · ,yim)
⊤

∈ Rm is the auxiliary system. Let ξ = (ξ1, · · · ,ξn)
⊤ ∈ Rn

be the left eigenvectors of C =(ci j)∈Rn×n associated with
eigenvalue zero.

Theorem 1: Consider system (1) with the protocol (2)
and assume that r = αi +βi i, where i =

√
−1, is an eigen-

value of C. Suppose that the following conditions hold.
1) The graph G has a directed spanning tree.
2) Feedback parameter a satisfies

a > θ =
(α +1)β 2 −|β (α −1)|

√
β 2 −4α

2α
,

where β = max
i∈n̄

{|βi|}, ᾱ = max
i∈n̄

{αi} and α = min
i∈n̄

{αi}.

Then, xi →
n
∑

i=1
ξi
(
vi(0) + ayi(0)

)
and vi → 0 as t → ∞,

where
n
∑

i=1
ξi = 1/a, i ∈ n̄.

Proof: The process of the proof is divided into the fol-
lowing three steps. In step 1, the multi-agent system will
be written in matrix form, and the left and right eigenvec-
tor of system matrix, which will be defined later, associ-
ated with eigenvalue zero will be given, respectively. In
step 2, the conditions that all nonzero eigenvalues of sys-
tem matrix have negative real parts are derived. Finally,
an explicit expression of the consensus state is developed
based on matrix theory.

Step 1: Let X = (x⊤1 , · · · , x⊤n )
⊤ ∈ Rnm, V = (v⊤1 , · · · ,

v⊤n )
⊤ ∈ Rnm, Y = (y⊤1 , · · · ,y⊤n )⊤ ∈ Rnm and H = C − aI.

Then, system (1) with protocol (2) can be written as Ẋ
V̇
Ẏ

= D⊗ Im

 X
V
Y

 , (3)

where D =

 0n In 0n

H 0n aI
I 0n −I

 is the system matrix.

Let ηr = [x⊤r ,v
⊤
r ,y

⊤
r ]

⊤ be the right eigenvector of matrix
D associated with eigenvalue zero. Then, 0n In 0n

H 0n aI
I 0n −I

 xr

vr

yr

=

 0n×1

0n×1

0n×1

 . (4)

It follows from (4) that
vr = 0n×1,

Cxr = 0n×1,

yr = xr.

(5)

It can be obtained from (5) that ηr = [1, · · · ,1,0, · · · ,0,1,
· · · ,1]⊤. Similarly, let ηl = [x⊤l ,v

⊤
l ,y

⊤
l ]

⊤ be the left eigen-
vector of matrix D associated with eigenvalue zero. Then,

[x⊤l ,v
⊤
l ,y

⊤
l ]

 0n In 0n

H 0n aI
I 0n −I

= [01×n,01×n,01×n].

(6)

Expansion of (6) results in
v⊤l C = 01×n,

x⊤l = 01×n,

y⊤l = av⊤l .

(7)

Analysis of the above equation (7) indicates that ηl =
[0, · · · ,0,ξ1, · · · ,ξn,aξ1, · · · ,aξn]

⊤.
Step 2: Let λ , r = α +β i be an eigenvalue of D and C,

respectively. Then, 0n In 0n

H 0n aI
I 0n −I

 x
v
y

= λ

 x
v
y

 . (8)
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It follows from (8) that
v = λx,

Cx = ax−ay+λv,

x = y+λy.

(9)

Then, it gives that λ 3 +λ 2 +(a− r)λ − r = 0 from (9).
If r = 0, we obtain that λ1 = 0, λ2 =

−1−
√

1−4a
2 and λ3 =

−1+
√

1−4a
2 .

If r = α +β i, then all nonzero eigenvalues of matrix D

have negative real parts when a >
(α+1)β 2−|β (α−1)|

√
β 2−4α

2α
from Lemma 2.

Step 3: From the Jordan decomposition theorem
[40], the matrix D can be written in Jordan canonical

form as D = PJP−1 = P
[

0 01×(3n−1)
0(3n−1)×1 Ĵ

]
P−1 =

[µ1, · · · ,µ3n][
0 01×(3n−1)

0(3n−1)×1 Ĵ

] ϕ⊤
1
...

ϕ⊤
3n

, where µi ∈ R3n and

ϕi ∈ R3n, i = 1,2, · · · ,3n, can be chosen to be the right
and left eigenvectors or generalized eigenvectors of D, re-
spectively, and Ĵ is the Jordan upper diagonal block matrix
corresponding to eigenvalues λi, i = 2,3, · · · ,3n. Given
that P−1P = I, µi and ϕi must satisfy that ϕ⊤

i µi = 1 and
ϕ⊤

i µk = 0, where i ̸= k. It is easy to note that µ1 = ηr,
ϕ1 = ηl .

The solution of equation (3) is given by X
V
Y

= (PeJtP−1)⊗ Im

 X(0)
V (0)
Y (0)

 .

Using the result in step 2 that all nonzero eigenvalues of D

have negative real parts when a >
(α+1)β 2−|β (α−1)|

√
β 2−4α

2α ,
we have that lim

t→∞
eĴt = 0(3n−1)×(3n−1) and

lim
t→∞

X
V
Y

= [ηr, · · · ,µ3n]M

η⊤
l
...

ϕ⊤
3n

⊗ Im

x1(0)
...

yn(0)

 .

where M =

[
1 01×(3n−1)
0(3n−1)×1 0(3n−1)×(3n−1)

]
.

So, it gives that

xi →
n

∑
i=1

ξi
(
vi(0)+ayi(0)

)
, vi → 0, i ∈ n̄,

as t → ∞, xi(0), vi(0) and yi(0) are the initial states. This
completes the proof. □

Remark 1: Different from previous works, Theorem 1
presents the key constant θ , which is determined by the
real and imaginary parts of all complex eigenvalue of the

nonsymmetric Laplacian matrix and affects the velocity-
free consensus process of multi-agent systems. Moreover,
the final consensus state where all agents converge is de-
rived.

Theorem 1 shows that system (1) with protocol (2) can
achieve consensus even if all agents do not measure veloc-
ity measurements.

3.2. Leader-follower velocity-free consensus of
multi-agent systems

In this section, the case when the network of n agents is
regulated to a leader’s state is considered. The velocity of
the leader which is labeled as 0 is unavailable and satisfies
the following equation{

ẋ0 = v0,

v̇0 =−b(x0 −ψ0),
(10)

where b is strictly positive scalar gain. The vectors ψ0 is
given by ψ̇0 = x0 −ψ0 ∈ Rm. In order to guarantee that all
agents in (1) converge to the leader’s state, the protocol ui

in (1) is designed as
ui =

n

∑
j=1

ci j(x j − xi)+b(ψi − xi)+ ci0(x0 − xi),

ψ̇i = xi −ψi, i ∈ n̄,

(11)

where ψi is the auxiliary system. Here, ci0 is the com-
munication connection between the agent i and the leader,
and ci0 > 0 denotes that agent i knows the position x0 di-
rectly; otherwise, ci0 = 0.

Corollary 1: Consider system (1) with the protocol
(11) and assume that α∗

i +β ∗
i i is an eigenvalue of C̄. Sup-

pose that the following conditions hold.
1) The leader has a directed path to all the other agents.
2) Feedback parameter b satisfies

b > η

=
(α∗+1)(β ∗)2 −|β ∗(α∗−1)|

√
(β ∗)2 −4α∗

2α∗ ,

where β ∗ = max
i∈n̄

{|β ∗
i |}, ᾱ∗ = max

i∈n̄
{α∗

i }, α∗ = min
i∈n̄

{α∗
i .

Then, xi → x0, vi → v0 as t → ∞, i ∈ n̄.
Proof: Let ei1 = xi − x0, ei2 = vi − v0, zi = ψi − ψ0,

E1 = (e⊤11, · · · ,e⊤n1)
⊤ ∈Rnm, E2 = (e⊤12, · · · ,e⊤n2)

⊤ ∈Rnm and
Z = (z⊤1 , · · · ,z⊤n )⊤ ∈ Rnm. Then, system (1) with protocol
(11) can be written in matrix form as Ė1

Ė2

Ż

=

 0n In 0n

H̄ 0n bI
I 0n −I

⊗ Im

 E1

E2

Z


= D̄⊗ Im

 E1

E2

Z

 .
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Matrix H̄ = C̄−bI, and C̄ = (c̄i j) ∈ Rn×n is defined as

c̄i j =


ci j, i ̸= j,

−
n

∑
j=1, j ̸=i

ci j − ci0, i = j.

Let r =α∗+β ∗ i be an eigenvalue of C̄. Then, all eigen-
values of C̄ have negative real parts when the leader has a
directed path to all the other agents. It can be obtained
from Theorem 1 that all eigenvalues of D̄ have negative

real parts if b >
(α∗+1)(β ∗)2−|β ∗(α∗−1)|

√
(β ∗)2−4α∗

2α∗ . Thus, by
using a similar analysis presented in Theorem 1, we con-
clude that lim

t→∞
∥E1∥ = 0 and lim

t→∞
∥E2∥ = 0. So, we have

xi → x0, vi → v0 as t → ∞. This completes the proof. □
Remark 2: Corollary 1 indicates that all follower

agents can converge to the leader’s state under the con-
dition that the feedback parameter b is bigger enough.

By the calculation, we get that xi → ψ0(0)+
v0(0)

b , vi →
0, as t → ∞, where v0(0) and ψ(0) are the initial states of
v0 and ψ , respectively.

4. NUMERICAL SIMULATIONS

In this section, numerical simulations on a system con-
sisting of six second-order agents are performed. The con-
sensus process of system (1) with protocol (2) and (11)
will be given, respectively, to show the effectiveness of
the proposed protocols.

The initial positions and velocities of six agents are
chosen as (x1(0), v1(0), y1(0)) = (−0.5, −0.3, −0.2),
(x2(0), v2(0), y2(0)) = (0.1, −0.6, 0.3), (x3(0), v3(0),
y3(0)) = (0.4, −0.6, 0.5), (x4(0), v4(0), y4(0)) = (−0.8,
0.9, 0.4), (x5(0), v5(0), y5(0)) = (−0.5, −0.1, 0.8) and
(x6(0), v6(0), y6(0)) = (0.7, 0.4, 0.9). Let the parameters
ci j = 1, or 0, depending on network topology. The units
of the position and velocity are m and m/s, respectively.

4.1. Leaderless consensus
Consider system (1) composed of n= 6 agents with pro-

tocol (2) and network topology shown in Fig. 1.
Example 1: It is calculated that the eigenvalues of ma-

trix C associated with network topology shown in Fig. 1
are λ1 = 0, λ2,3 =−1, λ4 =−3.32, λ5,6 =−1.34±0.56i,
the left eigenvector of matrix C associated eigenvalue zero
is 1

7a (2, 2, 1, 1, 1, 0)⊤. By applying the results of Theo-
rem 1, the positions of the agents in (1) can reach the state

6
∑

i=1
ξi
(
vi(0)+ayi(0)

)
when a > 4.85.

Figs. 3-4 show the change process of positions and ve-
locities of the agents in (1) with a = 1.5 and a = 5, re-
spectively. Noted that consensus is achieved after a long
period of time in Fig. 3. It is observed in Fig. 4 that the
positions and velocities of six agents achieve consensus
within a short period of time. It can be concluded from

Fig. 1. Network of six interacting agents.

Fig. 2. Network of five follower agents and one leader.
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Fig. 3. Positions converge to 0.12 with a = 1.5.
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Fig. 4. Positions converge to 0.23 with a = 5.

Figs. 3-4 that the value of parameter a heavily affects the
velocity-free consensus of multi-agent systems.

Fig. 5 shows the evolution of the agents in system (1)
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Fig. 5. Failure to reach consensus without velocity mea-
surements.
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Fig. 6. Unstable consensus with a=1.

with the protocol presented in [9]. Noted that in the ab-
sence of velocity measurements, the agents in system (1)
cannot achieve consensus. Fig. 6 illustrates that the agents
in (1) cannot achieve consensus due to a smaller a = 1.
The trajectories of all agents have tendency to go infinity
as time goes.

4.2. Leader-follower consensus
Consider system (1) composed of five follower agents

and one leader with protocol (11) and network topology
shown in Fig. 2. The protocol used in this simulation isui =

5

∑
j=1

ci j(x j − xi)+b(ψi − xi)+ ci0(x0 − xi),

ψ̇i = xi −ψi, i = 1,2, · · · ,5,

where c10 = 2, c50 = 2, ci0 = 0, i = 2,3,4, x0(0) = 0.5,
v0(0) =−0.5 and ψ0(0) =−0.2.
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Fig. 8. Unstable leader-follower consensus with b=0.5.

Example 2: It is calculated that the eigenvalues of C̄
associated with network topology shown in Fig. 2 are λ1 =
−0.47, λ2 = −3.1, λ3 = −4.64, λ4,5 = −1.39± 0.305i.
From the result of Corollary 1, all positions and velocities
of the agents in system (1) can converge to the leader’s
position when b > 14.45.

Fig. 7 shows the process of positions and velocities of
all agents with b = 4, which indicates that the agents can
achieve the leader’s state −0.325 and the developed pro-
tocol (11) is effective. Fig. 7 also indicates that the condi-
tions in Theorem 1 and Corollary 1 are sufficient. Fig. 8
illustrates that the agents in (1) cannot achieve the leader’s
state since the parameter b = 0.5 is small.

It can be concluded from Figs. 3-8 that the theoretical
results are in good agreement with numerical simulations.
Therefore, the feasibility of Theorem 1 and the effective
of the developed protocols (2) and (11) are verified.
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5. CONCLUSIONS

The consensus for second-order multi-agent systems,
in which all agents do not obtain their velocity measure-
ments, has been studied in directed networks. Two simple
consensus protocols for multi-agent systems to reach con-
sensus were derived. A key constant which is determined
by the eigenvalue of the Laplacian matrix was analytically
developed. Numerical simulations were used to illustrate
the theoretical results. In future work, we will focus on
the consensus problems of heterogeneous multi-agent sys-
tems without velocity measurements.

REFERENCES

[1] A. Jadbabaie, J. Lin, and A.S. Morse, “Coordination of
groups of mobile autonomous agents using nearest neigh-
bor rules,” IEEE Trans. on Automatic Control, vol. 48, no.
6, pp. 988-1001, June 2003.

[2] R. Olfati-Saber and R. M. Murray, “Consensus problems
in networks of agents with switching topology and time-
delays,” IEEE Trans. on Automatic Control, vol. 49, no. 9,
pp. 1520-1533, September 2004.

[3] W. Yu, G. Chen, and M. Cao, “Some necessary and suffi-
cient conditions for second-order consensus in multi-agent
dynamical systems,” Automatica, vol. 46, no. 6, pp. 1089-
1095, June 2010.

[4] J. Zhu, Y. Tian, and J. Kuang, “On the general consensus
protocol of multi-agent systems with double-integrator dy-
namics,” Linear Algebra & Its Applications, vol. 431, no.
5-7, pp. 701-715, August 2009.

[5] Y. Liu, Y. Zhao, and G. Chen, “Finite-time formation track-
ing control for multiple vehicles: A motion planning ap-
proach,” International Journal of Robust & Nonlinear Con-
trol, vol. 26, no. 14, pp. 3130-3149, September 2016.

[6] Y. Zhao, Y. Liu, G. Wen, and G. Chen, “Distributed op-
timization for linear multi-agent systems: edge-and node-
based adaptive designs,” IEEE Trans. on Automatic Con-
trol, vol. 62, no. 7, pp. 3602-3609, February 2017.

[7] L. Wu, Y. Gao, J. Liu, and H. Li “Event-triggered sliding
mode control of stochastic systems via output feedback,”
Automatica, vol. 82, pp. 79-92, August 2017.

[8] L. Ding, Q. Han, X. Ge, and X. Zhang, “An overview of
recent advances in event-triggered consensus of multiagent
systems,” IEEE Trans. on Cybernetics, vol. 48, no. 4, pp.
1110-1123, April 2018.

[9] S. Cheng, J. Ji, and J. Zhou, “Second-order consensus of
multiple non-identical agents with non-linear protocols,”
IET Control Theory & Applications, vol. 6, no. 9, pp. 1319-
1324, June 2012.

[10] Y. Gao, L. Wang, and Y. Jia, “Consensus of multi-
ple second-order agents without velocity measurements,”
Proc. of the American Control Conference, St. Louis, MO,
pp. 4464-4469, 2009.

[11] A. Abdessameud and A. Tayebi, “On consensus algorithms
for double-integrator dynamics without velocity measure-
ments and with input constraints,” Systems & Control Let-
ters, vol. 59, no. 12, pp. 812-821, December 2010.

[12] C. Fan, Z. Chen, and H. Zhang, “Semi-global consensus of
nonlinear second-order multi-agent systems with measure-
ment output feedback,” IEEE Trans. on Automatic Control,
vol. 59, no. 8, pp. 2222-2227, August 2014.

[13] C. Ma, T. Li, and J. Zhang, “Consensus control for leader-
following multi-agent systems with measurements noises,”
Journal of Systems Science & Complexity, vol. 23, no. 1,
pp. 35-49, February 2010.

[14] Q. Cui and J. Zhang, “On formability of linear continuous-
time multi-agent systems,” Journal of Systems Science &
Complexity, vol. 25, no. 1, pp. 13-29, February 2012.

[15] Z. Wang, D. W. C. Ho, and X. Liu, “Variance-constrained
filtering for uncertain stochastic systems with missing mea-
surements,” IEEE Trans. on Automatic Control, vol. 48, no.
7, pp. 1254-1258, July 2003.

[16] W. Zhang and L. Yu, “Stabilization of sampled-data con-
trol systems with control inputs missing,” IEEE Trans. on
Automatic Control, vol. 55, no. 2, pp. 447-452, February
2010.

[17] D. Zhang, Z. Xu, H. Karimi, Q. Wang, and L. Yu,
“Distributed H∞ output-feedback control for consensus of
heterogeneous linear multi-agent systems with aperiodic
sampled-data communications,” IEEE Trans. on Industrial
Electronics, vol. 65, no. 5, pp. 4145-4155, May 2018.

[18] E. Nuño, L. Basañez, C. López-Franco, and N. Arana-
Daniel, “Stability of nonlinear teleoperators using PD con-
trollers without velocity measurements,” Journal of the
Franklin Institute, vol. 351, pp. 241-256, January 2014.

[19] C.I. Aldana, E. Nuño, L. Basañez, and E. Romero, “Oper-
ational space consensus of multiple heterogeneous robots
without velocity measurements,” Journal of the Franklin
Institute, vol. 351, no. 1, pp. 1517-1539, March 2014.

[20] Y. Zheng and L. Wang, “Finite-time consensus of heteroge-
neous multi-agent systems with and without velocity mea-
surements,” Systems & Control Letters, vol. 61, no. 8, pp.
871-878, August 2012.

[21] H. Li, Y. Gao, L. Wu, and H. K. Lam, “Fault detection for
T-S fuzzy time-delay systems: delta operator and input-
output methods,” IEEE Trans. on Cybernetics, vol. 45, no.
2, pp. 229-241, February 2015.

[22] Z. Liu, Z. Guan, X. Shen, and G. Feng, “Consensus of
multi-agent networks with aperiodic sampled communica-
tion via impulsive algorithms using position-only measure-
ments,” IEEE Trans. on Automatic Control, vol. 57, no. 10,
pp. 2639-2643, October 2012.

[23] S. Djaidja and Q. Wu, “Leader-following consensus of
single-integrator multi-agent systems under noisy and de-
layed communication,” International Journal of Control,
Automation, and Systems, vol. 14, no. 2, pp. 357-366, April
2016.

http://dx.doi.org/10.1109/TAC.2003.812781
http://dx.doi.org/10.1109/TAC.2003.812781
http://dx.doi.org/10.1109/TAC.2003.812781
http://dx.doi.org/10.1109/TAC.2003.812781
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1109/TAC.2004.834113
http://dx.doi.org/10.1016/j.automatica.2010.03.006
http://dx.doi.org/10.1016/j.automatica.2010.03.006
http://dx.doi.org/10.1016/j.automatica.2010.03.006
http://dx.doi.org/10.1016/j.automatica.2010.03.006
http://dx.doi.org/10.1016/j.laa.2009.03.019
http://dx.doi.org/10.1016/j.laa.2009.03.019
http://dx.doi.org/10.1016/j.laa.2009.03.019
http://dx.doi.org/10.1016/j.laa.2009.03.019
http://dx.doi.org/10.1002/rnc.3496
http://dx.doi.org/10.1002/rnc.3496
http://dx.doi.org/10.1002/rnc.3496
http://dx.doi.org/10.1002/rnc.3496
http://dx.doi.org/10.1109/TAC.2017.2669321
http://dx.doi.org/10.1109/TAC.2017.2669321
http://dx.doi.org/10.1109/TAC.2017.2669321
http://dx.doi.org/10.1109/TAC.2017.2669321
http://dx.doi.org/10.1016/j.automatica.2017.04.032
http://dx.doi.org/10.1016/j.automatica.2017.04.032
http://dx.doi.org/10.1016/j.automatica.2017.04.032
http://dx.doi.org/10.1109/TCYB.2017.2771560
http://dx.doi.org/10.1109/TCYB.2017.2771560
http://dx.doi.org/10.1109/TCYB.2017.2771560
http://dx.doi.org/10.1109/TCYB.2017.2771560
http://dx.doi.org/10.1049/iet-cta.2011.0237
http://dx.doi.org/10.1049/iet-cta.2011.0237
http://dx.doi.org/10.1049/iet-cta.2011.0237
http://dx.doi.org/10.1049/iet-cta.2011.0237
http://dx.doi.org/10.1109/ACC.2009.5160060
http://dx.doi.org/10.1109/ACC.2009.5160060
http://dx.doi.org/10.1109/ACC.2009.5160060
http://dx.doi.org/10.1109/ACC.2009.5160060
http://dx.doi.org/10.1016/j.sysconle.2010.06.019
http://dx.doi.org/10.1016/j.sysconle.2010.06.019
http://dx.doi.org/10.1016/j.sysconle.2010.06.019
http://dx.doi.org/10.1016/j.sysconle.2010.06.019
http://dx.doi.org/10.1109/TAC.2014.2299351
http://dx.doi.org/10.1109/TAC.2014.2299351
http://dx.doi.org/10.1109/TAC.2014.2299351
http://dx.doi.org/10.1109/TAC.2014.2299351
http://dx.doi.org/10.1007/s11424-010-9273-4
http://dx.doi.org/10.1007/s11424-010-9273-4
http://dx.doi.org/10.1007/s11424-010-9273-4
http://dx.doi.org/10.1007/s11424-010-9273-4
http://dx.doi.org/10.1007/s11424-012-0108-3
http://dx.doi.org/10.1007/s11424-012-0108-3
http://dx.doi.org/10.1007/s11424-012-0108-3
http://dx.doi.org/10.1109/TAC.2003.814272
http://dx.doi.org/10.1109/TAC.2003.814272
http://dx.doi.org/10.1109/TAC.2003.814272
http://dx.doi.org/10.1109/TAC.2003.814272
http://dx.doi.org/10.1109/TAC.2009.2036325
http://dx.doi.org/10.1109/TAC.2009.2036325
http://dx.doi.org/10.1109/TAC.2009.2036325
http://dx.doi.org/10.1109/TAC.2009.2036325
http://dx.doi.org/10.1109/TIE.2017.2772196 
http://dx.doi.org/10.1109/TIE.2017.2772196 
http://dx.doi.org/10.1109/TIE.2017.2772196 
http://dx.doi.org/10.1109/TIE.2017.2772196 
http://dx.doi.org/10.1109/TIE.2017.2772196 
http://dx.doi.org/10.1016/j.jfranklin.2013.08.022
http://dx.doi.org/10.1016/j.jfranklin.2013.08.022
http://dx.doi.org/10.1016/j.jfranklin.2013.08.022
http://dx.doi.org/10.1016/j.jfranklin.2013.08.022
http://dx.doi.org/10.1016/j.jfranklin.2013.11.012
http://dx.doi.org/10.1016/j.jfranklin.2013.11.012
http://dx.doi.org/10.1016/j.jfranklin.2013.11.012
http://dx.doi.org/10.1016/j.jfranklin.2013.11.012
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1016/j.sysconle.2012.05.009
http://dx.doi.org/10.1109/TCYB.2014.2323994
http://dx.doi.org/10.1109/TCYB.2014.2323994
http://dx.doi.org/10.1109/TCYB.2014.2323994
http://dx.doi.org/10.1109/TCYB.2014.2323994
http://dx.doi.org/10.1109/TAC.2012.2214451
http://dx.doi.org/10.1109/TAC.2012.2214451
http://dx.doi.org/10.1109/TAC.2012.2214451
http://dx.doi.org/10.1109/TAC.2012.2214451
http://dx.doi.org/10.1109/TAC.2012.2214451
http://dx.doi.org/10.1007/s12555-014-0262-6
http://dx.doi.org/10.1007/s12555-014-0262-6
http://dx.doi.org/10.1007/s12555-014-0262-6
http://dx.doi.org/10.1007/s12555-014-0262-6
http://dx.doi.org/10.1007/s12555-014-0262-6


92 Shan Cheng, Han Dong, Li Yu, Dongmei Zhang, and Jinchen Ji

[24] J. Mei, W. Ren, and G. Ma, “Distributed coordination for
second-order multi-agent systems with nonlinear dynam-
ics using only relative position measurements,” Automat-
ica, vol. 49, no. 5, pp. 1419-1427, May 2013.

[25] H. Liu, D. Li, Y. Yu, and Y. Zhong, “Robust trajectory
tracking control of uncertain quadrotors without linear ve-
locity measurements,” IET Control Theory & Applications,
vol. 9, no. 11, pp. 1746-1754, July 2015.

[26] B. Zhang, Y. Jia, and F. Matsuno, “Finite-time observers
for multi-agent systems without velocity measurements
and with input saturations,” Systems & Control Letters, vol.
68, no. 1, pp. 86-94, June 2014.

[27] Y. Zhao, Z. Duan, G. Wen, and G. Chen, “Distributed
finite-time tracking of multiple non-identical second-order
nonlinear systems with settling time estimation,” Automat-
ica, vol. 64, pp. 86-93, February 2016.

[28] X. Liu, M. Chen, H. Du, and S. Yang, “Further results on
finite-time consensus of second-order multi-agent systems
without velocity measurements,” International Journal of
Robust & Nonlinear Control, vol. 26, no. 14, pp. 3170-
3185, September 2016.

[29] W. Zhang, Y. Liu, J. Lu, and J. Cao, “A novel consensus al-
gorithm for second-order multi-agent systems without ve-
locity measurements,” International Journal of Robust &
Nonlinear Control, vol. 27, no. 15, pp. 2510-2528, Octo-
ber 2016.

[30] C. Wen, F. Liu, Q. Song, and X. Feng, “Observer-based
consensus of second-order multi-agent systems without ve-
locity measurements,” Neurocomputing, vol. 179, pp. 298-
306, February 2016.

[31] M. Homayounzade and M. Keshmiri, “Noncertainty equiv-
alent adaptive control of robot manipulators without veloc-
ity measurements,” Advanced Robotics, vol. 28, no. 14, pp.
983-996, June 2014.

[32] D. Zhai and Y. Xia, “Robust saturation-based control of
bilateral teleoperation without velocity measurements,” In-
ternational Journal of Robust & Nonlinear Control, vol.
25, no. 15, pp. 2582-2607, October 2015.

[33] Q. Hu and J. Zhang, “Relative position finite-time coordi-
nated tracking control of spacecraft formation without ve-
locity measurements,” ISA Trans., vol. 54, pp. 60-74, Jan-
uary 2015.

[34] L. Ding, W. Zheng, and G. Guo, “Network-based practical
set consensus of multi-agent systems subject to input sat-
uration,” Automatica, vol. 89, no. 3, pp. 316-324, March
2018.

[35] Y. Zhao, Z. Duan, and G. Wen, “Distributed finite-time
tracking of multiple Euler-Lagrange systems without ve-
locity measurements,” International Journal of Robust &
Nonlinear Control, vol. 25, no. 11, pp. 1688-1703, July
2015.

[36] J. TaheriKalani and N. Zarei, “An adaptive technique for
trajectory tracking control of a wheeled mobile robots
without velocity measurements,” Automatic Control &
Computer Sciences, vol. 50, no. 6, pp. 441-452, Novem-
ber 2016.

[37] H. Min, S. Wang, F. Sun, and J. Zhang, “Robust consen-
sus for networked mechanical systems with coupling time
delay,” International Journal of Control, Automation, and
Systems, vol. 10, no. 2, pp. 227-237, April 2012.

[38] X. Liang, H. Wang, Y. Liu, and W. Chen, “Adaptive task-
space cooperative tracking control of networked robotic
manipulators without task-space velocity measurements,”
IEEE Trans. on Cybernetics, vol. 46, no. 10, pp. 2386-
2398, October 2016.

[39] S. Cheng, L. Yu, D. Zhang, L. Huo, and J. Ji, “Consensus
of second-order multi-agent systems using partial agents’
velocity measurements,” Nonlinear Dyn., vol. 86, no. 3,
pp. 1927-1935, November 2016.

[40] W. Ren, “Synchronization of coupled harmonic oscillators
with local interaction,” Automatica, vol. 44, no. 44, pp.
3195-3200, December 2008.

[41] M. Marden, Geometry of Polynomials, American Mathe-
matical Society, New Jersey, 1970.

Shan Cheng received his Ph.D. degree in
Shanghai University in 2012. His research
interests include consensus of multi-agent
systems, control of nonlinear systems and
robotics, control of networks of dynamical
systems, etc.

Han Dong received his B.S. degree in
Lvliang College in 2016. He is currently
working toward a M.S. degree Zhejiang
University of Technology. His research
interests include consensus of multi-agent
systems, control of nonlinear systems,
etc.

Li Yu received the B.S. degree in Control
Theory from Nankai University in 1982,
and the M.S. and Ph.D. degrees from Zhe-
jiang University, Hangzhou, China. He is
currently a Professor in the Department of
Automation, Zhejiang University of Tech-
nology, P. R. China. He has authored or
co-authored 5 books and over 400 journal
or conference papers. His current research

interests include networked control systems, information fusion,
motion control, etc.

http://dx.doi.org/10.1016/j.automatica.2013.01.058
http://dx.doi.org/10.1016/j.automatica.2013.01.058
http://dx.doi.org/10.1016/j.automatica.2013.01.058
http://dx.doi.org/10.1016/j.automatica.2013.01.058
http://dx.doi.org/10.1049/iet-cta.2014.1347
http://dx.doi.org/10.1049/iet-cta.2014.1347
http://dx.doi.org/10.1049/iet-cta.2014.1347
http://dx.doi.org/10.1049/iet-cta.2014.1347
http://dx.doi.org/10.1016/j.sysconle.2014.03.010
http://dx.doi.org/10.1016/j.sysconle.2014.03.010
http://dx.doi.org/10.1016/j.sysconle.2014.03.010
http://dx.doi.org/10.1016/j.sysconle.2014.03.010
http://dx.doi.org/10.1016/j.automatica.2015.11.005
http://dx.doi.org/10.1016/j.automatica.2015.11.005
http://dx.doi.org/10.1016/j.automatica.2015.11.005
http://dx.doi.org/10.1016/j.automatica.2015.11.005
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3498
http://dx.doi.org/10.1002/rnc.3694
http://dx.doi.org/10.1002/rnc.3694
http://dx.doi.org/10.1002/rnc.3694
http://dx.doi.org/10.1002/rnc.3694
http://dx.doi.org/10.1002/rnc.3694
http://dx.doi.org/10.1016/j.neucom.2015.11.087
http://dx.doi.org/10.1016/j.neucom.2015.11.087
http://dx.doi.org/10.1016/j.neucom.2015.11.087
http://dx.doi.org/10.1016/j.neucom.2015.11.087
http://dx.doi.org/10.1080/01691864.2014.899163
http://dx.doi.org/10.1080/01691864.2014.899163
http://dx.doi.org/10.1080/01691864.2014.899163
http://dx.doi.org/10.1080/01691864.2014.899163
http://dx.doi.org/10.1002/rnc.3214
http://dx.doi.org/10.1002/rnc.3214
http://dx.doi.org/10.1002/rnc.3214
http://dx.doi.org/10.1002/rnc.3214
http://dx.doi.org/10.1016/j.isatra.2014.08.004
http://dx.doi.org/10.1016/j.isatra.2014.08.004
http://dx.doi.org/10.1016/j.isatra.2014.08.004
http://dx.doi.org/10.1016/j.isatra.2014.08.004
http://dx.doi.org/10.1016/j.automatica.2017.12.001
http://dx.doi.org/10.1016/j.automatica.2017.12.001
http://dx.doi.org/10.1016/j.automatica.2017.12.001
http://dx.doi.org/10.1016/j.automatica.2017.12.001
http://dx.doi.org/10.1002/rnc.3170
http://dx.doi.org/10.1002/rnc.3170
http://dx.doi.org/10.1002/rnc.3170
http://dx.doi.org/10.1002/rnc.3170
http://dx.doi.org/10.1002/rnc.3170
http://dx.doi.org/10.3103/S0146411616060080
http://dx.doi.org/10.3103/S0146411616060080
http://dx.doi.org/10.3103/S0146411616060080
http://dx.doi.org/10.3103/S0146411616060080
http://dx.doi.org/10.3103/S0146411616060080
http://dx.doi.org/10.1007/s12555-012-0203-1
http://dx.doi.org/10.1007/s12555-012-0203-1
http://dx.doi.org/10.1007/s12555-012-0203-1
http://dx.doi.org/10.1007/s12555-012-0203-1
http://dx.doi.org/10.1109/TCYB.2015.2477606
http://dx.doi.org/10.1109/TCYB.2015.2477606
http://dx.doi.org/10.1109/TCYB.2015.2477606
http://dx.doi.org/10.1109/TCYB.2015.2477606
http://dx.doi.org/10.1109/TCYB.2015.2477606
http://dx.doi.org/10.1007/s11071-016-3005-9
http://dx.doi.org/10.1007/s11071-016-3005-9
http://dx.doi.org/10.1007/s11071-016-3005-9
http://dx.doi.org/10.1007/s11071-016-3005-9
http://dx.doi.org/10.1016/j.automatica.2008.05.027
http://dx.doi.org/10.1016/j.automatica.2008.05.027
http://dx.doi.org/10.1016/j.automatica.2008.05.027


Consensus of Second-order Multi-agent Systems with Directed Networks Using Relative Position Measurements Only 93

Dongmei Zhang received the Ph.D. de-
gree in Control Theory and Application at
Zhejiang University of Technology. Her
early work focuses on the stability of gen-
eral linear time-delay systems. Her lat-
est work focuses on the networked multi-
agent system control, estimation and filter-
ing theory, information fusion estimation,
etc.

Jinchen Ji received his B.S., M.S. and
Ph.D. degrees all in Mechanical Engineer-
ing (dynamics and control). He is cur-
rently an Associate Professor in Mechan-
ical and Mechatronic Engineering at the
University of Technology Sydney (UTS).
His research interests include dynamics
and control of mechanical systems, syn-
chronization and consensus of networked

multi-agent systems, control of nonlinear mechanical systems,
dynamics of time-delayed nonlinear systems, control of flexible
manipulator, vehicle system dynamics, and wind turbine dynam-
ics.


