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Controller Design Based on Wavelet Neural Adaptive Proportional Plus
Conventional Integral-derivative for Bilateral Teleoperation Systems with
Time-varying Parameters
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Abstract: In this study, a new controller method based on wavelet neural adaptive proportional plus conventional
integral-derivative (WNAP+ID) controller through adaptive learning rates (ALRs) for the Internet-based bilateral
teleoperation system is developed. The PID controller design suffers from dealing with a plant with an intricate dy-
namic model. To make an adaptive essence for PID controller, this study uses a trained offline self-recurrent wavelet
neural network as a processing unit (SRWNN-PU) in parallel with conventional PID controller. The SRWNN-PU
parameters are updated online using an SRWNN-identifier (SRWNNI) in order to reduce the controller error in real-
time function. Using feedback linearization method and a PID controller, the presented control method reduced the
tracking error in the subsystems of the teleoperation system, i.e., master and slave which are stabilized, respec-
tively. Additionally, time-varying delay in teleoperation systems is considered as noise making the master signals
be modulated because wavelt neural networks have a high susceptibility to remove the noise, thus the WNAP+ID
controller is able to eliminate the noise effect. In this paper, we concentrated on the efficiency and stability of
the teleoperation system with time-varying parameters through simulation outcomes. Moreover, the results of the
WNNs are compared with those of multi-layer perceptron neural networks (MLPNNs).
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1. INTRODUCTION

Nowadays, there is no doubt that teleoperation systems
play a key role in humans modern lifestyle. Teleoperation
systems not only are utilized in perilous sites or to shift nu-
clear wastes but also they are broadly employed in differ-
ent tasks from underwater to space actions [1]. Moreover,
controlling something remotely provides the human oper-
ator with this chance to work in environments where were
not accessible or feasible earlier leading to a noticeable ef-
fect on reducing the expenses; therefore, it is obvious that
working on the teleoperation systems and improving their
performance how much is beneficial and essential for the
human beings in order to experience a better and easier
lifestyle [2].

In this regard, Zhaoet al. addressed an extended state
observer and sliding mode controller for the nonlinear bi-
lateral teleoperation system to handle lumped system un-
certainties [3]. Ollin et al. employed predictive control
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based on the coupling matrix for the master-slave teleop-
eration system to improve stability and transparency [4].
Lee et al. presented a newly developed egocentric method
for bilateral teleoperation system to facilitate robot mo-
tion despite human cognitive and operational constraints
[5]. Lu et al. proposed a novel approach with multiple
adaptive dominance factors to enhance the transparency
of the teleoperation system and reduce the effect of time-
varying delay in the communication channel of the teleop-
eration system [6]. Mellah et al. addressed two adaptive
neural fuzzy controllers for a nonlinear bilateral teleop-
eration system; the first one predicts communication de-
lay and the second one controls the slave manipulator and
improves system performance [7]. A small-gain frame-
work was developed by Polushin et al. [8] in order to
improve the stability of a nonlinear bilateral teleopera-
tion system, in which a new neuro-fuzzy controller was
addressed. A small-gain structure based on the energy-
bounding approach was developed by Uddin et al. [9] to
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force-reflecting teleoperation systems. Bekiaris-Liberis
and Krstic developed a robust delay predictor to remove
the negative effect of time-delay in Internet-based connec-
tion. The simulation and experimental results proved the
efficiency of the proposed approach in time-constant delay
and time-varying delay [10].

Since teleoperation system suffers from uncertainty
kinematically and dynamically, Liu et al. proposed a
new nonlinear adaptive controllers for which no thorough
knowledge should be gained in terms of master-slave kine-
matics as well as operator-master-slave-environment dy-
namics [11]. In Li and Su [12], an adaptive optimal con-
trol for teleoperation systems was examined in case of
time-delays. Similarly, Hue et al. developed two optimal
controllers for a nonlinear bilateral teleoperation system
[13]. In the former case , there were differences between
some parameters, including the position error, the master
and the slave, and velocity error, and the acceleration er-
ror. In the latter case, along with unavailable acceleration
signal, there were new synchronization variables in a way
that master-slave tracking error converged exponentially
to zero. Jian-Ning Li and Lin-Sheng Li presented an adap-
tive neuro-fuzzy inference system (ANFIS) for teleopera-
tion system. The simulation results proved that it could
improve the stability and performance of the system and
reduce the tracking error of the master-slave manipulators
[14]. Zhai and Xia addressed the adaptive sliding mode
controller for teleoperation systems. As sliding mode con-
troller is designed according to the Lyapunov theory; as a
result, not only it guarantees the stability of the system
but also reduces master-slave trajectory tracking error to a
minimum value. [15]. Ganjefar et al. proposed an adap-
tive developed PID controller for a nonlinear bilateral tele-
operation system. In their study, they used a neural net-
work predictor to reduce the effect of time-varying delay.
Simulation results obviously indicate the superiority of the
proposed approach in comparison with the other methods
[16].

As the neural network has many benefits, such as learn-
ing ability and adaptability, it is adept at working out the
target threat evaluation contrasted with the other tradi-
tional approaches. However, no one can deny the supe-
riority of the wavelet neural network (WNN) in compar-
ison with other neural networks, for instance, the WNN
parameters (weights and hidden nodes) are faster defined
rather than the Recursive neural network (RNN); WNN
needs fewer learning iteration than convolutional neural
network (CNN). In addition, although WNN needs fewer
nodes, it enjoys a high-speed convergence. The other
way round, the teleoperation system strongly suffers from
time-varying delay and WNN with adaptive learning rate
can compensate this problem appropriately rather other
traditional controllers. Also, some scholars attempted to
examine applications of WNN by an approximation of
nonlinearity in the control systems [17–19]. WNN is com-

pletely centralized, unlike the sigmoidal functions em-
ployed in multilayer perceptron (MLP) network. Such
functions determine more effectiveness for WNN learn-
ing capability as compared with neural network based on
MLP network. Thus, the WNN-based controller can pro-
vide the controller designer with more options and facil-
ities rather than the traditional NN-based controller [17]
causing many scholars to put greater emphasis on WNNs
for control and identification [20].

This study aimed to introduce a novel controller relying
on the control characteristics and noise immunity proper-
ties for WNNs. The adaptive designed wavelet PID con-
troller for the slave is not affected by the noise of time-
varying delay. Consequently, system stability is preserved
and an increase in the convergence of master and slave
occurs. The learning rates, for the training of neural net-
work controller, are derived from a Lyapunov function
guaranteeing transparency between states of master and
the slave manipulators. To demonstrate the capability of
the proposed controller, system responses for parameter
uncertainty of slave subsystem are simulated and results
firmly confirm the superiority of the developed WNN-
based controller. This paper is developed in the follow-
ing sections. Section 2 mainly concentrates on teleoper-
ation systems. In Section 3, the proposed self-recurrent
wavelet neural network (SRWNN) is explained. Section 4
presents (WNAP+ID) controller. In Section 5, simulation
results validate the performance of the proposed controller
in comparison with other controllers. The final section i.e.,
Section 6 schemes conclusion.

2. TELEOPERATION SYSTEMS

Over the recent years, a large number of scholars have
deployed bilateral teleoperation systems in various situa-
tions. Today, the master-slave teleoperation systems are
used in different areas of concern, such as space and sub-
marine explorations, military and public services [21].

A teleoperation system as an electro-mechanical sys-
tem contains a master and a slave, interconnected by a
communication channel. The human operator is able to
generate control signals for the slave through interaction
with the master device. These command signals represent
position and velocity. Fig. 1 presents the standard l frame-
work of teleoperation system. The framework consists of
five parts: human operator, master, control and communi-
cation, slave, and environment. A human operator com-
mands via master manipulator by applying a force Fm to
drive it with Xm = [xm ẋm], that is forwarded to the slave
side via the communication block. The slave manipula-
tor is moved by a local control Ts on the slave side. If
the slave interacts a far environment and/or some exter-
nal force, the remote force Fs that shifts slave manipulator
with Xs = [xs ẋs] that is transmitted back to the master
manipulator through the communication block. Control
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Fh, Fe : operator and environment force, respectively 

um, us : master and slave control input, respectively 

Xm, Xs : master and slave states, respectively 

Ym, Ys : output for the master and slave, respectively 

hm : master linearization matrix 

Rm : slave–master interaction and allows calculation of the 

force reflection to the master 

Rs : master–slave interaction. 

The master and slave subsystems are then introduced: 
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)(tX s . To simplify equations, the nonlinear term is 

omitted by employing linearization feedback: 
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The nonlinear term of the slave manipulator should be 

deleted by the SRWNN controller. 

 

2.2. Dynamic model of teleoperation 

The general form of motion equation for a couple of n-

DOF nonlinear robot manipulators in the lack of friction 

or other disturbances is organized as [28]: 
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where M(p) and C(p, ṗ) 
nnR  are positive definite inertia 

matrices and the Coriolis/Centripetal vector, respectively. 

Moreover, Ṁ(p) ‒ C(p,    ṗ) is skew-symmetric, G(p) shows 

the gravity vector, and T stands as the torque vector. In 

this study, the degree of freedom (DOF) for the master and 

slave manipulator is considered one. The dynamic model 

of a 1-DOF manipulator in Fig. 3 is given as: 
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Fig. 2. Position-position structure of 1-DOF nonlinear
teleoperation system.

signal Tm or reflected force Fr is received at the master
side that operator senses it. The human operator handles
the local master manipulator to remotely move the slave
one to perform a given act. THe system must be entirely
“transparent”; thus, the operator can make a sense as if he
was able to control the far environment directly [22, 23].

Fig. 2 shows a position-position framework of 1-DOF
nonlinear bilateral teleoperation system:

Fh and Fe : operator and environment force, respec-
tively,

um and us : master and slave control input, respectively,
Xm and Xs : master and slave states, respectively,
Ym and Ys : output for the master and slave, respectively,
hm : master linearization matrix,
Rm : slave-master interaction and allows calculation of

the force reflection to the master,

Rs : master-slave interaction.
The master and slave subsystems are then introduced:{

Ẋm(t) = fm(Xm)+Bmum, fm(Xm) = AmXm+∆m(Xm),

Ym(t) =CmXm(t),
(1){

Ẋs(t) = fs(Xs)+Bsus, fs(Xs) = AsXs +∆s(Xs),

Ys(t) =CsXs(t).
(2)

where Am, Bm, ∆m, Cm, As, Bs, ∆s, and Cs are general ma-
trices or functions which can be defined as follows: The
blocks of the time-delay represent time-delay in the com-
munication channel.

2.1. Teleoperation modeling
The general form of motion equation for a couple of n-

DOF nonlinear robot manipulators in the lack of friction
or other disturbances is expressed as [24]:

M(p)p̈+C(p, ṗ)+G(p) = T, (3)

where M(p) and C(p, ṗ) ∈ Rn×n are positive definite in-
ertia matrices and the Coriolis/Centripetal vector, respec-
tively. Moreover, G(p) denotes the gravity vector, and T
stands as the torque vector. In this study, the degree of
freedom (DOF) for the master and slave manipulators is
considered one. The dynamic model of a 1-DOF manipu-
lator in Fig. 3 is given as:

Jθ̈(t)+bθ̇(t)+mgl sinθ(t) = u(t), (4)

where J is the inertia; m and l are the mass and length of
the manipulator, respectively; g is the gravity acceleration;
θ(t) is the angle of the rotation; u(t) is the applied control
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Fig. 3. Diagram of 1-DOF manipulator.

signal; and b is the viscous friction coefficient. The proof
is given in [25].

Based on Fig. 2, the following equation is obtained by
using Bmhm(Xm):

Bmhm(Xm) = BmKmXm(t)−∆m(Xm), (5)

where the distinct nonlinear term in the master subsystem
is merged. (∆m(Xm) is a function of sinθ(t), and Km is a
state feedback vector in the master subsystem); therefore,
if the position and velocity states are considered (x1(t) =
θ(t)), and (x2(t) = θ̇(t)), master and slave manipulators
can be symbolized in state-space description as:

[
ẋm1(t)
ẋm2(t)

]
=

[
0 1
0 − bm

Jm

][
xm1(t)
xm2(t)

]
+

[
0
1

Jm

]
um(t),

ym(t) =
[

1 0
][ xm1(t)

xm2(t)

]
,

(6)

[
ẋs1(t)
ẋs2(t)

]
=

[
0 1
0 − bs

Js

][
xs1(t)
xs2(t)

]
+

[
0

−msgls
Js

sin(xs2)

]
+

[
0
1
Js

]
us(t),

ys(t) =
[

1 0
] [ xs1(t)

xs2(t)

]
.

(7)

2.2. Environment
Environmental force produced by the interacting slave

with remote environment plays a key role in teleoperation
systems. Thus, a mathematical model should be intro-
duced to calculate this reaction force. The Kelvin’s simpli-
fied model for the environment is employed in this study
[26]. This reaction force, which performs opposite the
slave according to the PD control low, is given as:

fs(t) = keθs(t)+beθ̇s(t), (8)

where ke represents stiffness, and be shows viscous fric-
tion. The Rm vector in the slave-master force feedback is
described as:

Rm = [ rm1 rm2 ] = [ k f ke k f be ], (9)

where k f is the gain of the force feedback.

Fig. 4. The SRWNN structure.

3. SRWNN

SRWNN farmework demonstrated in Fig. 4 has four
layers: Ni inputs, Ni ×Nw mother wavelets, and one out-
put as well as a product layer [27]. There are a self-
feedback loop and a mother wavelet for each node in the
mother wavelet layer (layer 2). The mother wavelet func-
tion is selected as the first derivative of a Gaussian func-
tion ϕ(x) = xexp(−0.5x2). For each node, ϕi j is deter-
mined as the following:

ϕi j (zi j) = ϕ
(

ui j −mi j

di j

)
, zi j =

ui j −mi j

di j
, (10)

where d jk and m jk are the dilation and translation wavelet
factors, respectively. In this paper, the jth input term of
the ith wavelet is represented by i j index; however, in the
nth sample time, the inputs of this layer are computed as:

ui j (n) = x j (n)+ϕi j (n−1)θi j, (11)

where θi j denotes the weight of the self-feedback loop
weight. The pase information of neural networks can
be reserved by the memory option (ϕi j (n−1)). Conse-
quently, SRWNNs are used more than WNNs in complex
systems. Here, θi j shows the information storage rate
highlighting the main distinction between SRWNNs and
WNN. The third layer nodes are given by:

ψi(x) =
Ni

∏
j=1

ϕ(zi j) =
Ni

∏
j=1

[
−zi j exp

(
−1

2
(zi j)

2
)]

.

(12)

The node in the fourth layer or the SRWNN output is cal-
culated for each parameters and self-recurrent wavelet in
the following:

y(n) =
Nw

∑
i=1

wiψi (x) . (13)
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3.1. Training of the SRWNN
In an SRWNN, the following quadratic cost function is

minimized:

J (n) =
1
2
[yd (n)− ŷ(n)]2 =

1
2

e2 (n) , (14)

where ŷ(n) is the actual output and yd(n) is the desired
ouput of SRWNN for the nth sample time. The GD
method adjust the SRWNN weights; therefore, after a
given number of training iterations, the error is minimized.
The following equation determines the GD method:

W i (n+1) =W i (n)+η i
(
− ∂J (n)

∂W i(n)

)
, (15)

where W = [ti j di j θi j wi j]
T and η = [η t ηd ηθ ηw]T ;

η i and W i adress the learning rate matrix and an arbitary
weighting vector, respectively in the SRWNN. In the other
word, W i can be ti j or di j or θi j or wi j and η i can be η t or
ηd or ηθ or ηw. The partial derivative of the cost function
with respect to W i is:

∂J (n)
∂W ii(n)

=−e(n)
∂ ŷ(n)

∂W i (n)
. (16)

The weighting vector is updated by applying the chain rule
recursively as the following:

∂ ŷ(n)
∂ ti j(n)

=−wiψi

(
−1
di j

)(
1

zi j − zi j

)
, (17)

∂ ŷ(n)
∂di j(n)

= zi j
∂ ŷ(n)
∂ ti j(n)

, (18)

∂ ŷ(n)
∂θi j(n)

=−ϕi j(n−1)
∂ ŷ(n)
∂ ti j(n)

, (19)

∂ ŷ(n)
∂wi(n)

= ψi(x). (20)

4. WNAP+ID CONTROLLER DESIGNING

4.1. WNAP+ID architecture
The overall architecture of (WNAP+ID) cotroller is

shown in Fig. 5(a). There are two SRWNN structures,
i.e., identifier and controller. Fig. 5(b) and (c) represent
the structures of the “Identifier” and “PU”, respectively.

The system dynamics and sensitivity are approximated
by the identifier. The error of the reference model output
and the actual system output, e(n) = yd(n)− y(n), is min-
imized by the control signal. Therefore, the control signal
can be represented as:

u(n) = Kp.PE(n)+Ki
e(n)

S
+(Kde(n))S, (21)

where PE(n) stands the processed error (PE) signal in
nthe sample and the propotional, integral and derivative

(a)

(b) (c)

Fig. 5. Structure of the proposed controller.

gains as well as Kd , respectively. The inputs and output of
SRWNN-PU are demonstrated by:

xc = [e(n), (e(n)− e(n−1))], (22)

PE(n) = fc(xc), (23)

where the input ector of the SRWNN-PU is represented
by xc. Minimizing the PE signal results in optimizing the
contol signal, u(n), in turn, leading to deriving a cost func-
tion:

Jc (n) =
1
2
[e2

c(n)+βu2(n)], (24)

where ec(n) = yd(n)−y(n), and yd(n) are the desired out-
put and β is a weighting factor used to modify the perfor-
mance index for system responses due to creating a favor-
able compromise between the used force and the control
performance. Using (15), the derivative of the cost func-
tion, Jc(n), with respect to weighting parameters W i

C of the
SRWNN-PU is:

∂Jc(n)
∂W i

C(n)
= Kp

[
−ec(n)

∂y(n)
∂u(n)

+βu(n)
]

∂PE(n)
∂W i

C(n)
,

(25)

then

W i
C(n+1) =W i

C(n)+ etai
C

∂JC(n)
∂W i

C(n)
, (26)
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where W i
C and η i

C represent the weight and learning rates
in the SRWNN-PU, respectively.

In (25), ∂PE(n)/∂W i
C(n) is computed by (17)-(20), and

∂y(n)/∂u(n) which denotes the system sensitivity, but it
is not possible to derive it from the output. As a result, the
system sensitivity must be derived by the identifier output,
moreover, a real-time approximation SRWNNI is used to
calculating the sensitivity. The SRWNNI output can be
addressed as:

xI = [(u(n),u(n−1), ...,u(n− p)),

(ω(n),ω(n−1), ...,ω(n− p))], (27)

ŷ(n+1) = fI(xI), (28)

where xI is the input vector of the identifier, = omega is the
control signal error, and ŷ(n+1) is the predicted output of
the system. Using (17)-(20), let us minimize the identifi-
cation cost function of online or offline training procedure:

JI(n) =
1
2
[y(n)− ŷ(n)]2 =

1
2

e2
I (n), (29)

then

W i
I (n+1) =W i

I (n)+η i
I

(
eI(n)

∂ ŷ(n)
∂W i

I (n)

)
, (30)

where W i
I and η i

I are the weighting and learning rates in
the SRWNNI, respectively. The SRWNNI has a signifi-
cant effect on improving the achievement of the SRWNN-
PU, so it must be trained using the offline procedure at the
beginning and finally, it has to be trained in online mode
operation and be sited in the system configuration. Now
the system sensitivity can be calculated using the plant
model by the chain rule as follows:

∂y(n+1)
∂u(n)

≈ ∂ ŷ(n+1)
∂xI

∂xI

∂u(n)
. (31)

From (27), can derive ∂xI/∂u(n) as:

∂xI

∂u(n)
= [(1 f1(z), ..., fp(z)) (0 0, ...,0)]T , (32)

where fi(z) = z−i and also:

∂ ŷ(n+1)
∂xI, j

=
NI,w

∑
i=1

wI,iψI,I

(
1

di j

)(
1

zi j − zi j

)
, (33)

where NI,w represents the node number in the product
layer of SRWNNI.

4.2. Convergence analysis via ALRs for identifier
The optimal learning rate is designed using the conver-

gence of the SRWNN. As the performance of the neuro-
identifier is determined by the learning rate and the neuro-
controller is trained through the GD method, we should

find the optimal learning rate. The discrete-type Lyapunov
function is represented as:

VI (n) = JI (n) =
1
2

eI
2 (n) . (34)

The Lyapunov function difference is derived by:

∆VI (n) =VI (n+1)−VI (n) =
1
2
[
e2

I (n+1)− e2
I (n)

]
.

(35)

The change in the error is illustrated by:

∆eI(n) = eI(n+1)− eI(n)≈
[

∂eI(n)
∂W i

I (n)

]T

∆W i
I (n).

(36)

From (29) and (30):

∆W i
I (n) = η i

IeI(n)
∂ ŷI(n)
∂W i

I (n)
. (37)

The error difference can be rewritten as:

∆eI(n) =eI(n+1)− eI(n)

≈
[

∂eI(n)
∂W i

I (n)

]T

ηIeI(n)
∂ ŷI(n)
∂W i

I (n)
. (38)

Then, a convergence theorem is represented.
Theorem 1: Let η i

I be defined as the learning rate for
the SRWNNI weights as well as gi

I,max be determined as
gi

I,max = maxn ∥gi
I(n)∥ where gi

I(n) = ∂ ŷ(n)/∂W i
I and ∥ ·∥

represents the Euclidean norm in Rn, then the convergence
occurs if adopted η i

I an satisfy:

0 < η i
I <

2(
gi

I,max

) . (39)

From (34)-(38), ∆VI(n) is defined as:

∆VI(n) =−λIe2
I (n), (40)

where

λI = 0.5η i
I}gi

I(n)}2 (2−η i
I∥gi

I(n)∥2) . (41)

Proof: See Appendix A. □
If λI > 0 is satisfied; hence, ∆VI < 0 which guarantees

the asymptotic convergence of the SRWNNI.
Let ηa = η i

I(g
i
I,max)

2 then:

λI ≥ 0.5η i
I}gi

I(n)}2(2−ηa)> 0. (42)

From (41), we obtain 0< ηa < 2 following (39) fulfills the
proof.

Remark 1: The maximum learning rate guaranteeing
convergence is:

η i
I =

(
1

gi
I,max

)
, (43)
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where this presents the half of the upper boundary condi-
tion in Theorem 1 [28]. The quantity of gi

I,max for each
learning rate ηw

I , η t
I , ηd

I , ηθ
I in SRWNN structure can be

assessed. Then, the following Theorem comes up.
Theorem 2: Let be the learning rates for the SRWNNI,

respectively. The learning rates of the SRWNN identifier
for the maximum convergence are as follows:

ηw,max
I =

1
NI,w

, (44)

η t,Max
I =

1
NI,wNI,i

[
|dI,min|

2exp(−0.5)|wI,max|

]2

, (45)

ηd,Max
I =

1
NI,wNI,i

[
|dI,min|

2exp(0.5)|wI,max|

]2

, (46)

ηθ ,Max
I =

1
NI,wNI,i

[
|dI,min|

2exp(−0.5)|wI,max|

]2

, (47)

where NI,i and NI,w are the number of inputs and nodes in
the product layer of SRWNNI, respectively.

Proof: See Appendix B. □

4.3. Convergence analysis via ALRs for controller
In this section, the convergence analysis of the SRWNN-
PU is determined. A discrete-type Lyapunov function is
represented as:

Vc(n) =
1
2
[
e2

c,1(n)+ e2
c,2(n)

]
, (48)

where ec,1(n) = (yd(n)y(n)) and ec,2(n) = β 0.5u(n) are the
errors in the closed-loop control system. During the train-
ing process, the deference of the Lyapunov function is de-
rived by:

∆Vc(n) =Vc(n+1)−Vc(n)

=
1
2

σ 2
j=1e2

c, j(n+1)− e2
c, j(n), (49)

and difference of the errors is represented by:

ec, j(n+1) = ec, j(n)+∆ec, j(n)

≈ ec, j(n)+
[

∂ec, j(n)
∂W i

c

]T

∆W i
c , (50)

where

∂ec,1(n)
∂W i

c
=−KPS

∂PE(n)
∂W i

c
, (51)

∂ec,2(n)
∂W i

c
=−KP

√
β

∂PE(n)
∂W i

c
. (52)

From (25) and (26):

∆W i
c =η i

c

(
−∂Jc(n)

∂W i
c

)

=η i
c

[
KPSec,1(n)−KP

√
βec,2(n)

] ∂PE(n)
∂W i

c
,

(53)

where S ≈ ∂ ŷ(n+1)/∂u and hence the convergence theo-
rem as follows:

Theorem 3: Let gi
c,max as the learning rate for the

SRWNN-PU weights and is determined as gi
c,max =

maxn ∥gi
c(n)∥, where gi

c ∂PE(n)/∂W )ci and ∥ · ∥ repre-
sents the Euclidean norm in Rn, then the convergence oc-
curs if adoted η i

I can satisfy:

0 < η i
c <

2
K2

P(S2 +β )(gi
c,max)

2 . (54)

Proof: From (48) to (54), ∆Vc(n) can be represented as:

∆Vc(n) =
2

∑
j=1

∆ec, j(n)
(

ec, j(n)+
1
2

∆ec, j(n)
)

=−
(

KPSec,1(n)−KP

√
βec,2(n)

)2
λc, (55)

where

λc = η i
c∥gi

c(n)∥2
(

1− 1
2

η i
c∥gi

c(n)∥2K2
P

(
S2 +β

))
.

(56)

If λI > 0 is satisfied; hence, ∆VI < 0 which guarantees the
asymptotic convergence of the SRWNNI.

Let ηa = η i
c(g

i
c,max)

2, then:

λc =0.5η i
c∥gi

c(n)∥2
(

2−ηa
∥gi

c(n)∥2

(gi
c,max)

2 K +P2(S2 +β )
)

≤0.5η i
c∥gi

c(n)∥2(2−ηaK2
P(S

2 +β ))> 0. (57)

0 < ηa < 2/K2
P(S

2 +β ) is derived from (57) and (54) and
this totalizes the proof. □

Corollary 1: From Remark 1, the optimal learning
rates of SRWNN-PU for the asymptotic convergence are
as follows:

η i
c =

1
K2

P(S2 +β )(gi
c,max)

2 . (58)

This shows the half of the upper boundary condition in
Theorem 3. The quantity of gi

c,max for each learning rate
in SRWNN structure can be assessed. Consequently, the
following Theorem is derived:

Theorem 4: Let ηw
c , η t

c, ηd
c , ηθ

c be the learning rates of
the SRWNN-PU, the optimal learning rates guaranteeing
the convergence of the SRWNN-PUare as follows:

ηw,max
c =

1
Nc,wK2

P(S2 +β )
, (59)

η t,Max
c =

1
Nc,wNc,iK2

P(S2 +β )

[
|dc,min|

2exp(−0.5)|wc,max|

]2

,

(60)
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ηd,Max
c =

1
Nc,wNc,iK2

P(S2 +β )

[
|dc,min|

2exp(0.5)|wc,max|

]2

,

(61)

ηθ ,Max
c =

1
Nc,wNc,iK2

P(S2 +β )

[
|dc,min|

2exp(−0.5)|wc,max|

]2

,

(62)

where Nc,i and Nc,w are the number of inputs and nodes in
the product layer of SRWNN-PU. Prepared by the iden-
tifier, the system sensitivity, S ≈ ∂ ŷ(n1)/∂u must be re-
placed by Smax represented in the following:

Smax =
√

NI,w|wI |max
2exp(−0.5)

|dI |min
. (63)

Proof: See Appendix C. □

5. SIMULATION

The master-slave parameters are represented as:

Jm = 1.5kg.m2, Js = 2 kg.m2,

bm = 11
Nm

rad
/

s
, bs = 15

Nm
rad
/

s
,

lm = 0.4m, ls = 2 m,

mm = 0.3kg, mm = 1.5 kg.

The state space representation of the master and slave
is as follow:

Am =

[
0 1
0 −11

1.5

]
, Bm =

[
0
1

1.5

]
, Cm =

[
1 0

]
As =

[
0 1
0 −15

2

]
, Bs =

[
0
1
2

]
, Cs =

[
1 0

]
,

km = [km1 km2] = [−150 −67],

Rm = [k f ke k f be] = [10 0.1],

Rs = [rs1 rs2] = [12.5 0.125],

where Rm represents the interaction between the slave and
remote environment depending on stiffness(ke)and vis-
cous friction (be) parameters, respectively. Therefore,

be = 1
Nm

rad
/

s
, ke = 100

Nm
rad

, k f = 0.1.

In this paper, the teleoperation system is simulated by
using (WNAP+ID) and MLPNN controllers. A thirdorder
identifier is used in this study, in this regard; p and q val-
ues in (27) are considered as 2. The SRWNNI has 6, 48, 8
and 1 neurons in the input, mother wavelet, product, and
output layers, respectively. Also, the SRWNN-PU has 2,
12, 6 and 1 neurons at the corresponding layers, in the
other word, the SRWNN-PU enjoys a simple framework
with only two inputs.

Fig. 6 falls into four parts related to simulation results of
constant time-delay, 500 msec. Part (a) contains stepvary-
ing input with different amplitudes. When we apply this
input to system and output response puts in a strong per-
formance and does good tracking, controller design proves
acceptable. Part (b) consists of master and slave position
for varying-step input relating to part (a) in constant and
adaptive learning rates. In order to show the effect of
adaptive learning rate in training of SRWNN controller,
the responses of teleoperation system are shown for both
constant and adaptive learning rates, in which the weights
using fewer iterations of the online simulation are updated.
Controller based on ALR not only has more acceptable
overshoot relative to that of CLR but also converges to
the desired value of master for each step of input. Some
of these adaptive learning rates are shown in Fig. 7. SR-
WNNs result in fast convergence using fewer neurons as
compared with MLPNNs; therefore in order to prove this
purpose, we used a MLPNN to control the teleoperation
system. In this paper, the SRWNN controller used for
controlling has just 12 mother wavelets (Ni ×Nw = 12),
but MLPNN controller has one hidden layer and there are
50 neurons in the hidden layer. Responses of teleopera-
tion system for varying-step input relating to part (a) in
500 msec time-delay are shown in part (c). The other con-
troller designed by Azorin et al. [29] is represented in this
Figure. Also, we call it previous controller (Pre. Co.). The
previous controller was selected for comparison because it
has the same bilateral teleoperation structure as mentioned
in Section 2. When responses of WNAP+ID and Pre. Co.
are compared together, it is clear that slave of SRWNN
converges more rapidly to the desired value of master. In
part (d), control signals of WNAP+ID, MLPNN and Pre.
Co. for varying-step input relating to part (a) for 500 msec
time-delay are shown. It is clearly evident that each of the
three signals has nearly the same amplitude but as can be
seen in part (c), WNAP+ID slave converges rapidly and
this is of considerable significance for the proposed con-
troller. On the other hands, all of them reach zero for each
pulse of input and therefore slave reaches master position
because the controller is designed for convergence of mas-
ter and slave.

Adaptive learning rates for SRWNN controller (part (b)
of Fig. 6) are explained in Fig. 7. As seen in part (a), this
rate is primary constant for many input pulses, then after
a time, it will switch to another value. Learning rate will
stay at this value with a new input pulse; it will switch
to another value. In part (b), a signal presents two types
of learning rate with the same performance. This signal
is varied exactly at the time when the signal of part (a)
changes into another value. As seen in this part, the signal
of part (b) converges to the constant value for several in-
put pulses too, which its amplitude is much less than that
of part (a). This reflects the minimal impact of this signal
relative to the signal of part (a). Part (c) indicates the third
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(a) (b)

(c) (d)

Fig. 6. Results for 500 msec time-delay. (a) Step-varying input signal. (b) Response for constant learning rate (CLR)
and adaptive learning rate (ALR) for less iteration to updating of in online simulation. (c) Comparison among
responses of three different controller methods for 4000 times updating of weights in online simulation. (d)
Comparison among control signals of three different controller methods.

type of learning rate with a structure like part (b). Differ-
ence between signals of parts (b) and (c) lies in the signal
amplitude. As shown in this figure, the amplitude of the
signal in part (c) is around 10 percent of it in part (b). In
other words, this signal demonstrates minimal impact as
compared with part (b).

There are four parts in Fig. 8, indicating simulation re-
sults for time-varying delay of part (a). The Internet is
utilized in teleoperation systems as a communication net-
work. As its time-delay types are variable, we examine
controller by using time-varying delay as shown in part
(a). In part (b), noise filtering in the proposed controller

is considered. As mentioned above, time-varying delay
causes noise in teleoperation systems, which makes mas-
ter signals modulated and applied to the slave subsystem
as the input of WNAP+ID controller. In this part, two
signals are shown: an inappropriate signal with inappro-
priate fluctuation and the solid line showing the input of
WNAP+ID controller and a signal indicating slave sub-
system response. The input signal is disturbed but out-
put signal is exactly accepted, with no undesirable effect
of time-varying delay. This shows that the proposed con-
troller is robust in cases of noise and disturbance from the
environment. Part (c) demonstrates master and slave posi-
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similar to part (b). The difference between signals of parts 

(b)and (c) lies in the signal amplitude. As shown in this 

figure, the amplitude of the signal in part (c) is near 10% 

of that in part (b). In other words, this signal demonstrates 

minimal impact compared with part (b). 

Fig. 8 has four parts, which indicates the simulation 

results for time-varying delay of part (a). The Internet is 

utilized in the teleoperation systems as the communication 

network. We examine the controller using time-varying 

delay shown in part (a) because the types of time delay are 

varied. The amplitude and frequency of this signal are of 

considerable significance, and an approximation of 

Internet delay signal in cyberspace should exist. In part (b), 

noise filtering in the proposed controller is considered. As 

previously mentioned, time-varying delay causes noise in 

the teleoperation systems, which realizes modulation of 

master signals and its application to slave subsystem as 

the input of SRWNN controller. The following two 

signals are shown in this part: an inappropriate signal with 

inappropriate fluctuation and the solid line showing input 

of the SRWNN controller and a signal indicating the slave 

subsystem response. The input signal is disturbed, but the 

output signal is exactly accepted without the undesirable 

effect of time-varying delay part. This finding shows that 

the proposed controller is robust in noise cases and any 

disturbance from the environment. Part (c) demonstrates 

the master and slave position obtained by applying step-

varying input for time-varying delay. The slave clearly 

converges rapidly to master for different steps of input. 

Hence, SRWNN controller was designed well. By contrast, 

time-varying delay does not exert impact on system 

response. This finding is also an indication of robustness 

in case of time-varying delay. Part (d) contains the master 

and slave control signal for time-varying delay, both of 

which have limited amplitude without any undesirable 

fluctuation. Theoretically, they are accepted and can be 

implemented. 

Fig. 9 draws a comparison among master and slave 

positions for different types of controller. A total of four 

 

 

 

 

signals are presented in this part: master, slave of SRWNN, 

slave of MLPNN, and slave of Pre. Co. for step-varying 

input and time-varying delay. This figure shows an 

absolute superiority of the proposed controller in rapid 

convergence, robust adverse effect of time-varying delay, 

and high performance. The neurons of SRWNN are 

considerably less in number compared with those of 

MLPNN. The inappropriate signal of Pre. Co. is extremely 

harmful because it leads to unwanted movements of robot 

arm at the slave. In Fig. 10, the slave control signals of 

SRWNN, MLPNN, and Pre. Co. controllers are explained. 

These signals can be applied despite the higher amplitude 

of slave control signal of Pre. Co. than that of other control 

signals. The control signal of SRWNN obtains flexibility 

in the zoomed part. Overall, SRWNN demonstrates higher 

effectiveness than the other methods due to its appropriate 

position and desirable control signal. 

The following Eq. is employed to compare the 

simulation results of different approaches: 

 dteESS 2                                                                                                                                                                                   (63)
  

where 

)()()( 11 txtxte sm                                                                                                                                        (64)
  

)(1 txm
and )(1 txs

denote the master and slave positions, 

respectively. The desired transparency is achieved for the 

precise rendition of the environment to the user. 

Transparency accounts for the second most significant 

position in the design of teleoperation systems. The 

difference between the master and slave positions is 

indicated as transparency and is fulfilled as follows: 

 dte2
                                                                                                                                              (65)

  

    is considered a small positive value. Table 1 shows the 

outcome for different types of time-delays and the 

improved performance of the proposed method. The 

comparison of results in Table 2 reveals that the SRWNN  

Fig. 7. ALRs for 500 msec time-delay. Part (a) shows 
a

C as the first adaptive learning rate. Part (b) presents
 C

m

C ,  

as the second and the third adaptive learning rate parameters. Part (c) reveals 
d

C  as the fourth adaptive learning rate.     

Fig. 7. Adaptive learning rates for 500 msec time-delay.

(a) (b)

(c) (d)

Fig. 8. Adaptive results for time-varying delay. (a) Time-varying delay signal. (b) Input and output of the slave subsystem.
(c) Positions of master and slave. (d) Control signals of master and slave.
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Fig. 9. Master and slave positions of SRWNN and
MLPNN and previous controllers for time-varying
delay.

tion obtained by applying step-varying input for timevary-
ing delay. It is clear that slave converges rapidly to master
for different steps of input. Hence, SRWNN controller
was designed well; on the other hand, no timevarying de-
lay exerts an impact on the system response. This again is
an indication of robustness in case of timevarying delay.
Part (d) contains the master and slave control signal for
time-varying delay, both of which have limited amplitude
without any undesirable fluctuation. In a sense, they are
accepted and can be implemented.

Fig. 9 shows comparison between master and slave po-
sitions for different types of controller. In this part, there
are four signals: master, slave of WNAP+ID, slave of
MLPNN and slave of Pre. Co. for step-varying input and
time-varying delay. This figure shows absolute superiority
of proposed controller in rapid convergence, robust on ad-
verse effect of time-varying delay and high performance.
It is worth noting that neurons of SRWNN are much less in
number as compared with MLPNN. Inappropriate signal
of Pre. Co. is very harmful because it leads to unwanted
movements of robot arm at slave. In Fig. 10, slave control
signals of SRWNN, MLPNN, and Pre. Co. controllers are
explained. Despite slave control signal of Pre. Co. has a
higher amplitude as compared with other control signals;
all of these signals can be applied. In the zoomed part,
the control signal of WNAP+ID obtains flexibility. All in
all, WNAP+ID demonstrates more effectiveness than the
other method, because of its more appropriate position as
well as its more desirable control signal.

Fig. 11 falls into four parts related to simulation results
of time-varying parameters demonstrated in parts (a) and

Fig. 10. Slave control signals of SRWNN and MLPNN
and previous controllers for time-varying delay.

(b) of Fig. 8. Part (a) contains time-varying input with
different amplitudes as well as fixed time-step equal to
2.5 sec. It is of great importance to have been consid-
ered that time-step for all of parts in this table are fixed
and equal to 2.5 sec. As shown in part (b), time-varying
mass is strongly considered as the most important param-
eter of the slave subsystem dynamic in all of complex bi-
lateral teleoperation systems. With the slave manipulator
moving any object, its dynamic changes due to the object
mass added to that of manipulator. In fact, net mass of
slave manipulator is 1.5 kg. in this study and after moving
any object, manipulator mass switches to different value.
Responses of teleoperation system for time-varying input
and delay as well as mass are described in part (c) and
compared with each other. This part clearly shows the
proposed controller based on WNAP+ID providing more
appropriate output in comparison with Pre. Co. approach.
Since the proposed controller is adaptive and tunes its pa-
rameters online; hence, WNAP+ID-controlled system will
be robust on time-varying parameters. On the other hand,
a clear-cut superiority of the presented approach is de-
scribed in part (d). Slave control signal of WNAP+ID
converge at zero much faster than that of Pre. Co. method.
In the other word, taking advantage of less effort, the pro-
posed controller rapidly and in a strong manner converge
at desirable value defined by master in many a step of in-
put.

In order to compare the simulation results in different
conditions, we employed the following equation:

ESS =
∫

e2dt,
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(a) (b)

(c) (d)

Fig. 11. Results for time-varying mass of slave. (a) Time-varying input signal. (b) Time-varying mass of the slave
subsystem. (c) Positions of master and slave. (d) Slave control signals.

where

e(t) = xm1(t)− xs1(t).

xm1(t) and xs1(t) show the master and slave position, re-
spectively. Moreover, there is desirable transparency for
a correct rendition of the environment to the operator.
Transparency takes the second most significant position in
the design of teleoperation systems. Difference between
the master and slave positions is considered as the trans-
parency and is fulfilled as follows:∫

e2dt < β .

β is a small positive value. Simulation results for the dif-
ferent types of time-delay are presented in Table 1. Com-
parison of results in Table 2 reveals that the WNAP+ID
controller using ALRs has higher performance than the
MLPNN and WNAP+ID based on CRL.

Table 1. ESS for different types of time-delay. (All the
values are according to the Rad.)

Delay WNAP+ID MLPNN Pre. Co.
500 msec 0.0183 0.0212 0.0201

Time-Varying 0.0105 0.0208 0.0121

Table 2. Control performance comparison of the
WNAP+ID and the MLPNN.

Number of WNAP+ID
(Adaptive)

WNAP+ID
(Static) MLPNN

Product nodes (Nw) 6 6 -
Inputs (Ni) 2 2 2

Training parameters 42 42 201
Sampling rate 0.05 0.01 0.01
Learning rate Adaptive 0.01 0.1

Iteration 4,00 2,000 2,000
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6. CONCLUSION

This study aimed at proposing a new controller based
on Wavelet Neural Adaptive Proportional plus conven-
tional Integral-Derivative (WNAP+ID). In this approach,
the self-recurrent wavelet neural networks via adaptive
learning rates for the nonlinear bilateral teleoperation sys-
tems were utilized. Because the WNAP+ID have recurrent
and dynamic structures, they are appropriate for control
and identification of systems. Adaptive learning rates for
training WNAP+ID controller and identifier, derived from
a proper Lyapunov function, cause faster convergence and
provide the acceptable tracking between the master and
slave. Despite the time-varying delay of the communi-
cation channel in the bilateral teleoperation systems, the
system performance is difficult to stabilize and improve.
Hence, a large number of studies have examined controller
design based on the adaptive controller. This type of con-
troller ensures the stability, transparency, and high perfor-
mance of the system. Additionally, it takes both the com-
munication latency and the slave-environment interaction
into account. Because the time-varying delay in the bi-
lateral teleoperation systems makes an inappropriate sig-
nal modulated with the master signal, a WNN controller
is utilized to eliminate this noise, time-varying delay, and
to improve the distortion of the delayed signal, using SR-
WNN via adaptive learning rates. In addition to stabiliza-
tion of the closed-loop system, SRWNN controller elim-
inates this distortion. The findings demonstrated that not
only do responses to the proposed controller rapidly con-
verge into desired values, but fewer neurons are also uti-
lized in comparison with MLPNNs to control and iden-
tify systems. The simulation results validate the proposed
control approach and its excellent performance in motion
tracking. This new controller puts the system in a great
performance on constant and time-varying delay. It is of
great importance to say that mass of slave is also consid-
ered as a variable parameter like the Internet delay because
the slave can move different materials with various mass
affecting slave manipulator mass.

APPENDIX A

From (34)-(38), VI (n)> 0 is defined as:

∆VI (n) =
1
2
(
e2

I (n+1)− e2
I (n)

)
=∆eI(n)

[
eI(n)+

1
2

∆eI(n)
]

=

[
∂eI(n)
∂W i

I (n)

]T

η i
IeI(n)

∂ ŷI(n)
∂W i

I (n)

×

(
eI(n)+

1
2

[
∂eI(n)
∂W i

I (n)

]T

η i
IeI(n)

∂ ŷI(n)
∂W i

I (n)

)

=−
[

∂ ŷI(n)
∂W i

I (n)

]T

η i
IeI(n)

∂ ŷI(n)
∂W i

I (n)

×

(
eI(n)−

1
2

[
∂ ŷI(n)
∂W i

I (n)

]T

η i
IeI(n)

∂ ŷI(n)
∂W i

I (n)

)

=− e2
I (n)

4

∑
i=1

[
η i

I

(
∂ ŷI(n)
∂W i

I (n)

)2

×

{
1− 1

2
η i

I

(
∂ ŷI(n)
∂W i

I (n)

)2
}]

=− e2
I (n)

(
0.5η i

I∥gi
I∥2 (2−η i

I∥gi
I∥2))

=− e2
I (n)λ .

APPENDIX B

First, Proof of (44):

∂ ŷ(n)
∂wi(n)

= ψ(x),

gi
I(n) =

∂ ŷ(n)
∂wi(n)

=

[
∂ ŷ(n)

∂w1(n)
∂haty(n)
∂w2(n)

· · · ∂ ŷ(n)
∂wNi(n)

]
= [ψI,1(x) ψI,2(x) · · · ψI,Ni(x)]

= Ψ.

where Ψ is the input vector of the SRWNN based identi-
fier and wi = [w1, w2, ..., wNi ]

T . Then we have ∥g1
I (n)∥ ≤

(Ni)
0.5|ψI,max|. Therefore, from Theorem 1, we find that

0 < ηw
I < 2/(g1

I,max(n))
2. Thus, from the Remark 1, we

have:

ηw,max
I =

1
NI,w

. (B.1)

Next, Proof of (45):
Lemma 1: Let f (t) = t exp(−t2). Then | f (t)|< 1, f ∈

R.
Lemma 2: Let g(t) = t2 exp(−t2). Tehn g(t)|< 1, g ∈

R.
The learning rate η t

I of the translation weight tI :

g2
I (n) =

∂ ŷ
∂ tI

=
Nw

∑
j=1

wI, j

(
∂Φ j

∂ tI

)

=
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

∏Ni
k=1 φ(z jk)

φ(z jk)

(
∂φ(z jk)

∂ z jk

∂ z jk

∂ tI

)}

<
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

max
(

∂φ(z jk)

∂ z jk

∂ z jk

∂ tI

)}

<
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

max
(

2e−0.5
(
− 1

dI

))}
.
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According to Lemma 2,∣∣∣∣(1
2

z2
jk −

1
2

)
exp
{
−
(

1
2

z2
jk −

1
2

)}∣∣∣∣< 1.

Therefore, we have:

∥g2
I (n)∥<

Nw

∑
j=1

wI, j
√

Ni

(
−2exp(−0.5)

dI,min

)
<
√

Nw
√

Ni|wI,max|
∣∣∣∣2exp(−0.5)

dI,min

∣∣∣∣ .
Thus,

η t,max
I =

1
NI,wNI, j

[
|dI,min|

2exp(−0.5)|wI,max|

]2

.

Next, Proof of (46):

g3
I (n) =

∂ ŷ
∂dI

=
Nw

∑
j=1

wI, j

(
∂Φ j

∂dI

)

=
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

∏Ni
k=1 φ(z jk)

φ(z jk)

(
∂φ(z jk)

∂ z jk

∂ z jk

∂dI

)}

<
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

max
(

∂φ(z jk)

∂ z jk

∂ z jk

∂dI

)}

<
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

max
(

2e−0.5
(
− 1

dI

))}
.

According to Lemma 2,∣∣∣∣(1
2

z2
jk −

1
2

)
exp
{
−
(

1
2

z2
jk −

1
2

)}∣∣∣∣< 1.

Therefore, we have:

∥g3
I (n)∥<

Nw

∑
j=1

wI, j
√

Ni

(
2exp(0.5)

dI,min

)
<
√

Nw
√

Ni|wI,max|
∣∣∣∣2exp(0.5)

dI,min

∣∣∣∣ .
Thus, according to Theorem 1:

0 < ηd
I <

2
(g3

I,max)
2
=

2
NwNi

 1

|wI,max|
(

2exp(0.5)
|di,min|

)
2

.

Based on Remark 1:

ηd,max
I =

1
NI,wNI, j

[
|dI,min|

2exp(−0.5)|wI,max|

]2

.

Next, Proof of (47):

g4
I (n) =

∂ ŷ
∂θI

=
Nw

∑
j=1

wI, j

(
∂Φ j

∂θI

)

=
Nw
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j=1

wI, j

{
Ni
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(
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∂ z jk

∂ z jk

∂θI
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<
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∑
j=1
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{
Ni
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<
Nw

∑
j=1

wI, j

{
Ni

∑
k=1

max
(

2e−0.5
(
− 1

dI

))}
.

According to Lemma 2,∣∣∣∣(1
2

z2
jk −

1
2

)
exp
{
−
(

1
2

z2
jk −

1
2

)}∣∣∣∣< 1.

Therefore, we have:

∥g4
I (n)∥<

Nw

∑
j=1

wI, j
√

Ni

(
2exp(−0.5)

dI,min

)
<
√

Nw
√

Ni|wI,max|
∣∣∣∣2exp(−0.5)

dI,min

∣∣∣∣ .
Thus, according to Theorem 1:

0 < ηd
I <

2
(g4

I,max)
2 =

2
NwNi

 1

|wI,max|
(

2exp(−0.5)
|di,min|

)
2

.

Based on Remark 1:

ηθ ,max
I =

1
NI,wNI, j

[
|dI,min|

2exp(−0.5)|wI,max|

]2

.

APPENDIX C

Smax =
∂y(n+1)

∂u
≈ ∂ ŷ(n+1)

∂u
=

NI,w

∑
i=1

wI,i

(
∂ψi

∂u

)

=
NI,w

∑
i=1

wI,i

NI,i

∑
j=1

∏NI, j
j=1 φ(zi j)

φ(zi j)

(
∂φ(zi j)

∂ zi j

∂ zi j

∂xI, j

∂xI, j

∂u

)
.

In order to simplify computing; ∂xI/∂u= [{1,0,0, ...,0}
{0,0,0, ,0}], therefore:

<
NI,w

∑
i=1

wI,i

{
max

(
∂φ(zi j)

∂ zi j

∂ zi j

∂xI, j

)}
. (C.1)

In Section 3, the author assumed the φ(x) =
xexp(−0.5x2); thereby:

dφ(x)
dx

= (1− x2)e−
1
2 x2

.
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The maximum value of the above equation is 1. Thus:

dφ(x)
dx

< 2e−
1
2 ≈ 1.21. (C.2)

Moreover, according to (10) and (11):

dzi j

dxI, j
=

1
dI
. (C.3)

Based on (C.1), (C.2), and (C.3), we have:

<
NI,w

∑
i=1

wI,i

{
max

(
∂φ(zi j)

∂ zi j

∂ zi j

∂xI, j

)}
<

NI,w

∑
i=1

wI,i

{
max

(
2exp(−0.5)

dI

)}
.

And according to the CauchySchwarz inequality, we
have:

<
√

NI,w|wI |max

(
2exp(−0.5)

|dI |min

)
.

Proof pf Appendix C.
Then:

<
NI,w

∑
i=1

wI,i

{
max

(
∂φ(zi j)

∂ zi j

∂ zi j

∂xI, j

)}
<

NI,w

∑
i=1

wI,i

{
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(
2exp(−0.5)

dI

)}
<
√

NI,w|wI |max

(
2exp(−0.5)

|dI |min

)
.

Thus:

Smax =
√

NI,w|wI |max

(
2exp(−0.5)

|dI |max

)
.

APPENDIX D

According to the CauchySchwarz inequality:(
N

∑
i=1

ab

)2

≤

(
N

∑
i=1

a2

)(
N

∑
i1

b2

)
,

we consider a = 1, b = X :(
N

∑
i=1

X

)2

=

(
N

∑
i=1

1×X

)2

≤

(
N

∑
i=1
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)(
N
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)
= N
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∑
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(
N

∑
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X
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≤ N
N

∑
i=1
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∑
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)
<
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