
International Journal of Control, Automation and Systems 16(3) (2018) 994-1010
http://dx.doi.org/10.1007/s12555-017-0362-1

ISSN:1598-6446 eISSN:2005-4092
http://www.springer.com/12555

IMC based Controller Design for Automatic Generation Control of Multi
Area Power System via Simplified Decoupling
Idamakanti Kasireddy*, Abdul Wahid Nasir, and Arun Kumar Singh

Abstract: This paper deals with design of integer and non-integer IMC based controllers for automatic generation
control of two area power system using the simplified decoupling technique. A two area non-reheated intercon-
nected thermal power system is considered for decentralised controller design. The coupling among areas are
the main hurdle encountered in the design of controller. Hence, the idea of simplified decoupling technique is
introduced to decouple the two area power system into two equivalent independent SISO systems. Integer and
non-integer internal model control (IMC), are independently designed for each area based on decoupled systems.
The performance of two area power system equipped with proposed controller is analysed through MATLAB. Sim-
ulation results show that proposed controller maintains robust performance and can minimize the load fluctuations.
Finally, the method is extended to three area power system.

Keywords: Automatic generation control(AGC), multi area power system, simplified decoupling, genetic algo-
rithm, internal model control (IMC).

1. INTRODUCTION

In an electric power system, different regions are inter-
connected through transmission lines which are known as
tie lines. Power exchanging between any two regions is
possible through tie lines. Each region is equipped with
different generators and loads. All generators in each re-
gion are operated synchronously at the same frequency to
meet required demand power. If any power imbalance oc-
curs between generators and loads, then that reflects in
terms of frequency deviation and tie line power devia-
tion. The imbalance may be due to random load fluctu-
ations or due to power plant tripping out, faults etc. The
power generated by generators is more than connected
load, which causes the frequency rise or machine accel-
eration. Similarly, the power generated by generators is
less than demand power, which causes the frequency fall
or machine deceleration. This change in frequency is the
reason for the motor speed variations, increase in har-
monic currents, change in magnetizing current in trans-
formers, etc.. Hence the main objective is to maintain
the frequency and tie line power exchange at pre-specified
ranges [1, p. 581-582], [2, p. 291], [3, pp. 310]. This can
be achieved through secondary controller as AGC in addi-
tion to the governor. To design a secondary controller, the
interconnected power system is modelled and simulated.

In [4, 5], an extensive review on different control tech-
niques and strategies for load frequency control (LFC) of
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different power system models has been highlighted. At
first, the AGC design of power system was based on cen-
tralized control strategy. But it is well known that a lot of
computation & communication is involved in AGC which
is based on centralized control scheme. These complexi-
ties of computation & communication can be greatly re-
duced if decentralized scheme of control is adopted in
AGC. In [6], the robust decentralized proportional inte-
gral (PI) based LFC is designed for three area power sys-
tem with communication delay. [7] discussed decentral-
ized neural network based LFC of three area deregulated
power system. [8] proposed a robust proportional-integral-
derivative (PID) controller design for perturbed four area
power system model. [9] presented a robust decentralized
controller for LFC of multi area power system. [10] stud-
ied an adaptive fuzzy based LFC of the interconnected
power system. A decentralized sliding mode controller
for LFC of multi area power system has been discussed in
[11]. [12] studied an adaptive decentralized LFC for the
interconnected power system.

From literature survey, it can be observed that multi
area power system is having coupling dynamics among
the areas through tie lines. As a result, the secondary con-
troller output affects the dynamics of other areas. Thus the
coupling dynamics is the main hurdle encountered while
designing the decentralized controller. In this work, the
concept of simplified decoupling [13, pp. 437-438] is em-
ployed to eliminate the coupling dynamics among the ar-
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eas in two area power system for controller design. The
main advantage of simplified decoupling is that indepen-
dent single-input single-output (SISO) systems can be
achieved. Internal model control (IMC) is one of the ro-
bust control methods and is easy to implement for SISO
systems [14–16]. Recently, the concept of fractional cal-
culus and its applications in control theory have signifi-
cantly increased. From literature, the integer operators of
conventional control methods have been replaced by the
concept of fractional calculus [17–19]. In this paper, in-
teger and non-integer IMC controllers are designed based
on measurement of frequency deviation(∆ fi), a local vari-
able for each obtained SISO models. Further the two area
power system is equipped with proposed controller and
is simulated in MATLAB. The performance of proposed
controller is examined under wide variations of system pa-
rameters. Also, it is tested against a random load perturba-
tion that may match with real time load profile. The simu-
lation results are compared with Wen Tan method [20] for
similar power system, which showed the superiority of the
proposed design approach. The applicability of the pro-
posed method is also tested for the extension of the power
system from two area to three area system through dif-
ferent MATLAB simulations. For carrying the simulation
work related to different non-integer system, FOMCON
[21] is used.

This paper is segregated into the following sections.
Simplified decoupling method of two area power system
is discussed in Section 2. The design of integer and non-
integer IMC controller is discussed in Section 3. Section
4 illustrates the analysis of designed controllers against
load disturbance and system parameter variations. Section
5 discussed the applicability of proposed method to three
area power system. Finally, the conclusions are addressed
in section 6.

2. SIMPLIFIED DECOUPLING FOR MULTI
AREA POWER SYSTEM

This section works on obtaining of SISO models for
two area non-reheated interconnected power system using
simplified decoupling. This is divided into subsections as
follows.

2.1. Two area power system
In general the models of governor, turbine and power

system are non linear. But these models usually repre-
sented by linearised models around an operating point
for LFC study. Under normal operating condition, the
power system is exposed to a small perturbation, hence
their linear models will work good to mimic the dynamic
of non-linear models [22], [12]. Due to the simplicity
of frequency domain analysis as compared to time do-
main, the linearised models of the system are represented
by transfer functions. Fig. 1 shows the transfer function
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Fig. 1. Two area power system model under study.

model of a two area power system [20, 23]. Each area
equipped with non-reheated turbine, governor and power
system linear models. Two areas are connected through a
tie line through which power exchange among the areas
takes place.

The governor dynamics can be represented by transfer
function [3]:

GG(s) =
1

TGs+1
. (1)

The turbine dynamics can be represented by transfer func-
tion [3]:

GT (s) =
1

TT s+1
. (2)

The power system dynamics can be represented by trans-
fer function [3]:

GP(s) =
KP

TPs+1
, (3)

where KP = 1/D and TP = 2H/ f D. The tie line exchange
power ∆Ptie is given by (4) [3, pp. 330-331]

∆Ptie =
T12

s
(∆ f1 −∆ f2) (4)

where T12 is synchronizing power coefficient. From Fig. 1,
ACEi(i = 1,2) is defined as a linear combination of fre-
quency deviation and tie line interchange power and is
given by (5)

ACE1 = ∆Ptie +B1∆ f1,ACE2 = a12∆Ptie +B2∆ f2,
(5)

where B1,B2 are the frequency bias settings.
A 2×2 model from ui to ∆ fi, (i=1,2) is obtained [20] as

below.
From Fig. 1, we have

∆ f1 = GP1(s)GT 1(s)GG1(s)(u1 −∆ f1/R1)
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Fig. 2. Representation of coupled TITO system.

−GP1(s)(∆ f1 −∆ f2)T12/s−∆PD1,

∆ f2 = GP2(s)GT 2(s)GG2(s)(u2 −∆ f2/R2)

−GP2(s)(∆ f1 −∆ f2)T12/s−∆PD2.

Rearranging above equations into matrix form and ∆PD1 &
∆PD2 are set to zero(assuming no load disturbance). The
resultant matrix is obtained as (6)[

∆ f1

∆ f2

]
=

[
L −GP1(s)T12/s

−GP2(s)T12/s M

]−1

×
[

GP1(s)GT 1(s)GG1(s) 0
0 GP2(s)GT 2(s)GG2(s)

][
u1

u2

]
,

(6)

where

L = 1+GP1(s)GT 1(s)GG1(s)/R1 +GP1(s)T12/s,
(7a)

M = 1+GP2(s)GT 2(s)GG2(s)/R2 +GP2(s)T12/s.
(7b)

Equation (6) shows that off diagonal elements are non-
zeros, shows the coupling effect among the areas which
can be represented by Fig. 2, where G11(s), G12(s), G21(s)
and G22(s) are the simplified estimated models relating
input u1 and output ∆ f1, input u1 and output ∆ f2, input u2

and output ∆ f1, and input u2 and output ∆ f2 respectively.
The parameter estimation of these models have been under
taken in section 2.3. Therefore, the (6) is simplified as
follows.[

∆ f1

∆ f2

]
=

[
G11(s) G12(s)
G21(s) G22(s)

][
u1

u2

]
. (8)

In Fig. 1, u1 and u2 are the control outputs from the
controller; R1 and R2 are the governor speed regulation
parameters in p.u. Hz; TG1 and TG2 are the speed governor
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Fig. 3. Block diagram of simplified decoupling.

time constants in sec; ∆PG1 and ∆PG2 are the governor
output command (p.u.); TT 1 and TT 2 are the turbine time
constant in sec; ∆PT 1 and ∆PT 2 are the change in tur-
bine output powers; ∆PD1 and ∆PD2 are the load demand
changes; ∆Ptie is the incremental change in tie line power
(p.u.); KP1 and KP2 are the power system gains; TP1 and
TP2 are the power system time constant in sec; and ∆ f1 and
∆ f2 are the system frequency deviations in Hz. Nominal
parameters of the system are [20]
f = 60Hz; B1,B2 = 0.045; R1,R2 = 2.4Hz/p.u;
TG1,TG2 = 0.08s; TT 1,TT 2 = 0.3s; a12 = −1;KP1,KP2 =
120Hz/p.uMw; TP1,TP2 = 20s.

2.2. Simplified decoupling
This subsection introduces a simplified decoupling

method which helps to decouple the two area power sys-
tem into two equivalent independent systems.
The simplified decoupling of a two input two output
(TITO) system is shown in Fig. 3. Luyben [24] introduced
the simplified decoupling and this method is widely used
in literature [25–28]. The idea of decoupling is to find a
decoupler matrix D(s) so that G(s)D(s) = G∗(s) is a diag-
onal matrix.
Consider the TITO system and is represented by (9)

G(s) =
[

G11(s) G12(s)
G21(s) G22(s)

]
. (9)

Selecting [13] a decoupler matrix as

D(s) =
[

1 D12(s)
D21(s) 1

]
, (10)

where

D12(s) =
−G12(s)
G11(s)

, (11)

and

D21(s) =
−G21(s)
G22(s)

. (12)
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Fig. 4. Parameter estimation of transfer function G11

model.

Then the resulting matrix G∗(s) is obtained as

G∗(s)

=

[
G∗

11(s) 0
0 G∗

22(s)

]
=

[
G11(s) G12(s)
G21(s) G22(s)

][
1 D12(s)

D21(s) 1

]
(13)

=

[
G11(s)+G12(s)D21(s) G11(s)D12(s)+G12(s)
G21(s)+G22(s)D21(s) G21(s)D12(s)+G22(s)

]
,

(14)

substituting D12(s) =
−G12(s)
G11(s)

& D21(s) =
−G21(s)
G22(s)

in

(14) and resultant is given by (15)

G∗(s)

=

G11(s)−
G12(s)G21(s)

G22(s)
0

0 G22(s)−
G12(s)G21(s)

G11(s)

.
(15)

2.3. System identification
In order to make use of decoupling technique, the two

area power system is simplified in the form of Fig. 2 using
output error (OE) identification method. Since the dynam-
ics of real system is complex, hence OE identification is
employed to estimate much simpler model which repli-
cates the input-output behaviour of real system [29–34].

The two area power system model is approximated us-
ing different types of models. Through extensive simula-
tions it was found that the nature of the transfer function
relating the Area 1 input(u1) & Area 1 output(∆ f1) repre-

- -

Governor Turbine Power system

Governor Turbine Power system

Area1

Area2

+

+

-

-

+

-

+

+

-

Step Input2

Step Input1

+

-

Fig. 5. Parameter estimation of transfer function G12

model.

sented by G11(s) is given by (16).

G11(s) =
(k1s+ k)e−L1s

as3 +bs2 + cs+1
. (16)

Similarly, transfer function relating the Area 1 input(u1) &
Area 2 output(∆ f2) represented by G12(s) is given by (17)

G12(s) =
kke−L2s

aas3 +bbs2 + ccs+1
, (17)

where L1 and L2 are time delay of G11(s) and G12(s) re-
spectively.

For simplicity, both the areas are assumed to be identi-
cal [20, 23] as shown in Fig. 1. Hence, G21(s) and G22(s)
can be represented as

G22(s) = G11(s) and G21(s) = G12(s).

The parameters of these estimated models are unknown,
and OE identification is employed to identify the unknown
parameters. The steps for identifying estimated model
G11(s) are as follows:

Step 1: A step input is given to Area 1 while input to
Area 2 is zero and output y11 is obtained. The correspond-
ing system is shown in Fig. 4.

Step 2: Similarly a step input is given to system G11(s)
constructed by assigning probable parameters and output
y′11 is obtained.

Step 3: The output y11 and y′11 are compared and their
difference is passed to a performance index RMSE which
evaluates the performance of assigned parameters in rep-
resenting real system.

Step 4: Again new parameters are updated to G11(s)
and simulated in similar as from steps 1, 2, 3 until the
best solution is obtained. The parameters generation of
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[
∆ f1

∆ f2

]
=

 (2.864s+1.1766)e−0.0497s

0.155s3 +0.532s2 +1.6957s+1
1.1767e−0.2715s

0.1673s3 +0.33s2 +1.342s+1
1.1767e−0.2715s

0.1673s3 +0.33s2 +1.342s+1
(2.864s+1.1766)e−0.0497s

0.155s3 +0.532s2 +1.6957s+1

[u1

u2

]
(20)

Fig. 6. Comparison of y11 and y
′

11 step responses.

Fig. 7. Comparison of y12 and y
′

12 step responses.

G11(s) is done by heuristic algorithms which is a genetic
algorithm(GA) in present case.

where RMSE is the root mean squared error perfor-
mance index and is denoted by J, which is defined as (18).

J = RMSE =

√
e2

1 + e2
2 + ...+ e2

n

n
. (18)

Similarly the system G12(s) as shown in Fig. 5 is ob-
tained using above steps.

The step responses y11 and y
′

11 are compared and de-
picted in Fig. 6 where as y12 and y

′

12 are compared and
depicted in Fig. 7 . The corresponding RMSE values are
obtained as RMSE1 = 0.0307 and RMSE2 = 0.0244.

The obtained parameters of G11(s) is given as

k1 = 2.864, k = 1.1766, L1 = 0.0497, a = 0.155,

b = 0.532, c = 1.6957.

The obtained parameters of G12(s) is given as

kk = 1.1767, L2 = 0.2715, aa = 0.17, bb = 0.33,

cc = 1.34.

The obtained estimated models are given by (19a) and
(19b)

G22(s) = G11(s) =
(2.864s+1.1766)e−0.0497s

0.155s3 +0.532s2 +1.6957s+1
,

(19a)

and

G21(s) = G12(s) =
1.1767e−0.2715s

0.1673s3 +0.33s2 +1.342s+1
,

(19b)

substitute (19a) and (19b) in (8), then (8) can be simplified
as (20) at top of the page.

2.4. Genetic algorithm
GA is developed by John Holland and his co-workers

in the year 1960s & in 1970s, which is nature inspired
heuristic optimization method [35–38]. It is superior in
solving complex problems compared to other optimization
algorithms. It can deal with the objective function which
may be time varying or time invariant, linear or non-linear,
continuous or discrete. In this paper, GA is engaged to find
the estimated model parameters.

Initially, a random population of individuals are gener-
ated, owning a presumed set of parameters depicting the
genes of chromosomes or individuals, to be the possible
solution of search space. A fitness function evaluates the
fitness of each individuals in the population, which is be-
ing minimized or maximized as per need of problem to
get optimal solution. The highest fitness value of indi-
viduals are selected from present population. And corre-
sponding individuals then undergo the process of mutation
and crossover to generate new population with updated fit-
ness value. Based on this updated information, best fitness
value of individuals is selected among all the generations.
Above process keeps on repeating until a optimal solution
is achieved fulfilling the stopping criteria. The flow chart
of GA is shown in Fig. 8.

The parameter selection of GA is given in Table 1. The
convergence curves of GA for parameter estimation of
G11(s) and G12(s) are shown in Fig. 9 and Fig. 10 respec-
tively. It is clear from Fig. 9 and Fig. 10 that, GA converge
at about 16-20 generations in both cases.

2.5. Design of proposed system
The technique to decouple the dynamics of two areas is

discussed in Subsection 2.2, which is applied to a system
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Fig. 8. Flow Chart of GA.

Table 1. Genetic algorithm characteristics.

Parameter selection
No.of generations 20

Population size 80
Crossover probability 0.5
Mutation probability 0.2

Elite count 4
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Fig. 9. Convergence curve of the GA for G11 parameter
estimation.
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Fig. 10. Convergence curve of the GA for G12 parameter
estimation.

(20) as shown in Fig. 3, yielding the proposed model.
Substituting the systems G11(s), G12(s), G21(s) and

G22(s) in (15), then G∗(s) is simplified as

G∗(s) =
[

G∗
11(s) 0
0 G∗

22(s)

]
, (21)

where

G∗
11(s) = G∗

22(s) =
(4.2922s+0.394)e−0.099s

0.203s3 +0.658s2 +1.49s+1
,

(22)

where G∗
11(s) and G∗

22(s) represent the SISO systems re-
lating Area 1 input(u

′

1) to Area 1 output(∆ f1)and Area 2
input(u

′

2) to Area 2 output(∆ f2) respectively. From (21), it
is observed that off diagonal elements are zero.

In this LFC or AGC case [8,9,20], decentralized control
means that only local measurements(∆ fi) is used for con-
troller design, but later while implementing it ACE signal
is taken into consideration instead of only frequency de-
viation. Thus secondary controller can be tuned indepen-
dently for each area considered as SISO systems.

3. INTEGER AND NON-INTEGER IMC
CONTROLLERS

This section describes the integer and non-integer IMC
controllers & its application in AGC of two area power
system power system.

3.1. Internal model control
In this subsection an IMC method adopted for sec-

ondary controller, which is developed by M.Morari [39,
40]. The block diagram of two degree of freedom (TDF)-
IMC structure is shown in Fig. 11,
where

P(s) = Plant to be controlled,

P̄(s) = Model for plant,
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Fig. 11. Block diagram of TDF-IMC.
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Fig. 12. Equivalent conventional feedback control system.

Q(s) = IMC based controller,

Qd(s) = Disturbance rejection IMC controller.

The non-integer IMC filter design goes as follows [15];
Step 1: Plant model P̄(s) can be decomposed into two

parts;

P̄(s) = P+(s)P−(s), (23)

where

P−(s) = invertible part,

P+(s) = non-invertible part

(e.g., time delay, zeros in right side of S-plane etc.).

Step 2: Set point tracking non-integer IMC controller
transfer function is consider as

Q(s) =
1

P−(s)
1

(λ sa +1)r , (24)

where λ , a are the tuning parameters and r is the positive
integer, r ≥ 2. Here r is chosen as 2 so that Q(s) becomes
proper. And range of a is a ≥ 1.

Step 3: The disturbance rejection non-integer IMC con-
troller transfer function is consider as

Qd(s) =
αmsm + ....+α1s+1

(λdsb +1)m , (25)

where λd and b are the tuning parameters of and m is num-
ber of poles of P̄(s). Here there is constraint on b such that
b ≥ 1, to make Qd(s) proper. α1, α2, ..., αm are calculated
using (26) such that P1, P2, ..., Pm are the poles get can-
celled.

(1− P̄(s)Q(s)Qd(s))|s=P1,P2,...Pm = 0. (26)

Fig. 11 can be transformed to conventional closed loop
control as shown in Fig. 12, where non-integer feedback
controller K(s) is given by (27)

K(s) =
Q(s)Qd(s)

1− P̄(s)Q(s)Qd(s)
. (27)

Similarly the integer IMC filter design is obtained by sim-
ply taking the values a & b as unity i.e., a = b = 1.

3.2. Application of integer and non-integer IMC de-
sign to two area power system

From (22), the plant to be controlled is

P(s) = G∗
11(s) = G∗

22(s)

=
(4.2922s+0.394)e−0.099s

0.203s3 +0.658s2 +1.49s+1
. (28)

Using (23), the invertible part of P(s) is given by (29)

P−(s) =
4.2922s+0.394

0.203s3 +0.658s2 +1.49s+1
. (29)

From (24), set point tracking non-integer IMC controller
is given by (30)

Q(s) =
1

P−(s)
1

(λ sa +1)2 , (30)

Q(s) =
0.203s3 +0.658s2 +1.49s+1
(4.2922s+0.394)(λ sa +1)2 . (31)

The frequency ∆ f (s) is affected due to load perturbation
∆PD, which must passing through KP/(TPs+ 1). To have
fast disturbance rejection, we choose Qd(s) as (32)

Qd(s) =
α1s+1

(λdsb +1)
, (32)

where α1 is calculated using (33)

(1− P̄(s)Q(s)Qd(s))|s=−1/TP = 0, (33)

substituting P̄(s),Q(s) and Qd(s) in (33), we get

(1− e−0.099s 1
(λ sa +1)2

α1s+1
(λdsb +1)

)|s=−1/TP = 0. (34)

[λ (−1/TP)
a +1]2[λd(−1/TP)

b +1]

= (−1.0049α1/TP)+1.0049, (35)

α1 = TP[1−0.995[1−λ (1/TP)
a]2[1−λd(1/TP)

b]].
(36)

Substitute Q(s), Qd(s) and P̄(s) in (27), we get non-
integer IMC controller with tuning parameters λ , λd , a
and b. Similarly integer IMC controller is obtained by
substituting Q(s), Qd(s) and P̄(s) in (27) by taking a = 1
and b = 1. The procedure for tuning of parameters is dis-
cussed in Section 4.
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Table 2. Comparison of error performance index.

Step disturbance Non-integer case Wen Tan case Integer case
ISE1 ISE2 E(%) ISE1 ISE2 E(%) ISE1 ISE2 E(%)

∆PD1 =0.05 & ∆PD2=0 0.00027 1.01∗10−6 0.374 0.0013 0.0002 15.4 0.00076 5.9∗10−6 0.776
∆PD1 =0.1 & ∆PD2=0 0.001 4.05∗10−6 0.405 0.0054 0.00075 13.88 0.003 2.37∗10−5 0.8
∆PD1 =0.5 & ∆PD2=0 0.027 0.0001 0.38 0.14 0.02 14.3 0.076 0.00059 0.78

4. RESULTS AND ANALYSIS

This work aggregates the modelling of two area power
system and design of proposed controller. These are
achieved in Section 2 and Section 3 while Section 4
demonstrates capability of controller for the proposed sys-
tem. Using the measurement of ∆ fi for each area, IMC
based controllers are tuned for each SISO models individ-
ually.

The obtained parameter values for the non-integer IMC
controller are given below:

λ = 0.12, λd = 0.0001,

a = 1.02, b = 1.3, α1 = 0.3315.

The resulting non-integer IMC controller is given as

C1(s) =C2(s) = Knon−int(s) =
Q(s)Qd(s)

1− P̄(s)Q(s)Qd(s)
,

(37)

where

Q(s) =
0.203s3 +0.658s2 +1.49s+1

(4.2922s+0.394)(0.12s1.02 +1)2 ,

and

Qd(s) =
0.3315s+1

(0.0001s1.3 +1)
.

The obtained parameter values for the integer IMC con-
troller are given below:

λ = 0.25, λd = 0.001 and α1 = 0.6041.

The resulting integer IMC controller is given as

C1(s) =C2(s) = Kint(s) =
Q(s)Qd(s)

1− P̄(s)Q(s)Qd(s)
, (38)

where

Q(s) =
0.203s3 +0.658s2 +1.49s+1
(4.2922s+0.394)(0.25s+1)2 ,

and

Qd(s) =
0.6041s+1
(0.001s+1)

.

The system identification of G11 & G12 is being carried
out in section 2.3 based on RMSE criterion and its val-
ues are found to be RMSE1=0.0307 & RMSE2=0.0244
respectively. The effect of these errors on decoupling and
controller performance is studied analytically via differ-
ent simulation results. The step disturbance is introduced
in Area 1 while keeping disturbance in Area 2 as zero.
Then error index of Area 1 output(∆ f 1), i.e., ISE1 and
Area 2 output(∆ f 2), i.e., ISE2 are noted, where ISE being
the integral squared error, defined below:

ISE1 =
∫ tsim

0
(∆ f 1)2dt, (39)

ISE2 =
∫ tsim

0
(∆ f 2)2dt. (40)

In general tsim is chosen such that it is far greater than max-
imum of settling time of all the responses. Therefore in the
present case tsim=10 sec.
The relative effect of Area 1 disturbance on Area 2 with
respect to Area 1 in percentage can be obtained as below:

E(%) =
ISE2
ISE1

∗100. (41)

The ISE1, ISE2 and E(%) values are listed in Table 2 for
various disturbances. In non-integer and integer cases, the
E(%) are approximately in the range of 0.3%-0.4% and
0.7%-0.8% respectively. But in case of Wen Tan method
[20], the E(%) are approximately in the range of 13.8%-
15.4%. From the above discussion, it can be concluded
that the effect of Area 1 disturbance on Area 2 is almost
negligible in both non-integer and integer cases, Fig. 14
also ratifies the same. But in case of Wen Tan, the dis-
turbance effect on Area 2 is a significant as observed in
Fig. 14. Hence, one can say that in present work the de-
coupling technique carried out for both non-integer and
integer cases give satisfactory results.

The controllers are tested against 1% step load change
in Area 1 for evaluation of performance of the controller.
The performance of both integer and non-integer IMC
controllers are compared with Wen Tan method [20] as
shown in Fig. 15. From Fig. 15 it is noticed that the devi-
ation in frequencies and tie line power is minimum due
to load disturbance in the case of proposed controllers.
And also it is noticed that the non-integer IMC controller
outperforms the integer IMC controller for same intercon-
nected thermal power system.
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(a) ∆ f 1.

(b) ∆ f 2.

(c) ∆Ptie.

Fig. 13. Comparison of responses of the two area power
system for lower bound uncertainties.

The dynamics of interconnected power system changes
in every instant due to random load variations in load de-
mand. So to test performance of the proposed method
against random variation in load demand, the power sys-
tem is simulated by applying a step load perturbation. The
responses of frequency deviations in Area 1 and Area 2
and tie line power deviation are depicted in Figs. 16-18.
Responses are compared with Wen Tan method [20] and it

(a) Non-integer case.

(b) Integer case.

(c) Wen Tan case.

Fig. 14. Comparison of Area 1 & Area 2 responses when
∆PD1 = 0.5 and ∆PD2 = 0 are applied.

is observed that the proposed method is comparatively bet-
ter, which shows the superiority of the proposed method.

The overshoot, undershoot and settling time values of
frequency and tie line power deviations under step load
perturbation are compared at t=20 sec and t=70 sec with
Tan method, which are listed in Table 3. It is clear from
Table 3 that the proposed method can minimize the effect
of random changes in load demand. It is evident from
Figs. 16-18 and Table 3 that proposed controllers perform
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(a) ∆ f 1.

(b) ∆ f 2.

(c) ∆Ptie.

Fig. 15. Comparison of responses of the two area power
system for 1% load change in Area 1.

satisfactorily when there is a change in location of the dis-
turbance.

Testing the robustness of controller is vital because
the system parameters are changed within certain spe-
cific range due to parameter estimation errors or operat-
ing point changes [41, 42]. So to test performance of the
proposed controllers against uncertainty in parameters, we
have chosen +50% variation called upper bound uncer-
tainty and -50% variation called lower bound uncertainty

Fig. 16. Comparison of change in frequency response of
first area for step load perturbation in Area 1.

Fig. 17. Comparison of change in frequency response of
second area for step load perturbation in Area 1.

Fig. 18. Comparison of tie line power deviation for step
load perturbation in Area 1.

in system parameters in each area. The uncertain parame-
ters defined as δi, for all i = 1,2, ..,5 are given as [15].

δ1 =
1
TP

ε[0.00331,0.1], δ2 =
KP

TP
ε[4,12],

δ3 =
1

TT
ε[2.564,4.762], δ4 =

1
RTG

ε[3.081,10.639],

δ5 =
1

TG
ε[9.615,17.857].

The deviations in frequency and tie line power re-
sponses of lower and upper bound uncertainty system are
depicted in Figs. 13 and 19. It is clear from Figs. 13 and
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Table 3. Overshoot, undershoot and settling values for step load perturbation case.

IMC based controller
Step load perturbation case

t=20sec t=70sec
Osh Ush ts(Sec) Osh Ush ts(Sec)

∆ f 1
Non-integer IMC 0.085 -0.041 3.56 0.07 -0.14 3.58

Integer IMC 0.12 -0.08 4 0.13 -0.19 4.14
Wen Tan method 0.18 -0.01 4.5 0.025 -0.29 4.46

∆ f 2
Non-integer IMC 0.0046 −2.1∗10−3 3.04 0.004 -0.0075 2.74

Integer IMC 0.009 −7∗10−3 5.25 0.012 -0.015 5.25
Wen Tan method 0.044 - 6.28 - -0.07 8.9

∆Ptie

Non-integer IMC 0.004 -0.002 3.51 0.003 -0.006 3.5
Integer IMC 0.007 -0.004 5.29 0.006 -0.011 3.78

Wen Tan method 0.0074 -0.012 3.6 0.017 -0.012 3.51

Table 4. Comparison of different performance indices under 50% uncertainty.

IMC based
controllers

50% Uncertainty case
Lower Upper

ISE RMSE ITSE ITAE ISE RMSE ITSE ITAE
Wen Tan method 7.36∗10−5 9.3∗10−6 5.96∗10−5 2.3∗10−2 8.7∗10−6 1.34∗10−4 1∗10−5 1.7∗10−2

Integer IMC 1.8∗10−5 9.04∗10−6 1.81∗10−5 1.2∗10−2 1.4∗10−5 1.05∗10−5 1.48∗10−5 1.2∗10−2

Non-integer IMC 6∗10−6 1.65∗10−6 4.72∗10−6 5.2∗10−3 4.7∗10−6 1.26∗10−6 4∗10−5 5∗10−3

19, that the proposed method is robust against system pa-
rameter variations in terms of overshoot, undershoot and
settling time. Table 4 shows the various performance in-
dices like ISE, RMSE, ITSE, ITAE for lower and upper
uncertainty cases. Results are compared with Wen Tan
method for the same system which shows the superiority
of the proposed method. Performance indices of proposed
method are significantly lower than that of Tan’s method.
It is evident from Table 4 that performance indices of non-
integer IMC controller are much smaller than integer IMC
controller and Wen Tan method. Thus the non-integer
IMC outperforms the integer IMC and Wen Tan method.

Finally, sensitivity analysis is carried out to examine the
robustness the power system under wide changes in pa-
rameters. The system parameters such as governor time
constant, turbine time constant and tie line power time
constant are changing +50% to -50% in steps of 25% from
their nominal values. In each simulation one parameter
is varied in one area only. Likewise, all parameters are
varied one at a time to test the sensitivity of the power
system. The two area power system model equipped with
non-integer IMC controller and a step disturbance 10% is
given in Area 1. The corresponding system dynamic re-
sponses are shown in Fig. 20. It is clear from Fig. 20 that
system is less sensitive to changes in T12 and TG. But in
case of TT , system is more sensitive at ±50% change in
TT .

The technique to find the closed loop stability of such
system has been discussed by Wen Tan [20]. As per the
procedure, firstly the two area power system represented

by Fig. 1 is rearranged as shown in Fig. 21, where M(s) is
the transfer function relating ∆Ptie and ∆ fi,(i = 1,2) and
is given below:

M(s) = M1(s)−M2(s),

where

M1(s) =
GP1(s)+GP1(s)GT 1(s)GG1(s)K1(s)(
1+GP1(s)GT 1(s)GG1(s)/R1

+GP1(s)GT 1(s)GG1(s)K1(s)B1

) ,

M2(s) =
GP2(s)+GP2(s)GT 2(s)GG2(s)K2(s)(
1+GP2(s)GT 2(s)GG2(s)/R2

+GP2(s)GT 2(s)GG2(s)K2(s)B2

) ,

and K1(s) and K2(s) are the controllers in Area 1 and Area
2 respectively.

From the Bode diagram of M(s)/s, one can find the
stability of overall closed loop system for different cases
of IMC controller like non integer IMC with decoupling,
integer IMC with decoupling and Wen Tan [20] method
as shown in Fig. 22. Hence, the phase margin(PM),
gain margins(GM), gain cross over frequency(wgc) and
phase cross over frequency(wpc) for different controllers
are given below:

• Non-integer IMC: GM= 27.6 dB, PM= 26.2 deg,
wgc = 4.3 rad/s and wpc = 23.2 rad/s,

• Integer IMC: GM= 22.4 dB and PM= 23.8 deg,
wgc = 4.4 rad/s and wpc = 16 rad/s,
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(a) ∆ f 1.

(b) ∆ f 2.

(c) ∆Ptie.

Fig. 19. Comparison of responses of the two area power
system for upper bound uncertainties.

• Wen Tan method: GM= 8.3 dB and PM= 28.2 deg,
wgc = 5.97 rad/s and wpc = 9.45 rad/s.

Therefore, one can conclude that the implementation of
these integer IMC, non-integer IMC and Wen Tan method
result in closed loop stability of the system as both GM &
PM are positive and wgc < wpc for all the cases.

(a) ∆ f 1 for change in TG.

(b) ∆ f 1 for change in T12.

(c) ∆ f 1 for change in TT .

Fig. 20. Comparison of change in frequency in Area 1 for
different parameter variation(non-integer case).

-

Fig. 21. Equivalent closed loop system for two area case.
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Fig. 22. Bode diagram of M/s.

Power system transmission 
network

Area 1 

Area2

Area 3

Fig. 23. A three area non reheated thermal power system
[12].

5. THREE AREA EXTENSION

This section deals with the applicability of the proposed
controller to a three area power system which demon-
strates an extension of two area power system as shown
in Fig. 23. Fig. 24 shows a block diagram for the ith area
of a multi area power system.

The transfer function models for the ith area power sys-
tems are given by (42) [12].

GGi(s) =
1

TGis+1
, GTi(s) =

1
TTis+1

,

GPi(s) =
KPi

TPis+1
(i = 1,2,3), (42)

where, the three area power system model parameters [12]
are TP1 = 20, TP2 = 25, TP3 = 20, TT 1 = 0.3, TT 2 = 0.33,
TT 3 = 0.35, TG1 = 0.08, TG2 = 0.072, TG3 = 0.07, KP1 =

- -

+

+

Controller Governor Turbine Power system

Area i

+

+

-

-

+

+

+ +

-

Fig. 24. Block diagram of ith area of multi area power sys-
tem.

Open loop three 
area power 
system  (G)

Decoupler (D)

Fig. 25. A simplified decoupling of three input three out-
put system.

120, KP2 = 112.5, KP3 = 115, R1 = 2.4, R2 = 2.7, R3 =
2.5, B1 = B2 = B3 = 0.416, T12 = T13 = T23 = 0.172.

As observed in two area power system the phenomenon
of coupling arises among the inputs and outputs which is
discussed in Section 2.2. Same problem is encountered
while designing AGC for three area power system. Hence
here also the interactions are decoupled among various in-
puts and outputs to get three SISO system for design and
implementation of IMC based controller. The simplified
decoupling [24, 43] of a three input three output system is
shown in Fig. 25.

Consider the three input three output system and is rep-
resented by

G(s) =

G11(s) G12(s) G13(s)
G21(s) G22(s) G23(s)
G31(s) G32(s) G33(s)

 . (43)

Selecting [13] a decoupler matrix so that G∗(s) = G(s) ∗
D(s) is diagonal matrix and is given by

D(s) =

 1 D12(s) D13(s)
D21(s) 1 D23(s)
D31(s) D32(s) 1

 , (44)

where

D12(s) =
G13(s)G32(s)−G12(s)G33(s)
G11(s)G33(s)−G13(s)G31(s)

,
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D32(s) =
G31(s)G12(s)−G32(s)G11(s)
G11(s)G33(s)−G13(s)G31(s)

,

D21(s) =
G23(s)G31(s)−G21(s)G33(s)
G22(s)G33(s)−G23(s)G32(s)

,

D31(s) =
G32(s)G21(s)−G31(s)G22(s)
G22(s)G33(s)−G23(s)G32(s)

,

D13(s) =
G12(s)G23(s)−G13(s)G22(s)
G11(s)G22(s)−G12(s)G21(s)

,

D23(s) =
G21(s)G13(s)−G23(s)G11(s)
G11(s)G22(s)−G12(s)G21(s)

.

Then the resulting matrix G∗(s) is obtained as

G∗(s) =

G∗
11(s) 0 0
0 G∗

22(s) 0
0 0 G∗

22(s)


= G(s)∗D(s), (45)

where G∗
11(s) = G11(s) + G12(s)D21(s) + G13(s)D31(s),

G∗
22(s) = G22(s)+G21(s)D12(s)+G23(s)D32(s), G∗

33(s) =
G33(s) + G31(s)D13(s) + G32(s)D23(s), where G∗

11(s),
G∗

22(s) and G∗
33(s) represent the SISO systems relating

Area 1 input(u
′

1) to Area 1 output(∆ f1), Area 2 input(u
′

2)
to Area 2 output(∆ f2) and Area 3 input(u

′

3) to Area 3
output(∆ f3) respectively.

Here G11(s), G22(s), G33(s), G12(s), G13(s), G23(s),
G21(s), G31(s) and G32(s) are the estimated transfer
function model between Area 1 input(u1) to Area 1
output(∆ f1), Area 2 input(u2) to Area 2 output(∆ f2), Area
3 input(u3) to Area 3 output(∆ f3), Area 1 input(u1) to Area
2 output(∆ f2), Area 1 input(u1) to Area 3 output(∆ f3),
Area 2 input(u2) to Area 3 output(∆ f3), Area 2 input(u2) to
Area 1 output(∆ f1), Area 3 input(u3) to Area 1 output(∆ f1)
and Area 3 input(u3) to Area 2 output(∆ f2) respectively.

Following the same system identification procedure for
three area power system model that has been done for two
area power system as discussed in Section 2.3, the esti-
mated transfer function models are obtained given below:

G11(s) =
(1.81s+0.8245)e−0.016s

0.1s3 +0.35s2 +1.25s+1
,

G22(s) =
(1.9s+0.8245)e−0.08s

0.13s3 +0.465s2 +1.1625s+1
,

G33(s) =
(1.825s+0.8245)e−0.016s

0.126s3 +0.373s2 +1.28s+1
,

G12(s) =
(0.8245)e−0.232s

0.155s3 +0.378s2 +1.006s+1
,

G13(s) =
(0.8245)e−0.168s

0.15s3 +0.283s2 +1.16s+1
,

G23(s) =
(0.8245)e−0.261s

0.154s3 +0.354s2 +0.964s+1
,

G21(s) =
(0.8245)e−0.184s

0.18s3 +0.4s2 +1.1s+1
,

G31(s) =
(0.8245)e−0.31s

0.11s3 +0.25s2 + s+1
,

G32(s) =
(0.8245)e−0.099s

0.23s3 +0.41s2 +1.2s+1
.

The corresponding RMSE values of estimated models are
obtained as 0.08, 0.03, 0.052, 0.021, 0.028, 0.022, 0.025,
0.013 and 0.041.

Substituting the systems G11(s), G22(s), G33(s), G12(s),
G13(s), G23(s), G21(s), G31(s) and G32(s) in (42), then
elements G∗

11(s), G∗
22(s) and G∗

33(s) of G∗(s) are simplified
as

G∗
11(s) =

(0.2869s2 +16.06s+0.04)e−0.038s

s3 +2.77s2 +10.25s+6.64
,

G∗
22(s) =

(0.009s2 +15.9s+0.01)e−0.04s

s3 +3.33s2 +8.31s+6.2
,

G∗
33(s) =

(0.197s2 +13.47s+0.001)e−0.043s

s3 +2.37s2 +8.6s+5.23
.

Adopting IMC design procedure to G∗
11(s), G∗

22(s) and
G∗

33(s), we have integer and non-integer IMC controllers
are given by (46) and (47)

Ci(s) = Kint(s) =
Qi(s)Qdi(s)

1− P̄(s)Qi(s)Qdi(s)
, i = 1,2,3,

(46)

where i is the ith area power system.
Area 1:

Q1(s) =
s3 +2.77s2 +10.25s+6.64

(0.2869s2 +16.06s+0.04)(0.06s+1)
,

Qd1(s) =
0.18961s+1
(0.13s+1)

,

and P̄(s) = G∗
11(s).

Area 2:

Q2(s) =
s3 +3.33s2 +8.31s+6.2

(0.009s2 +15.9s+0.01)(0.1s+1)
,

Qd2(s) =
0.299s+1
(0.2s+1)

,

and P̄(s) = G∗
22(s).

Area 3:

Q3(s) =
s3 +2.37s2 +8.6s+5.23

(0.197s2 +13.47s+0.001)(0.05s+1)
,

Qd3(s) =
0.1996s+1
(0.15s+1)

,

and P̄(s) = G∗
33(s).

Ci(s) = Knon−int(s)

=
Qi(s)Qdi(s)

1− P̄(s)Qi(s)Qdi(s)
, i = 1,2,3, (47)

where i is the ith area power system.
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(a) ∆ f 1. (b) ∆ f 2.

(c) ∆ f 3. (d) ∆Ptie12.

(e) ∆Ptie13. (f) ∆Ptie23.

Fig. 26. Responses of the three area power system.

Area 1:

Q1(s) =
s3 +2.77s2 +10.25s+6.64

(0.2869s2 +16.06s+0.04)(0.06s1.05 +1)
,

Qd1(s) =
0.09s+1

(0.1s1.02 +1)
,

and P̄ = G∗
11(s).

Area 2:

Q2(s) =
s3 +3.33s2 +8.31s+6.2

(0.009s2 +15.9s+0.01)(0.05s1.06 +1)
,

Qd2(s) =
0.143s+1

(0.12s1.02 +1)
,

and P̄ = G∗
22(s).

Area 3:

Q3(s) =
s3 +2.37s2 +8.6s+5.23

(0.197s2 +13.47s+0.001)(0.01s1.09 +1)
,

Qd3(s) =
0.141s+1

(0.15s1.02 +1)
,

and P̄ = G∗
33(s).

The controllers are tested against 10% step load change
at t = 1 sec in Area 1 for evaluation of performance of
the controllers. The dynamic responses of the three area
non-reheated thermal power system are shown Fig. 26. It
is observed that proposed controllers performs satisfacto-
rily when there is a load change in power system. Also
it is evident from Fig. 26 that non-integer IMC controller
performance is better than integer IMC controller.
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6. CONCLUSION

In the present work, a two area non-reheated thermal
power system is considered to demonstrates the proposed
method. The idea of simplified decoupling technique is
introduced to decouple the power system into equivalent
SISO models for decentralised controller design. Both in-
teger and non-integer IMC based LFC controller are de-
signed for the obtained decoupled SISO models. Robust-
ness and performance of the controlled system are tested
using MATLAB simulation. The simulation results show
that the proposed method is robust and has good tracking
characteristics as it minimizes the effect of disturbance.
The superiority of both proposed controllers over Wen Tan
method is shown by comparative study. Among the two
proposed controllers, it is observed that non-integer IMC
outperforms integer IMC. The proposed method when ap-
plied for the design of AGC for a three area powers sys-
tem, found to be satisfactory.
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