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A Novel Leader-following Consensus of Multi-agent Systems with Smart
Leader
Fu-Yong Wang, Zhong-Xin Liu*, and Zeng-Qiang Chen

Abstract: This article studies the leader-following consensus problem for mixed-order multi-agent systems with a
leader. Different from the traditional leader which is independent of all the other agents, the leader, called smart
leader, can obtain and utilize the feedback information from its neighbors at some disconnected time intervals. A
new distributed consensus control protocol based on intermittent control is developed for leader-following con-
sensus with a smart leader. Moreover, the smart leader can adjust the control protocol based on the feedback
information from its neighbors. With the aid of Lyapunov function, some sufficient conditions are derived for
leader-following consensus of multi-agent systems with mixed-order dynamics under fixed directed topology. In
addition, the similar results are obtained under switching directed topology. Finally, simulation results are provided
to verify the correctness and effectiveness of theoretical results.

Keywords: Distributed control, information feedback, leader-following consensus, mixed-order multi-agent sys-
tems, smart leader.

1. INTRODUCTION

With the rapid development of embedded systems
and communication technology, multi-agent systems have
drawn much attention of researchers from different scien-
tific fields. A multi-agent system usually consists of mul-
tiple intelligent agents that can communication and coop-
erate with each other. A group of autonomous agents can
cooperate with each other to finish some large or complex
tasks that single agent cannot. More important, multi-
agent systems have many advantages such as flexibility,
robustness, reliability, scalability, reducing system com-
plexity, saving system cost, and so on.

In recent years, distributed cooperative control of multi-
agent systems has made profound and significant progress
in broad areas, due to its potential in the study of animal
group behaviors such as swarms [1], consensus [2], and
flocking [3], and its broad applications in control scien-
tific such as formation control of mobile robots, space-
craft formation flying, automatic highway systems, satel-
lite cluster, and so on [4–13]. Motivated by the works
[14, 15], the distributed cooperative control problem with
random networks governed by a Markov chain can be ad-
dressed in multi-agent systems. Moreover, the robust and
reliable H∞ static output feedback control problem for the
continuous-time nonlinear stochastic systems is discussed
in [16], and the case of discrete-time systems is addressed

Manuscript received May 6, 2017; revised October 4, 2017; accepted December 28, 2017. Recommended by Associate Editor Hyo-Sung
Ahn under the direction of Editor Yoshto Ohta. This work is supported by the National Natural Science Foundation of China (Nos. 61573200,
61573199).

Fu-Yong Wang, Zhong-Xin Liu, and Zeng-Qiang Chen are with the College of Computer and Control Engineering, Nankai University, Tianjin
300071, China (e-mails: wangfuyong0323@163.com, lzhx@nankai.edu.cn, chenzq@nankai.edu.cn).
* Corresponding author.

in [17]. In [18], the adaptive reliable coordination con-
trol problem for a class of multi-agent systems with in-
termittent communications and actuator faults is studied
under time-varying topology. The main focus of this ar-
ticle is on consensus which is one of the fundamental re-
search issues in distributed cooperative control of multi-
agent systems. A multi-agent system can achieve con-
sensus means that all the agents asymptotically run in a
certain common state that depends on the state of them,
in which agents update their states based on local infor-
mation exchange. For the consensus problem of multi-
agent systems, a basic idea is how to design an appropriate
distributed controller for consensus based on the relative
local information of each agent. In the existing works,
consensus problem in multi-agent systems has been ex-
tensively investigated from various perspectives. Consen-
sus can be divided into leaderless consensus and leader-
following consensus based on whether a leader exists in
multi-agent systems. Many profound theoretical results
have been obtained on leaderless consensus of first-order
and second-order multi-agent systems [19–23]. Moreover,
for the high-order multi-agent systems, the distributed re-
liable H∞ consensus control problem with switching undi-
rected topologies is investigated in [24]. However, in some
practical applications, it is desirable that all the agents can
accomplish the predefined tasks or track a given trajec-
tory. Towards this end, a leader is designated for leader-
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following consensus in multi-agent systems. In consid-
eration of this practical situation, the consensus prob-
lem for multi-agent systems with an active leader and
variable interconnection topology is addressed in [25],
in which a distributed feedback along with a distributed
state-estimation rule was proposed for leader-following
consensus. Due to the possible slow process of inter-
actions among the agents in communication networks,
time delays are usually inevitable in multi-agent sys-
tems. In [26], the leader-following consensus problem
with time-varying delays is considered, and some suffi-
cient conditions are obtained for second-order multi-agent
systems both with fixed and switching topologies. For
the continuous-time single-integrator multi-agent systems
under directed fixed topologies, a leader-following con-
sensus control protocol with multiplicative measurement
noises and time-delays is proposed in [27]. In considera-
tion of the intermittent interaction of networked systems,
a class of distributed leader-following consensus protocol
only based on the relative local intermittent information is
proposed for second-order multi-agent systems in [28], in
which some sufficient conditions are derived for achieving
leader-following consensus under a general fixed topol-
ogy with completely and partly intermittent communica-
tion. For time-varying networks in multi-agent systems,
a leader-following consensus protocol is derived via inter-
mittent control in [29], and some sufficient conditions are
presented based on the Lyapunov stability theory.

The above mentioned works focus on the leaderless
consensus problem or traditional leader-following con-
sensus problem. Compared with the traditional leader-
follower configuration where the leader can affect their
neighboring followers but there is no feedback from the
followers to it, a novel leader-follower architecture refers
to the leader can not only affect their neighboring follow-
ers but also intermittently obtain the information feedback
from some of the neighboring followers. In the novel
leader-follower architecture, the leader is possible to ob-
tain the feedback information from some of the neighbor-
ing followers to optimize the performance of the team. For
consensus problem with the novel leader-follower archi-
tecture in multi-agent systems, the tracking errors among
the smart leader and its neighboring followers are reduced,
which may contribute to improving the team cohesion.
On the other hand, the energy consumption of the whole
multi-agent systems can be reduced, as shown formally in
Section 4.

In contrast to the traditional leader-following consensus
problem where the leader is a special agent who is inde-
pendent of all the other followers, a new kind of leader,
called smart leader, can obtain and utilize the feedback in-
formation from its neighbors at some disconnected time
intervals to improve the performance of multi-agent sys-
tems. In practice, whether the effective leadership and
decision-making of leaders will be better implemented is

depends on the feedback information from other members
of the group. In the study of animal group behaviors, the
researchers in [3] found that the leading pigeon can track
the motions of the other pigeons behind it, which means
that the leader not only decides the whole group’s behav-
iors but also cares the behaviors of individuals behind it.
Motivated by this fact and the modified leader-follower
architectures which proposed in [30], in this article, a
smart leader is introduced in multi-agent systems, which
can adjust the control protocol based on the feedback in-
formation from its neighbors. Different from the work
in [30], by considering the leader with second-order dy-
namics and intermittent communications but the follow-
ers with first-order dynamics and continuous communica-
tions, an observer-based leader-following consensus pro-
tocol is designed for the mixed-order multi-agent systems
in this article.

Motivated by the above discussions, we consider the
leader-following consensus problem for mixed-order
multi-agent systems with a smart leader which can ob-
tain and utilize the feedback information from its neigh-
bors intermittently, including the two different cases of
coupling topologies, fixed topology and switching topol-
ogy. Different from the most previous works, we propose
a new kind of leader-following consensus protocol for
mixed-order multi-agent systems with a smart leader. On
the other hand, to optimize the performance of the whole
multi-agent system, the novel leader-follower architecture
is used for leader-following consensus of multi-agent sys-
tems. Moreover, a new kind of distributed control strategy
for the modified leader-following consensus is adopted
by Lyapunov function and intermittent method, and some
sufficient conditions are obtained such that each follower
can track the smart leader. In addition, the smart leader
is active, that is, its state variables keep changing, and
all agents will track the smart leader with a different dy-
namics. The simulation results are provided to show the
effectiveness of the obtained theory results.

The rest of this article is organized as follows. In Sec-
tion 2, some preliminaries and useful lemmas are intro-
duced, and the novel leader-following consensus problem
to be investigated is formulated. In Section 3, the main
results for mixed-order multi-agent systems with a smart
leader under the fixed and the switching topologies are ob-
tained. Numerical simulation examples are given to vali-
date the theoretical analysis in Section 4, and the conclud-
ing statements are drawn in Section 5.

Notation: The following notations will be used
throughout this article. N and R denote the sets of integer
and real number, respectively. Rn and Rn×n represent the n
dimensional real vector space and n×n real matrix space,
respectively. 1n is a vector with elements being all ones.
In denotes the n× n identity matrix, and 0 represents the
all-zero vector or a matrix with appropriate dimension.
For a given vector or matrix θ , θ T denotes its transpose.
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λ (·) and λmax(·) (λmin(·)) denotes the eigenvalue and the
maximum (minimum) eigenvalue of the corresponding
matrix, respectively.

2. PRELIMINARIES AND MODEL
FORMULATION

In this section, some useful preliminaries and the model
formulation for the novel leader-following consensus in
multi-agent systems with mixed-order dynamics are intro-
duced.

2.1. Preliminaries
Here, consider a multi-agent system with a leader and

n follower agents, and let Ḡ be the interconnection topol-
ogy graph for the multi-agent system. Graph Ḡ includes
n followers related to graph G and a leader, and the
directed graph G = (W,E,A) will be utilized to model
the interactions among n followers with the set of nodes
W = {w1,w2, · · · ,wn}, the set of directed edges E =
{ei j = (wi,w j)} ⊆W ×W , and a weighted adjacency ma-
trix A = [ai j] ∈ Rn×n, where ai j > 0 if ei j ∈ E, other-
wise ai j = 0, and aii = 0 for all i = 1,2, · · · ,n. We as-
sume that the node w j is the neighbor of the node wi if
(w j,wi) ∈ E. The neighbor set of node wi is denoted
by Ni = {w j ∈ W |e ji ∈ E, j ̸= i}. A directed path from
node wi to node w j is denoted by a sequence of edges,
(wi,wk1),(wk1,wk2), · · · ,(wkq,w j), with distinct vertices
wkp, p = 1,2, · · · ,q, Furthermore, the Laplacian matrix
corresponding to the directed graph G is defined as L =
[li j] ∈ Rn×n, where li j is defined as follows:

li j =


−ai j, i ̸= j,

∑
j∈Ni

ai j, i = j. (1)

Moreover, when the communication topology of multi-
agents systems is switching, we define a switching signal
σ(t) : [0,∞)→ Γ = {1,2, · · · ,P}, σ = σ(t) ∈ Γ which is
a piecewise constant right continuous function, where P
is the number of the switching topologies. In view of the
interconnection topology is time-varying, the neighbour
set of agent i, Ni(t), the adjacent elements ai j(t), i, j =
1,2, · · · ,n, Laplacian matrix Lσ (σ ∈ Γ) and Bσ (σ ∈ Γ)
associated with the switching topology graph Gσ (σ ∈ Γ)
are time-varying.

Lemma 1 [31]: For any vectors x,y of appropriate di-
mensions and any symmetric positive definite matrix Z of
appropriate dimension, the following inequality holds:

±2xTy ≤ xTZx+ yTZ−1y. (2)

Lemma 2 (Schur complement) [32]: For a given sym-
metric matrix

S =

[
M C
CT Ω

]
,

where Ω and M are square. S > 0 is positive definite if and
only if both M and Ω−CTM−1C are positive definite.

2.2. Formulation of the model
Consider a multi-agent system consisting of n followers

and one leader, the dynamics of each agent can be repre-
sented as follows{

ẋ0(t) = v0(t),

ẋi(t) = ui(t), i = 1,2, · · · ,n,
(3)

where xi(t) ∈ RN and ui(t) ∈ RN are the position vector
and the control input vector of the ith follower, respec-
tively. x0(t) ∈ RN and v0(t) ∈ RN are respectively the po-
sition state and the velocity of the leader. For simplicity,
we assume that N = 1 in this article and the case of N > 1
can be obtained with the Kronecker product.

In the traditional leader-follower configuration, the
leader can affect their neighboring followers but there is
no feedback from the followers to the leader. In practice,
to optimize the performance of the team, the leader is pos-
sible to obtain the feedback from some of the neighboring
followers to adjust its control protocol. This implies that
the tracking errors among the smart leader and its neigh-
boring followers are reduced, which may contribute to im-
proving the team cohesion. On the other hand, the energy
consumption of the whole multi-agent systems can be re-
duced, as shown formally in Section 4. Thus, novel leader-
follower architecture is introduced in the present article,
and a control algorithm with a kind of leader, called smart
leader, is proposed for the novel leader-follower consen-
sus of multi-agent systems.

The smart leader with intermittent local information
feedback has the following control input

v̇0(t) = a0, t ∈ T,

v̇0(t) = k0

n

∑
j=1

b j(x j(t)− x0(t))+a0, t ∈ T̄ ,
(4)

where k0 > 0 is the control parameter, a0 is the (accelera-
tion) input of the smart leader, b j > 0 if and only if leader
0 can receive the feedback from agent j when t ∈ T̄ , oth-
erwise, b j = 0, j = 1,2, · · · ,n. T represents the union
of time intervals over which the smart leader can only
be affected by the external input, and T̄ represents the
union of time intervals over which the smart leader can
not only be affected by the external input but also refer to
the feedback information from its neighbors. Obviously,
T ∪ T̄ = [0,+∞).

Since v0(t) cannot be measured even when the follow-
ers are connected to the leader, its value cannot be used in
the control design. Instead, we have to estimate v0(t) dur-
ing the evolution. Note that, each follower has to estimate
v0(t) only by the information obtained from its neighbors
in a decentralized way. The estimate of v0(t) by agent i is
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denoted by v̄i(t), i = 1,2, · · · ,n. Therefore, for each fol-
lower, the local control algorithm is designed as follows:

ui(t) =− k1[∑
j∈Ni

ai j(xi(t)− x j(t))

+bi(xi(t)− x0(t))]+ v̄i(t), (5)

˙̄vi(t) =−αk1[∑
j∈Ni

ai j(xi(t)− x j(t))

+bi(xi(t)− x0(t))]+a0, (6)

where k1 > 0 and 0<α < 1 denote the control parameters,
bi > 0 if and only if agent i is connected to leader 0 when
t ∈ [0,+∞), otherwise, bi = 0, i = 1,2, · · · ,n.

Remark 1: If T = [0,+∞) in system (4), that is, the
leader’s behavior has no relation with the feedback from
its neighbors, then the consensus problem for systems (3)
and (4) becomes the typical leader-following consensus
problem for second-order multi-agent systems in previous
works.

Remark 2: For the convenience of theoretical analy-
sis, it is assumed that the smart leader in system (4) could
sense the measurements of relative states between their
own and the neighboring followers synchronously. Ac-
cording to [33], this assumption is crucial for possibly
constructing a common Lyapunov function for the switch-
ing system (4).

In the following, we will derive sufficient conditions for
leader-following consensus of the above multi-agent sys-
tems, which can guarantee that each follower’s state will
finally converge to the leader’s as time going on, and the
estimations of v0(t) by the followers will converge to the
leader’s velocity, i.e., lim

t→∞
xi(t) = x0(t),

lim
t→∞

v̄i(t) = v0(t), i = 1,2, · · · ,n.
(7)

3. MAIN RESULTS

In this section, the main results of the novel leader-
following consensus problem with the smart leader under
mixed-order dynamics are presented.

Denote x̃i(t) = xi(t)−x0(t) and ṽi(t) = v̄i(t)−v0(t). We
can obtain the error dynamics of (3)-(6) as follows

˙̃xi(t) =−k1[∑
j∈Ni

ai j(x̃i(t)− x̃ j(t))

+bix̃i(t)]+ ṽi(t), i = 1,2, · · · ,n, (8)

˙̃vi(t) =−αk1[∑
j∈Ni

ai j(x̃i(t)− x̃ j(t))

+bix̃i(t)], t ∈ T,
˙̃vi(t) =−αk1[∑

j∈Ni

ai j(x̃i(t)− x̃ j(t))

+bix̃i(t)]− k0

n

∑
j=1

b j x̃ j(t), t ∈ T̄ .

(9)

Let x̃(t) = [x̃T
1 (t), x̃T

2 (t), · · · , x̃T
n (t)]

T, ṽ(t) = [ṽT
1 (t), ṽT

2 (t),
· · · , ṽT

n (t)]
T, and ỹ(t) = [x̃T(t), ṽT(t)]T. The dynamics of

(8)-(9) can be rewritten in a matrix form{
˙̃y(t)=H1ỹ(t), t ∈ T,
˙̃y(t)=H2ỹ(t), t ∈ T̄ ,

(10)

where

H1 =

[
−k1L̂
−αk1L̂

In

0n

]
,

H2 =

[
−k1L̂
−αk1L̂− k0D

In

0n

]
,

and L̂ = L+B, D = 1n[1T
n B], B = diag{b1, · · · ,bn}.

Definition 1 [34]: For an infinite time sequence
of uniformly bounded, non-overlapping time intervals
[tr, tr+1), r ∈ N, let δr represents the Lebesgue measure of
set {t|t ∈ [tr, tr+1)∩T}, ωr = tr+1 − tr represents the total
time over [tr, tr+1).

Theorem 1: Consider the multi-agent systems (3)-(4)
with a smart leader, and suppose that there is a directed
path from the smart leader to each follower. Then, the
novel leader-following consensus is achieved if there ex-
ists an infinite time sequence of uniformly bounded, non-
overlapping time intervals [tr, tr+1), r ∈ N, with t1 = 0,
such that for each time interval [tr, tr+1), r ∈ N, the fol-
lowing conditions hold

(a) 0 < α < 1,

(b) k1 >
1

2α(1−α2)λρ
,

(c) k0 <
ξ

min{1,(αλθ +λϑ )}
,

where ξ = α + k1(1−α2)
2 λρ −

√
[2α−k1(1−α2)λρ ]

2+4
2 , λρ =

λmin(L̂+ L̂T), λθ = λmax(D+DT), λϑ = λmax(DTD).

Proof: Construct the following Lyapunov function
candidate for the switching system (10)

V (t) = ỹT(t)Qỹ(t), (11)

where Q =

[
In −αIn

−αIn In

]
is positive definite due to

condition (a). As there is a directed path from the smart
leader to each followers, L̂ is a nonsingular M-matrix [35].
Thus, there exists a positive vector 1n = [1,1, · · · ,1]T, such
that L̂1n = 1n and L̂+ L̂T > 0 [35, 36]. It is easy to verify
that V (t) ≥ 0 and V (t) = 0 if and only if xi(t) = x0(t),
v̄i(t) = v0(t) for all i, j = 1,2, · · · ,n. Thus, V (t) is a valid
Lyapunov function for system (10).

Let µi, j > 0, i = 1,2, j = 1,2, · · · ,n denote the eigen-
values of Q which defined in (11). It follows that

µ1, j = 1+α, j = 1,2, · · · ,n, (12)

µ2, j = 1−α, j = 1,2, · · · ,n. (13)
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Therefore,

V (t)≤λmax(Q)ỹT(t)ỹ(t)

≤(1+α)ỹT(t)ỹ(t)

=η1ỹT(t)ỹ(t), (14)

where η1 = 1+α > 0.
For t ∈{[tr, tr+1)∩T}, for arbitrarily given r ∈N, taking

the time derivative of V (t) along the trajectories of (10)
gives

V̇ (t) =ỹT(t)[HT
1 Q+QH1]ỹ(t)

=− ỹT(t)Ξỹ(t), (15)

where

Ξ =

[
k1(1−α2)(L̂+ L̂T) −In

−In 2αIn

]
.

By Lemma 2, Ξ > 0 is equivalent to both α > 0 and
k1(1 −α2)(L̂ + L̂T)− 1

2α In > 0, it follows that Ξ > 0 if
k1 >

1
2α(1−α2)λρ

, where λρ = λmin(L̂+ L̂T). Therefore, Ξ is
positive definite due to condition (b).

Let νi, j > 0, i = 1,2, j = 1,2, · · · ,n denote the eigen-
values of Ξ which defined in (15). Since λ j(L̂+ L̂T) > 0,
j = 1,2, · · · ,n, then

ν1, j = α +
k1(1−α2)

2
λ j(L̂+ L̂T)+

√
∆

2
, (16)

ν2, j = α +
k1(1−α2)

2
λ j(L̂+ L̂T)−

√
∆

2
, (17)

where ∆ = [2α − k1(1−α2)λ j(L̂+ L̂T)]2 +4. Clearly, the
minimum eigenvalue of Ξ will be found in ν2, j. Therefore,
the minimum eigenvalue of Ξ will be no less than

η2 =α +
k1(1−α2)

2
λρ

−

√
[2α − k1(1−α2)λρ ]

2 +4

2
. (18)

Furthermore, η2 > 0 is a valid eigenvalue for Ξ which is
positive definite since k1 >

1
2α(1−α2)λρ

. Therefore,

V̇ (t)≤−λmin(Ξ)ỹT(t)ỹ(t)

=−η2ỹT(t)ỹ(t). (19)

By (14) and (19), it follows that

V̇ (t)≤−γ1V (t), (20)

where γ1 = η2
/

η1 > 0.
For t ∈{[tr, tr+1)∩ T̄}, for arbitrarily given r ∈N, taking

the time derivative of V (t) along the trajectories of (10)
gives

V̇ (t) =ỹT(t)[HT
2 Q+QH2]ỹ(t)

=ỹT(t)[−Ξ+Ψ]ỹ(t), (21)

where Ψ =

[
αk0(D+DT) −k0DT

−k0D 0

]
.

By Lemma 1, it follows that

ỹT(t)Ψỹ(t) =x̃T(t)[αk0(D+DT)]x̃(t)

−2x̃T(t)[k0DT]ṽ(t)

≤x̃T(t)[αk0(D+DT)]x̃(t)

+ k0x̃T(t)[DTD]x̃(t)+ k0ṽT(t)ṽ(t)

=ỹT(t)Φỹ(t), (22)

where Φ =

[
αk0(D+DT)+ k0(DTD) 0n

0n k0In

]
.

From the above derivation, then we get

V̇ (t)≤− ỹT(t)Ξỹ(t)+ ỹT(t)Φỹ(t)

≤−λmin(Ξ)ỹT(t)ỹ(t)+λmax(Φ)ỹT(t)ỹ(t), (23)

where λmax(Φ)= k0 max{1,αλmax(D+DT)+λmax(DTD)}.
Therefore,

V̇ (t)≤−(η2 −η3)ỹT(t)ỹ(t), (24)

where η3 = max{k0,(αλθ +λϑ )k0}, λθ = λmax(D+DT),
λϑ = λmax(DTD).

By (14) and (24), it follows that

V̇ (t)≤−γ2V (t), (25)

where γ2 = (η2 −η3)
/

η1 > 0 due to condition (c). More-
over, it is easy to verify that γ2 < γ1.

For arbitrary t > 0, based on the above analysis, we
have

V̇ (t)≤ min{−γ1,−γ2}V (t). (26)

Since γ2 < γ1, it follows that V̇ (t)≤−γ1V (t). Thus,

V (t)≤ e−γ1tV (0), (27)

which indicates that the states of agents of exponentially
converge, thereby achieves consensus. Furthermore, the
final consensus value of the position state xcon(t) = x0(t),
and the final consensus value of velocity state v̄con(t) =
v0(t). The proof of the Theorem 1 is thus completed. □

In practice, the communication topology of multi-
agents systems may be variable. In the following part,
we will discuss the leader-following consensus for multi-
agent systems with switching directed topology.

Theorem 2: Consider the multi-agent systems (3)-
(4) with switching topology Gσ (σ ∈ Γ), and suppose
that there exists an infinite time sequence of uniformly
bounded, non-overlapping time intervals [tr, tr+1), r ∈ N,
with t1 = 0. Assume that the directed topology is time-
invariant over time intervals [tr, tr+1) and switches at time
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tr, r = 1,2, · · · , and there is a directed path from the smart
leader to each follower for each time interval [tr, tr+1).
Then, the novel leader-following consensus is achieved if
for each time interval [tr, tr+1), the following conditions
hold

(a’) 0 < α < 1,

(b’) k1 >
1

2α(1−α2)λ̂ρ
,

(c’) k0 <
ξ̂

min{1,(αλ̂θ + λ̂ϑ )}
,

where ξ̂ = α + k1(1−α2)
2 λ̂ρ −

√
[2α−k1(1−α2)λ̂ρ ]

2
+4

2 , λ̂ρ =

min{λmin(L̂σ + L̂T
σ )}, λ̂θ = max{λmax(Dσ +DT

σ )}, λ̂ϑ =
max{λmax(DT

σ Dσ )}.

For the case of switching topology, the system (10) can
be rewritten as{

˙̃y(t)=Hσ1ỹ(t), t ∈ T,
˙̃y(t)=Hσ2ỹ(t), t ∈ T̄ ,

(28)

where

Hσ1 =

[
−k1L̂σ
−αk1L̂σ

In

0n

]
,

Hσ2 =

[
−k1L̂σ
−αk1L̂σ − k0Dσ

In

0n

]
,

and L̂σ = Lσ +Bσ , Dσ = 1n[1T
n Bσ ], Bσ = diag{bσ1, bσ2,

· · · , bσn}.
The process of proof for Theorem 2 is similar to that of

Theorem 1, which is thus omitted here.

Remark 3: From the condition (b’) in Theorem 2, we
can get the control parameter k1 which is affected by the
values of λ̂ρ , and we selected λ̂ρ = min{λmin(L̂σ + L̂T

σ )},
σ ∈ Γ. The selection of control parameter k0 is similar
to that of k1. Thus, the evolution of the system is not af-
fected essentially by the varied communication relation-
ships among agents due to the appropriate selection of
control parameters. Therefore, the way of the proof of
Theorem 1 can be extended to the proof of Theorem 2.

4. NUMERICAL RESULTS

In this section, some numerical examples will be pro-
vided to verify the effectiveness of the theoretical results
in this article.

Example 1: Consider a multi-agent system consisting
one smart leader and five followers with the fixed commu-
nication topology G as shown in Fig. 1, where the connec-
tion weights are all set to 1 in this article.

By the topology of graph G, we get

L̂ =


1 0 0 0 0
0 1 0 0 0
−1 0 1 0 0
0 −1 0 1 0
0 0 −1 −1 2

 ,

Leader0

Follower1 Follower2

Follower3

Follower5

Follower4

Fig. 1. Graph G of multi-agent systems with fixed topol-
ogy.

D =


1 1 0 0 0
1 1 0 0 0
1 1 0 0 0
1 1 0 0 0
1 1 0 0 0

 .

Some simple calculations give that λρ = 0.6571, λθ =
5.1623 and λϑ = 10. The control parameter α is taken
as 0.5, which satisfies the condition (a) in Theorem 1.
According to the condition (b) in Theorem 1, we get
k1 > 2.0291. Then, choose k1 = 2.5, and we get ξ =
0.1093. According to condition (c) in Theorem 1, we get
k0 < 0.1093, and then choose k0 = 0.1. Next, it is assumed
that there exists an infinite time sequence of uniformly
bounded and non-overlapping time intervals [tr, tr+1), with
tr+1 − tr = ωr = 0.5, t1 = 0, for all r ∈ N. Furthermore,
δr, which is the communication duration over which the
smart leader can only be affected by the external input, is
randomly chosen within δr ∈ (0,0.5), for all r ∈ N. The
acceleration of leaders a0 equals 0.1, the initial positions
of the leader and followers are selected as x0(0) = [5,3]T,
x1(0) = [1,2]T, x2(0) = [2,1]T, x3(0) = [3,4]T, x4(0) =
[4,5]T, x5(0) = [4,1]T. It is easy to show that the con-
ditions of the Theorem 1 are satisfied, and the simulation
results are presented in Figs. 2-4 which shows that the fol-
lowers can track the smart leader and the leader-following
consensus has been gained under the fixed topology.

From Fig. 2, we can see the initial positions of the fol-
lowers and the smart leader are marked by arrows, re-
spectively. Fig. 2 shows that the followers asymptot-
ically track the smart leader under the fixed topology.
Fig. 3 shows that the position errors x̃i(t) = xi(t)− x0(t),
i = 1,2,3,4,5 are asymptotically convergent to zero under
the fixed topology. Fig. 4 shows that the velocity errors
ṽi(t) = v̄i(t)− v0(t), i = 1,2,3,4,5 between the follower i
and the smart leader are asymptotically convergent to zero
under the fixed topology.

Example 2: Consider a multi-agent system consisting
one smart leader and five followers. The network starts
with topology G1 and switches to another topology ran-
domly chosen within {G1,G2,G3,G4} at time kT, k =
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Fig. 2. The trajectories of agents in Example 1.

Fig. 3. The trajectories of position errors x̃i, i = 1, 2, 3, 4,
5 in Example 1.

Fig. 4. The trajectories of velocity errors ṽi, i = 1, 2, 3, 4,
5 in Example 1.

1,2, · · · , T = 0.5s, where the connection weights are all
set to 1 in Fig. 5.

Leader0

Follower1 Follower2

Follower3

Follower5

Follower4
     

Leader0

Follower1 Follower2

Follower3

Follower5

Follower4

Leader0

Follower1 Follower2

Follower3

Follower5

Follower4
     

Leader0

Follower1 Follower2

Follower3

Follower5

Follower4

G1 G2

G3 G4

Fig. 5. Four possible graphs of multi-agent systems with
switching topology.

By the topologies of G1 −G4, we get

L̂1 =


1 0 0 0 0
0 1 0 0 0
−1 0 1 0 0
0 −1 0 1 0
0 0 −1 −1 2

 , D1 =


1 1 0 0 0
1 1 0 0 0
1 1 0 0 0
1 1 0 0 0
1 1 0 0 0

 ,

L̂2 =


1 0 0 0 −1
0 1 0 0 −1
−1 0 2 −1 0
0 −1 0 1 0
0 0 0 0 1

 , D2 =


0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1

 ,

L̂3 =


1 0 0 0 0
0 1 0 0 −1
−1 0 1 0 0
0 −1 −1 2 0
0 0 0 0 1

 , D3 =


1 0 0 0 1
1 0 0 0 1
1 0 0 0 1
1 0 0 0 1
1 0 0 0 1

 ,

L̂4 =


1 0 0 0 −1
0 1 0 0 0
−1 0 2 −1 0
0 −1 0 1 0
0 0 0 0 1

 , D4 =


0 1 0 0 1
0 1 0 0 1
0 1 0 0 1
0 1 0 0 1
0 1 0 0 1

 .

The control parameter α is selected the same as that
in Example 1. Some simple calculations give that λ̂ρ =

0.2087, λ̂θ = 5.1623, λ̂ϑ = 10. By the condition (b’) in
Theorem 2, we get k1 > 6.3888. Then, choose k1 = 7, and
we get ξ̂ = 0.0467. According to condition (c’) in The-
orem 2, we get k0 < 0.0467, and then choose k0 = 0.04.
Next, it is assumed that there exists an infinite time se-
quence of uniformly bounded and non-overlapping time
intervals [tr, tr+1), with tr+1 − tr = ωr = 0.5, t1 = 0, for all
r ∈ N. Furthermore, δr, which is the communication du-
ration over which the smart leader can only be affected by
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Fig. 6. The trajectories of agents in Example 2.

Fig. 7. The trajectories of position errors x̃i, i = 1, 2, 3, 4,
5 in Example 2.

the external input, is randomly chosen within δr ∈ (0,0.5),
for all r ∈N. The initial states of leaders and followers are
selected the same as those in Example 1. It is easy to show
that the conditions of the Theorem 2 are satisfied, and the
simulation results are presented in Figs. 6-8 which shows
that the followers can track the smart leader and the leader-
following consensus has been gained under the switching
topology.

Considering an infinite time sequence of uniformly
bounded and non-overlapping time intervals [ts, ts+1),
with t1 = 0, for all s ∈ N. Let Ei(ts)=

∫ ts+∆t
ts u2

i (t)dt
represents the energy consumption of the agent i on
time ts, i = 0,1,2,3,4,5. It is easy to verify that

E(t)=
i=5
∑

i=0
[Ei(ts)+Ei(ts +∆t)+ · · ·+Ei(ts+1)] is the en-

ergy consumption of the multi-agent systems during

[ts, ts+1). Then, E=
i=5
∑

i=0

∫ ∞
0 u2

i (t)dt for t ∈ (0,+∞). If the

control parameters and the initial conditions are selected
the same as those in Example 1, then Fig. 9(a) shows

Fig. 8. The trajectories of velocity errors ṽi, i = 1, 2, 3, 4,
5 in Example 2.

the curves of energy consumption of multi-agent systems
with smart leader and traditional leader. If the initial po-
sitions of the leader and followers are selected as x0(0) =
[50,25]T, x1(0) = [1,2]T, x2(0) = [2,3]T, x3(0) = [3,1]T,
x4(0) = [3,5]T, x5(0) = [5,2]T, then Fig. 9(b) shows the
curves of energy consumption of two kinds multi-agent
systems. From the Fig. 9, we can see the multi-agent sys-
tem with a smart leader has a lower consumption than the
multi-agent system with a traditional leader. Furthermore,
under the assumption that the communication topology of
multi-agent systems is strongly connected, the greater the
space distances between the leader and the followers, the
more obvious our advantage.

5. CONCLUSION

In this article, considering a kind of leader, called smart
leader, which can obtain and utilize the feedback infor-
mation from its neighbors only during a sequence of dis-
connected time intervals, we aim to update the tradition
model of the leader for the leader-following consensus
problem of multi-agent systems. Based on intermittent
control, a new kind of consensus control protocol for
leader-following consensus is proposed to guarantee that
each follower can track the active leader, and the con-
trol protocol can be adjust by using the feedback infor-
mation. With the help of Lyapunov function technology,
some sufficient conditions are obtained for consensus of
mixed-order multi-agent systems with a smart leader un-
der fixed directed topology. Similarly, by constructing
Lyapunov function, some sufficient conditions are given
under switching directed topology. Finally, some numeri-
cal examples are presented for illustration. It is the defect
of this article that the point of switch time and the feed-
back duration for the smart leader are not given. In the fu-
ture, we will optimize consensus control protocol for the
multi-agent systems with a smart leader, and solve the de-
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(a)

(b)

Fig. 9. The curves of energy consumption for two kinds of
multi-agent systems.

fect in the current work. Moreover, consider the fact that
the system states are generally partially measurable, we
will, in the future, discuss the leader-following consensus
problem for the multi-agent systems with a smart leader
via output feedback control.
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