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A New Observer Design for Systems in Presence of Time-varying Delayed
Output Measurements
Boubekeur Targui, Omar Hernández-González*, Carlos-Manuel Astorga-Zaragoza, Gerardo-Vicente Guerrero-
Ramírez, and María-Eusebia Guerrero-Sánchez

Abstract: This paper presents a state observer for linear systems and Lipschitz nonlinear systems with delayed
output measurements, which are affected by a known and bounded time-varying delay. The structure of the proposed
observer is based on a proportional-integral term, which allows to compensate the time-varying delay. The observer
gain depends on the maximum bounded delay. This gain is computed by a Linear Matrix Inequality (LMI) approach.
The observer exhibits good performance for state estimation of the system despite the presence of significantly long
delay. A Lyapunov-Krasovskii functional is used to prove the asymptotical convergence to zero of the observation
error. This observer is applied to the case of systems with time-varying delay whose dynamic is described by a
piecewise differentiable function. Examples and numerical simulations are provided in order to support the validity
of the main results.
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1. INTRODUCTION

Time-delayed systems are extensively investigated,
since the delay phenomenon is often encountered in sev-
eral engineering systems such as mechanical and elec-
trical systems, communication networks, among others.
A time delay can be produced due to the nature of the
system or it can be induced into the system from trans-
mission delays associated to other components interacting
with the system. For instance, when the system is con-
trolled or monitored through a remote communication
system, or when the measurement process intrinsically
causes a non-negligible time-delay. A time-delay may
be the origin of instability or undesired oscillations in a
system. For this reason, many researchers are devoted
to investigate different automatic control approaches for
time-delayed systems, such as stability, observability,
controllability, system identification and fault detection
[7, 9–12, 14, 16, 20].

Observer design for state estimation of linear and non-
linear systems with delayed output measurements has
been investigated in previous works [5,19]. In these works
the output measurement is affected by a known constant
delay. A chained-observer algorithm has been proposed
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by [6] for a class of nonlinear drift observable systems,
where each observer in the chain is used to estimate the
state of the system for a suitable fraction of the total de-
lay. A similar approach has been used in [8], where some
restrictions of the chain of observers in [6] have been over-
come. Also, in [3] a state predictor for nonlinear systems
with constant delayed outputs is proposed and a cascade
observer is presented. The conditions for the convergence
of this state predictor have been derived using linear ma-
trix inequalities. The particular case of piecewise constant
delay is presented by [15], where the observer states are
given only for the case of linear systems with piecewise
time-constant delayed output. In [4], a state observer for
drift observable nonlinear systems with time-varying de-
lay in the measured outputs has been presented. The sta-
bility condition of this observer depends on the maximum
value of the time-varying delay. A Lyapunov-Razumikhin
approach was used to prove the asymptotical convergence
of the observation error. Similarly, a high-gain observer
with time-varying delayed measurements is proposed in
[1]. This observer (which has a very restrictive structure)
considers that the dynamic of the delay function is un-
known but it is considered bounded and piecewise contin-
uous. Two examples are shown: the piecewise constant
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delay case and the sampled-data case. Finally, an
observer-based fault detection and diagnosis scheme for
two-dimensional discrete time systems with time-varying
state delays is studied by [17]. The proposed method is
based on a descriptor system approach.

The main contribution of this paper is to propose a new
observer design for linear systems and Lipschitz nonlinear
systems with time-varying delayed output measurements.
It is worth to note that that the class of the nonlinear sys-
tems addressed in this work is more general than the one
presented in [1, 4]. The structure of the observer is based
on a proportional-integral term which allows to compen-
sate the time-varying delayed output. The observer gain
is delay-dependent. It is computed by the resolution of
a given LMI. The delay is assumed to be known, uni-
formly bounded but not necessarily time-continuous and
the derivative of the delay is not required. The Lyapunov-
Krasovskii functional is used to prove the asymptotical
convergence to zero of the observation error. In order to
illustrate the performance capabilities of the proposed ob-
server, two particular cases are presented: (i) when the
outputs of the system are subject to time-varying delays
represented by piecewise constant functions and (ii) when
the outputs of the system are subject to delayed non uni-
formly discrete measurements.

This paper is organized as follows: Section 2 de-
scribes the observer synthesis for linear systems with
time-varying delayed outputs. The observer design for
Lipschitz nonlinear systems with time-varying delayed
outputs is presented in Section 3. In Section 4, the pro-
posed observer is applied to the case of Lipschitz nonlin-
ear systems when the output measurements are affected by
a piecewise differentiable time-varying delay. Numerical
simulations are presented in Section 5 in order to evaluate
the performance of the proposed observer. Finally, con-
clusions are discussed in Section 6.

2. OBSERVER DESIGN FOR LINEAR SYSTEMS
WITH DELAYED OUTPUT

Consider the following delayed linear system:
ẋ(t) = Ax(t)+Bu(t), t ≥ 0,

ȳ(t) =Cx(t − τ(t)), t ≥ 0, τ(t) ∈ [0 τM],

x(s) = x̄, s ∈ [−τM 0],

(1)

where x ∈ Rn is the state vector, u ∈ Rm is the input,
ȳ(t) ∈ Rp is the delayed output. A, B and C are constant
matrices of appropriate dimensions. τ(t) represents the
known time-varying delay affecting the output measure-
ments, which is bounded by some τM > 0. The undelayed
output is y(t) =Cx(t). It is assumed that the system given
in (1) is observable, i.e., the pair (A,C) is detectable.

The following assumptions and propositions are taken
into account for the observer design:

Assumption 1: The variable delay τ(t) is known and
bounded, e.g., 0 ≤ τ(t)≤ τM .

Proposition 1: For a,b ∈ Rn and for any symmetric
positive definite matrix P, the following inequality holds:
2aT b ≤ aT P−1a+bT Pb.

Proposition 2: From the Newton-Leibniz formula we
have for x(t) ∈ Rn:

x(t − τ(t)) = x(t)−
∫ t

t−τ(t)
ẋ(s)ds. (2)

The proposed observer for system (1) has the following
structure:

˙̂x(t) = Ax̂(t)+Bu(t)−K(Cx̂(t)− ȳ(t)−Cµ(t)),

µ(t) =
∫ t

t−τ(t)
(Ax̂(s)+Bu(s))ds,

x̂(s) = ϕ(s), u(s) = ω(s), s ∈ [−τM,0],

(3)

where the functions ϕ(s) and ω(s) are known. They are
used to initialize system (3) in [−τM,0]. K is a suitable
constant gain matrix of appropriate dimensions.

It is worth to mention that the integral term µ(t) can
be computed numerically by using an integration numeri-
cal method (e.g., trapezoidal, Simpson’s rules, etc.). The
implementation of µ(t) needs a careful choice of the nu-
merical method [2, 13].

For system (1), it is assumed that Assumption 1 is ful-
filled. In the sequel, ⋆ is used for the blocks induced by
symmetry.

Theorem 1: If there exist two symmetric and positive
definite matrices S and P and a matrix R of adequate di-
mensions such that the following LMI holds:[

M2 τMRTCA
⋆ −τMP

]
< 0. (4)

M2 = SA+AT S−RTC−CT R+ τMP, then for a given de-
lay 0 ≤ τ(t) ≤ τM , system (3) is an asymptotic observer
for system (1). The observation error x̃ = x̂(t)− x(t) con-
verges asymptotically to zero and limt→∞ ||x̃|| = 0. The
observer gain is computed by: K = S−1RT .

Proof: Consider the observation error x̃(t) = x̂(t)−
x(t). By combining equations (1) and (3), the dynamics
of the observation error is:

˙̃x(t) =Ax̃(t)−KC(x̂(t)− x(t − τ(t)))

+KC
∫ t

t−τ(t)
(Ax̂(s)+Bu(s))ds. (5)

According to Proposition 2:

˙̃x(t) = (A−KC)x̃(t)+KCA
∫ t

t−τ(t)
x̃(s)ds. (6)
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Now, consider the following Lyapunov-Krasovskii func-
tional:

V = x̃T (t)Sx̃(t)+
∫ 0

−τM

∫ 0

ν
x̃T (t + s)Px̃(t + s)dsdν ,

(7)

where τM is the constant introduced in Assumption 1.
The time derivative of V is:

V̇ =2x̃T (t)S(A−KC)x̃(t)+2x̃T (t)SKCA
∫ t

t−τ(t)
x̃(s)ds

+ τM x̃T (t)Px̃(t)−
∫ t−τ(t)

t−τM

x̃(s)T Px̃(s)ds

−
∫ t

t−τ(t)
x̃T (s)Px̃(s)ds. (8)

According to Proposition 1, equation (8) can be rewritten
as

V̇ ≤x̃T (t)(S(A−KC)+(A−KC)T S+ τMP)x̃(t)

+
∫ t

t−τ(t)
2x̃T (t)SKCAx̃(s)ds

−
∫ t

t−τ(t)
x̃T (s)Px̃(s)ds. (9)

Now, consider the expression 2x̃T (t)SKCAx̃(s) =
2((SKCA)T x̃(t))T x̃(s). Then, according to Proposition
1, with a = (SKCA)T x̃(t) and b = x̃(s), for P > 0, it
yields:∫ t

t−τ(t)
2x̃T (t)SKCAx̃(s)ds

≤
∫ t

t−τ(t)
x̃T (s)Px̃(s)ds

+ τM x̃(t)T (SKCA)P−1(SKCA)T x̃(t). (10)

By considering (10) into (9):

V̇ ≤x̃T (t)(S(A−KC)+(A−KC)T S+ τMP

+ τM(SKCA)P−1(SKCA)T )x̃(t) = x̃T (t)Λ1x̃(t),

where Λ1 = S(A−KC)+(A−KC)T S+τMSKCAP−1ATCT

KT S+ τMP.
Therefore, if Λ1 < 0, then V̇ < 0 and system (6) is

asymptotically stable, i.e., lim
t→+∞

||x̃(t)|| → 0. Hence, sys-

tem (3) is an asymptotic observer for system (1). Accord-
ing to the Schur Lemma, inequality Λ1 < 0 is equivalent
to: [

M1 τMSKCA
⋆ −τMP

]
< 0, (11)

where M1 = S(A−KC)+(A−KC)T S+ τMP. By consid-
ering SK = RT , inequality (11) has the form of inequality
(4) and K = S−1RT . This completes the proof. □

3. OBSERVER DESIGN FOR NONLINEAR
LIPSCHITZ SYSTEMS WITH DELAYED

OUTPUT

Consider the following Lipschitz nonlinear system with
delayed outputs:

ẋ(t) = Ax(t)+φ(u(t),x(t)), t ≥ 0,

ȳ(t) =Cx(t − τ(t)), t ≥ 0, τ(t) ∈ [0 τM],

x(s) = x̄,s ∈ [−τM 0],

(12)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the input,
ȳ(t)∈Rp is the measured delayed output. A and C are con-
stant matrices of appropriate dimensions. τ(t) is a known
time-varying delay, which satisfies Assumption 1.

Assumption 2: The function φ(u,x) is globally Lips-
chitz in x, uniformly in u. Then there exists a matrix G of
appropriate dimensions such that for all x and z ∈ Rn:

||φ(u,x)−φ(u,z)|| ≤ ||G(x− z)||.

An observer for system (12) is given by:

˙̂x(t) = Ax̂(t)+φ(u(t), x̂(t))−K(Cx̂(t)

− ȳ(t)−Cµ(t)), t ≥ 0,

µ(t) =
∫ t

t−τ(t)
(Ax̂(s)+φ(u(s), x̂(s)))ds,

x̂(s) = ϕ(s), u(s) = ω(s),s ∈ [−τM,0],

(13)

where ϕ(s) and ω(s) are known functions. They are used
to initialize the system (13) in [−τM,0]. K is a suit-
able constant gain matrix of appropriate dimensions. In
order to implement the observer (13), the integral term
µ(t) should be computed by using a numerical integration
method (e.g., trapezoidal, Simpson’s rules, etc.).

Assume that Assumptions 1 and 2 are fulfilled for sys-
tem (12). In the sequel I is the identity matrix of appropri-
ate dimensions.

Theorem 2: If there exist three scalars ε1 > 0, ε2 > 0
and ε3 > 0, a symmetric positive definite matrix S and a
matrix R with appropriate dimensions such that:

M2 S τMRTCA τMRTC
⋆ −ε1I 0 0
⋆ ⋆ −τMε2I 0
⋆ ⋆ ⋆ −τMε3I

< 0 (14)

M2 = SA + AT S − RTC − CT R + ε1GT G + τMε2I +
τMε3GT G, then for a given delay 0 ≤ τ(t) ≤ τM , sys-
tem (13) is an asymptotic observer for system (12), i.e.,
the observation error x̃ = x̂(t)− x(t) converges asymptot-
ically to zero: limt→∞ ||x̃|| = 0. The observer gain can be
computed as: K = S−1RT .

It is worth to note that, in contrast with the work pre-
sented in [1, 4] where only the triangular case was con-
sidered, Theorem 2 deals a more general class of nonlin-
ear Lipschitz systems with time-varying delayed output,
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since the matrix A is any known constant matrix and the
nonlinear function φ(u(t),x(t)) is any Lipschitz nonlinear
function.

Proof: By considering (12) and (13), the dynamics of
the observation error x̃(t) is:

˙̃x(t) =Ax̃(t)+ φ̃(u(t), x̂(t),x(t))
−KC(x̂(t)− x(t − τ(t)))

+KC
∫ t

t−τ(t)
(Ax̂(s)+φ(u(s), x̂(s))ds, (15)

where φ̃(u(t), x̂(t),x(t)) = φ(u(t), x̂(t))−φ(u(t),x(t)).
According to Proposition 2:

˙̃x(t) =(A−KC)x̃(t)+ φ̃(u(t), x̂(t),x(t))

+KC
∫ t

t−τ(t)
(Ax̃(s)+ φ̃(u(s), x̂(s),x(s)))ds.

(16)

Consider the following Lyapunov-Krasovskii functional:

V =x̃T (t)Sx̃(t)

+
∫ 0

−τM

∫ 0

ν
x̃T (t + s)(ε2I + ε3GT G)x̃(t + s)dsdν ,

where G is the constant matrix introduced in Assump-
tion 2, τM is the positive constant denoted in Assumption
1; ε2 > 0 and ε3 > 0 are positive constants.

The time derivative of V is:

V̇ =2x̃T (t)S(A−KC)x̃(t)+2x̃T (t)Sφ̃(u(t), x̂(t),x(t))
+ τM x̃T (t)(ε2I + ε3GT G)x̃(t)

+2x̃T (t)SKC
∫ t

t−τ(t)
(Ax̃(s)+φ̃(u(s), x̂(s),x(s)))ds

−
∫ t

t−τM

x̃T (s)(ε2I + ε3GT G)x̃(s)ds,

or equivalently:

V̇ =2x̃T (t)S(A−KC)x̃(t)+2x̃T (t)Sφ̃(u(t), x̂(t),x(t))
+ τM x̃(t)T (ε2I + ε3GT G)x̃(t)

+2x̃T (t)SKC
∫ t

t−τ(t)
(Ax̃(s)+φ̃(u(t), x̂(t),x(t)))ds

−
∫ t−τ(t)

t−τM

x̃(s)T (ε2I + ε3GT G)x̃(s)ds

−
∫ t

t−τ(t)
x̃T (s)(ε2I + ε3GT G)x̃(s)ds (17)

The following inequality can be deduced :

V̇ ≤x̃T (t)(S(A−KC)+(A−KC)T S)x̃(t)

+2x̃T (t)Sφ̃(u(t), x̂(t),x(t))

+
∫ t

t−τ(t)
2x̃T (t)SKCAx̃(s)ds

+
∫ t

t−τ(t)
2x̃T (t)SKC(φ̃(u(t), x̂(t),x(t)))ds

+ τM x̃T (t)(ε2I + ε3GT G)x̃(t)

−
∫ t

t−τ(t)
x̃T (s)(ε2I + ε3GT G)x̃(s)ds. (18)

According to Proposition 1 with a= ||Sx̃(t)||, b= ||Gx̃(t)||
and ε1 > 0:

2x̃T (t)S(φ̃(u(t), x̂(t),x(t)))
≤ ε−1

1 x̃T (t)SSx̃(t)+ ε1x̃T (t)GT Gx̃(t). (19)

Consider the expression 2x̃T (t)SKCAx̃(s) = 2((SKCA)T

x̃(t))T x̃(s). Then, by considering Proposition 1 with a =
(SKCA)T x̃(t), b = x̃(s) and ε2 > 0:∫ t

t−τ(t)
2x̃T (t)SKCAx̃(s)ds

≤
∫ t

t−τ(t)
ε2x̃T (s)x̃(s)ds

+ τMε−1
2 x̃T (t)(SKCA)(SKCA)T x̃(t). (20)

Likewise, by considering Proposition 2:∫ t

t−τ(t)
2x̃T (t)SKC(φ(u(s), x̂(s),x(s)))ds

≤ τMε−1
3 x̃T (t)(SKC)(SKC)T x̃(t)

+
∫ t

t−τ(t)
ε3x̃T (s)GT Gx̃(s)ds. (21)

By combining equations (19), (20) and (21) into (18):

V̇ ≤x̃T (t)(S(A−KC)+(A−KC)T S+ ε−1
1 SS

+ ε1GT G+ τMε−1
2 (SKCA)(SKCA)T

+τMε−1
3 (SKC)(SKC)T+τMε2I+τMε3GT G)x̃(t)

=x̃T (t)Λ2x̃(t), (22)

where Λ2 = S(A − KC) + (A − KC)T S + ε−1
1 SS +

ε1GT G + τMε2I + τMε−1
3 (SKC)(SKC)T + τMε3GT G +

τMε−1
2 (SKCA)(SKCA)T .

Therefore if Λ2 < 0, then V̇ < 0 and system (16) is
asymptotically stable, i.e., lim

t→+∞
||x̃(t)|| → 0. In other

words, system (13) is an asymptotic observer for system
(12). According to the Schur’s lemma, inequality Λ2 < 0
is equivalent to:

M1 S τMSKCA τMSKC
⋆ −ε1I 0 0
⋆ ⋆ −τMε2I 0
⋆ ⋆ ⋆ −τMε3I

< 0, (23)

where M1 = S(A−KC)+(A−KC)T S+ε1GT G+τMε2I+
τMε3GT G. By considering SK = RT , inequality (23) be-
comes inequality (14). This completes the proof. □
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Remark 1: It is worth to note that the initial condi-
tions play an important role in the stability analysis of
the observer error dynamics. In order to clarify this is-
sue consider the stability condition of the observer (3)
given in the proof of Theorem (1). This condition is:
V̇ = x̃T (t)Λ1x̃(t), where Λ1 = S(A−KC)+(A−KC)T S+
τMSKCAP−1ATCT KT S+ τMP.

Therefore, if Λ1 < 0, then V̇ ≤ −|λmin(Λ1)|||x̃(t)||2
where λmin(Λ1) is the small eigenvalue of Λ1 and V̇ ≤ 0.
This means that V (t)≤V (0). It yields:

|λmin(Λ1)| lim
t−>∞

∫ t

0
||x̃(t)||2 ≤V (0)− lim

t−>∞
V (t). (24)

Inequality (24) involves indirectly the initial conditions,
i.e., from (7), V (0) is:

V (0) = x̃T (0)Sx̃(0)+
∫ 0

−τM

∫ 0

ν
x̃T (s)Px̃(s)dsdν . (25)

By considering the initial condition x̄ in (1), and ϕ(s) in
(3), then x̃(0) = x̂(0)− x(0) = ϕ(0)− x̄ and x̃(s) = x̂(s)−
x(s) = ϕ(s)− x̄. According to (24), it can be concluded
that from any finite initial condition x̃(0), the observation
error x̃(t) tends to zero when t → ∞.

Remark 2: An example is provided in order to prove
that a solution exists for LMI (4). Consider the following
system:{

ẋ(t) =−ax+bu, ȳ(t) = cx(t − τ(t)), (26)

where a > 0 and b are real scalars, c is a non-zero real
scalar and τ(t) fulfills Assumption 2. Note that system
(26) has the form (1) with A = −a, B = b and C = c.
Therefore, LMI (4) can be written as follows[

−2sa+2ac+ τM p τMca2

⋆ −τM p

]
< 0, (27)

here R = −a, P = p > 0 and S = s > 0. The matrix in
(27) is negative definite if there exist s > 0 and p > 0 such
that the following conditions are satisfied: s > c+ τM p

2a and
s > c+ τM p

2a + τMc2a3

2p .
By considering p = a, the matrix in (27) becomes neg-

ative definite: s > c+ τM
2 + τMc2a2

2 . Therefore, s = 2c+
τM + τMc2a2. According to Theorem 1, the observer gain

is K =
−a

2c+ τM + τMc2a2 . It can be concluded that the

LMI (4) is feasible.

4. APPLICATION TO SYSTEMS WITH OUTPUT
SUBJECTS TO A PIECEWISE

DIFFERENTIABLE DELAY

In many practical applications, the time-varying delay
is given as a piecewise differentiable function as follows:

τ(t) = wk(t), t ∈ [tk tk+1), k ∈ N, (28)

where wk(t) is a known bounded differentiable function
for t ∈ [tk tk+1) and (tk)k∈N is a known sequence of pos-
itive real numbers representing time instants satisfying
0 ≤ t0 < t1 < .. . < tk < tk+1 < .. . with limk→∞ tk = ∞ and
time-varying intervals Tk = tk+1− tk. Furthermore, it is as-
sumed that wk(t) is differentiable for t ∈ [tk tk+1), k ∈
N and ẇk(t) is available. Finally consider that wM,k =
max{wk(t)}, wM =max{wM,k}, where wM,k > 0 and wM >
0 are two scalars.

4.1. Lipschitz nonlinear systems with piecewise dif-
ferentiable delay

When the delay has the form (28), then system (12) can
be written as:{

ẋ(t) = Ax(t)+φ(u(t),x(t)),
ȳ(t) =Cx(t −wk(t)), t ∈ [tk tk+1)

(29)

for t ∈ [tk tk+1). Therefore, an observer for system (29) is
given by:

˙̂x(t) = Ax̂(t)+φ(u(t), x̂(t))
−K(Cx̂(t)− ȳ(t)−Cµ(t)),

µ(t) =
∫ t

t−wk(t)
(Ax̂(s)+φ(u(s), x̂(s)))ds, t ∈ [tk, tk+1),

x̂(s) = ϕ(s), u(s) = ω(s), s ∈ [−wM,0]. (30)

Since wk(t) is differentiable, system (30) can be consid-
ered as follows:

˙̂x(t) = Ax̂(t)+φ(u(t), x̂(t))−K(Cx̂(t)

− ȳ(t)−Cµ(t))
µ̇(t) = Ax̂(t)+φ(u(t), x̂(t))

− (1− ẇk(t))(Ax̂(t −wk(t))

+φ(u(t −wk(t)), x̂(t −wk(t))))

t ∈ [tk tk+1)

(31)

with initial conditions µ(tk) =
∫ tk

tk−wk(tk)
(Ax̂(s) + φ(u(s),

x̂(s)))ds and x̂(s) = ϕ(s), u(s) = ω(s) for s ∈ [−wM,0].
The following result is derived from Theorem 2:

Remark 3: Consider system (29) with τM = wM and
Assumptions 1 and 2 are fulfilled. If there exist a symmet-
ric and positive definite constant matrix S, three constants
ε1 > 0,ε2 > 0 and ε3 > 0 and a matrix R with appropriate
dimensions such that the following LMI holds:

M2 S wMRTCA wMRTC
⋆ −ε1I 0 0
⋆ ⋆ −wMε2I 0
⋆ ⋆ ⋆ −wMε3I

< 0 (32)

M2 = SA + AT S − RTC − CT R + ε1GT G + wMε2I +
wMε3GT G, then system (31) is an asymptotic observer for
system (29). The observation error x̃ converges asymp-
totically to zero: limt→∞ ||x̃|| = 0. The observer gain is
K = S−1RT .
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Now, two practical cases of wk(t) are considered.
Case 1: Lipschitz nonlinear systems with outputs sub-

ject to time delay described by piecewise constant func-
tion

In this case, wk(t) = dk, t ∈ [tk tk+1), k ∈N, and dk ≥ 0
is a sequence of known positive numbers. System (29) is:

{
ẋ(t) = Ax(t)+φ(u(t),x(t)),
ȳ(t) =Cx(t −dk), t ∈ [tk tk+1).

(33)

Then, observer (31) can be applied with ẇk(t) = 0 for
t ∈ [tk tk+1) and wM = max{dk}, with initial conditions
x̂(s) = ϕ(s), u(s) = ω(s), s ∈ [−wM,0] and µ(tk) =∫ tk

tk−dk

(Ax̂(s)+φ(u(s), x̂(s)))ds. The gain K matrix is com-

puted as in Theorem 2.
Case 2: Lipschitz nonlinear systems with delayed

nonuniformly discrete measurements
When wk(t) = t − tk, t ∈ [tk +dk tk+1 +dk+1). System

(29) becomes:
ẋ(t) = Ax(t)+φ(u(t),x(t)),
ȳ(t) = yk =Cx(tk),

t ∈ [tk +dk tk+1 +dk+1), k ∈ N.

(34)

Therefore, observer (31) can be applied with ẇk(t) = 1 for
t ∈ [tk+dk tk+1+dk+1) and wM =max{tk+1+dk+1−tk}=
T +d, where T = max{tk+1 − tk} and d = max{dk}, with
initial conditions x̂(s) = ϕ(s), u(s) = ω(s), s ∈ [−wM,0]

and µ(tk +dk) =
∫ tk+dk

tk
(Ax̂(s)+φ(u(s), x̂(s)))ds.

Remark 4: Linear systems can be addressed in the
same way as described above. Consider that Assumption 1
is fulfilled for system (1) with a bounded delay τM = wM .
If there exist symmetric and positive definite constant ma-
trices S and P, and a matrix R of appropriate dimensions
such that:[

M2 wMRTCA
⋆ −wMP

]
< 0. (35)

M2 = SA + AT S − RTC −CT R + wMP, then an asymp-
totic observer for the linear system (1) with a given delay
0 ≤ τ(t) ≤ wM can be designed. By considering an ob-
server gain K = S−1RT , the observation error x̃ converges
asymptotically to zero.

5. EXAMPLES

5.1. Linear Systems with outputs subject to
piecewise-constant time delay.

Consider the same example as in [15], which is given by
the following state-space representation:

ẋ =
[

0 1
−3 −1

]
x+

[
0
1

]
u,

Fig. 1. Estimation of the linear system state and the time
evolution of the delay, in Example 1.

ȳ = x1(t − τ(t)), (36)

where the input u(t) = sin(t) and the initial conditions are
x(0) =

[
1 0

]T and x̂(τ(0)) =
[

0 0
]T .

A simulation is carried out with a time-delayed output,
with a time-varying delay τ(t). The value of τ(t) varies
randomly in the range τ ∈ (5,15)s, ∆t = 15s. This delay is
displayed in Fig. 1. Note that the range of variation of the
delay considered in [15] is τ ∈ (0.1,1)s which is smaller
compared with the range considered in the present simu-
lation. By using the Theorem 1 for τM = 15s, the matrix
gain K is: K =

[
−0.0020 −0.0085

]T . Simulation re-
sults are plotted in Fig. 1. It can be appreciated that in
counterpart with the work presented in [15] (where larger
peak overshoot are presented in the transient response of
the observer), there are not peak overshoots in the tran-
sient response of the observer.

5.2. Lipschitz nonlinear systems with outputs subject
to time-varying delays described by piecewise
constant functions

Consider the example presented in [1]

ẋ =
[
−l1 c1

0 0

]
x+

[
0

c2 sin(x2)+ c3 cos(x2)+ c4u

]
,

ȳ = x1(t − τ(t)), (37)

where u(t) = sin(0.35t), c1 = 1, c2 = c3 = 0.02, c4 = 8,
l1 = l2 = 1; the initial conditions are: x(0) = [−50,−50]
and x̂(τ(0)) = [0,0].

The observer (13) is simulated for a time-delayed out-
put, considering a random time-varying delay τ(t) ∈
(0.2s,1s), which remains constant on the time interval
∆t = 2s. This delay is displayed in Fig. 2. By consid-
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Fig. 2. Estimation of the states and evolution of the delay,
in Example 2.

ering the Theorem 2 for τM = 1, the observer gain is:
K = [24.49,15.77]T .

The simulation results are displayed in Fig. 2. It can
be seen that the state estimation x̂(t) is continuous but
its derivative is not continuous, due to the change ∆t in
the function τ(t). In this case, the derivative of the delay
function is defined by τ̇(t) = 0. This consideration is used
to compute µ(t). Thus, for each interval ∆t , the observer
is initialized by the integral term µ(0) in [0,−τ(0)]. It
is worth to note that the proposed observer can tackle
arbitrarily long delays, which are significantly higher
than those reported in [1], where the maximum delay is
τM = 0.01s.

5.3. Nonlinear Lipschitz systems with delayed non-
uniformly discrete-time measurements

Consider the nonlinear Lipschitz system presented in [18]:

ẋ =


x2

−48.6x1 −1.25x2 +48.6x3 +21.6u
0.1x1 −0.1x3

1.95x1 −1.95x3 − x4 +0.33sinx4

 , (38)

ȳ = [x1(t − τ(t)) x2(t − τ(t)) x3(t − τ(t))]T ,

where u(t) = sin(t), and the initial conditions are: x(0) =
[4,0,4,0] and x̂(τ(0)) = [3,1,3.5,1].

The observer is simulated for a discrete-time delayed
output with τ(t) = t − tk + d, tk = 1s and d = 0.5s. By
using the results presented in subsection 4.1 for wM = 1,
the observer gain is:

K =


−0.0398 0.0182 7.5331
−0.2406 −0.0049 −4.4244
−0.0385 0.0169 7.0886
−0.0217 −0.0004 −0.1110

.

Fig. 3. Estimation of the states in Example 3.

The difference between the delayed output with the esti-
mated output, is used for the correction term of the ob-
server. In this case, the derivative of the delay function
τ(t) = wk = t − tk +d is defined by τ̇(t) = 1. This consid-
eration is used to compute µ(t). Thus, for each interval
∆t = 1s (since d is constant), the observer is initialized at
each sampled output, through the integral function µ(tk).
It is worth to note that if interval wk = t − tk + d is not
known, it will not be possible to provide an accurate esti-
mation of the states at that instant of time, therefore, new
interval wk+1 must be adapted at new instant of time. In
order to evaluate the performance and versatility of the
proposed observer, some simulations are carried out. In
Fig. 3, it can be appreciated the asymptotic convergence
of the observation error even if tk > d.

6. CONCLUSIONS

The main contribution of this paper is to propose an in-
novative approach to design observers for linear systems
and Lipschitz nonlinear systems with time-varying de-
layed measurements. It is important to highlight that this
class of systems is more general than the triangular case
treated in other works, e.g., [1,4]. A Lyapunov-Krasovskii
functional is used to prove the asymptotical convergence
of the observation error. An advantage of the proposed ob-
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server is that the delay can be dynamically compensated
by the observer gain. This observer has been applied to
the case of systems with delays described by piecewise
differentiable functions and also to the case of discrete-
time measurements with time-varying constant delay. It is
important to highlight, that there are no stronger restric-
tions for the time-varying delay. It is only necessary to
know the dynamics of the delay and its boundedness.
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