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Guidance Laws against Towed Decoy Based on Adaptive Back-stepping
Sliding Mode and Anti-saturation Methods
Ji-Peng Dong, Jing-Guang Sun, Yong Guo, and Shen-Min Song*

Abstract: In order to meet the needs of high-precision guidance for missile-guided maneuvering targets in the
presence of towed bait interference, this paper proposes a new guidance strategy based on heading angle method
and parallel approaching method. Its main idea: a suitable angle is determined by heading angle method which of
the missile trajectory is above that of the towing bait. Meanwhile, the accurate interception of missiles to targets
is guaranteed by parallel approaching method. Firstly, system models of missile and target with towed decoy are
established. Then, considering unknown bounded system disturbances, a controller is given based on sliding mode,
back-stepping method. Furthermore, to solve the input saturation problem, an anti-saturation controller is given
using adaptive and back-stepping sliding mode methods. Finally, strict proofs of the two controllers are given using
Lyapunov stability theory, and simulations are carried out to verify the effectiveness of the two controllers.

Keywords: Adaptive control, finite time control, guidance law design, terminal sliding mode control, towed decoy
missile.

1. INTRODUCTION

With the fast development of electric jamming technol-
ogy, the survival ability of the carrier is improved signif-
icantly [1]. As a new defensive jamming method, towed
decoy plays an important strategic role in modern elec-
tronic countermeasure battle [2,3]]. And now towed decoy
becomes an important means of countering radar seeker of
anti-air missiles and has been applied in warfare success-
fully, which makes the anti-air missiles with radar seeker
face severe challenges to intercept the carriers with towed
decoys. Therefore, the research on terminal guidance laws
with the ability of resistance of towed decoy has certain
significance on the design of guidance laws against towed
decoys.

The present literatures are focused on mechanism [4,5]
and performance analysis of towed decoy jamming [6, 7].
There are few studies on guidance laws against towed de-
coys. Since the dynamic properties of guidance system are
complicated, the design method of the controller based on
linear models is no longer suitable. Therefore many non-
linear control methods are widely applied in the field of
the aircraft control. Since the sliding mode control the-
ory is of good robustness to the inner parameter perturba-
tions and outer disturbances of the system, which make it
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applied to guidance law design widely. In [8], the slid-
ing mode method was firstly used to design the guidance
law for air-to-air missiles. In order to deal with distur-
bances with unknown upper bounds, an adaptive technol-
ogy was introduced in the controller design [9, 10]. In
[9], an adaptive controller was proposed for linear time-
invariant systems based on adaptive control technique. In
[10], an adaptive second-order sliding mode output feed-
back controller was proposed for dynamical system with
disturbances with unknown upper bounds. However, the
adaptive parameters are not bounded. In [11–13], an adap-
tive nonsingular sliding mode guidance law was designed
with impact angle constraints. In [14], the adaptive sliding
mode guidance law was designed for the situation of in-
terception of high-speed large maneuvering target. Since
sign functions are contained in the guidance law, system
chattering will be introduced. In order to address this
problem, the adjustment of high-gain guidance parame-
ters was realized by the guidance law based on intelligent
control and sliding mode theory in [15], thus the chatter-
ing caused by sign functions will be eliminated. In addi-
tion, the delays may also cause chattering in sliding mode
control systems [16, 17]. A sliding mode output feedback
controller was designed for non-linear systemwhich can
compensate the status and output delays in [17]. Com-
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pared to asymptotic stability guidance laws [14, 15], the
guidance law which can realize convergence to an equilib-
rium point in finite time makes more theoretical and prac-
tical sense. The terminal sliding mode guidance law con-
verging in finite time with impact angle constraint using
terminal factors was proposed in [18]. But the controller
has the singularity problem. To deal with the singularity
problem, the finite time convergence guidance law with
impact angle constraint was proposed in [19], based on
non-singularity terminal sliding mode surface combined
with expanded state observer. Some back-stepping con-
trollers were proposed to have strong robustness in exter-
nal disturbance and high precision in guidance law sys-
tem [18, 20–23]. For example, some guidance laws with
finite time convergence using integral back-stepping con-
trol method were proposed by considering the missile au-
topilot in [18, 20]. In [21], a three-dimensional guid-
ance law was designed accounting for considering aerody-
namic uncertainties, cross-coupling effects, model uncer-
tainties and target maneuvers, based on second-order slid-
ing mode and back-stepping technique. A back-stepping
controller of integrated missile guidance and control sys-
tem designed using active disturbance rejection control
theory in [22]. In [23], an adaptive back-stepping con-
troller was proposed for missile guidance and control sys-
tem, which used the sliding mode theory and fuzzy theory.

In the actual control system design, input saturation
problems must be considered [24–27]. An auxiliary sys-
tem was formed and an adaptive dynamic surface con-
troller was shown in [26] to solve the problem of input
saturation of guidance control system. Not only the sta-
bility of the system was guaranteed, but also the satis-
fying interception performance was obtained. Dynamic
surface controllers based on neural network were given in
[26] to deal with the input saturation problem of a class
of uncertain nonlinear systems. An adaptive dynamic sur-
face controller was given in [27] by an auxiliary system
to solve the three-dimension of guidance problem with in-
put saturation in autopilot. Based on back-stepping slid-
ing mode method and auxiliary system, the guidance law
to deal with uncertainty and input saturation of towed de-
coy situation is deduced in this paper. Compared with the
above literatures, the innovation points of this paper are as
follows: 1) A new guidance strategy is proposed based on
heading angle method and parallel approaching method.
That the trajectory of guidance is above the towed decoy
by a suitable angle is guaranteed by heading angle method.
Meanwhile, the accurate interception of missiles to targets
is guaranteed by parallel approaching method. 2) Com-
pared to [14, 15], not only the input saturation problem is
considered, but also a guidance law against towed decoys
based on back-stepping sliding mode method is proposed.
3) Compared to [25–27], the two adaptive back-stepping
sliding mode guidance laws converge much faster and a
new type of auxiliary system is proposed.

The structure of this paper is as follows: Firstly, the
system model with towed decoy is derived. Then, based
on back-stepping sliding mode method, an adaptive back-
stepping sliding mode controller is given, which makes
the system state converges to an equilibrium point in finite
time. Furthermore, in order to solve input saturation prob-
lems, an anti-saturation controller is given using adaptive
and back-stepping sliding mode methods, with the help
of an auxiliary system. And the state parameters of the
system are asymptotically stable. Finally, a strict proof
is given using Lyapunov stability theory, and the effec-
tiveness of these two guidance laws is validated through
numerical simulation.

2. DESRIPTION OF SYSTEM MODEL

In two dimension surface, the missile-target relative
movement with towed disturbance is as shown in Fig. 1.
Missile, target and towed decoy are treated as mass equi-
librium and denoted by M, T and T RAD. The connecting
line from missile to target is the line of sight. The other
parameters are shown in the Fig. 1.

As shown in Fig. 1, r is the relative distance between
missile and target. L is the length of towed line which can
be given by radar or set as typical value from experience.
q is the line of sight angle, which is the angle between line
of sight and horizontal line. qT RAD is the line of sight angle
of towed decoy. ∆q is the difference between qT RAD and q.
φM and φT are the angles of velocity direction. θM and θT

are the leading angles of missile and target. VM and VT are
the velocities of missile and target.

Fig. 1. The relative movement with towed decoy.
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Suppose that the longitudinal velocities of missile and
target are a constant respectively. Based on the geomet-
rical relationship shown in Fig. 1, the relative movement
can be described as shown below differential equations:

∆q · r = LsinθT , (1)

q = qT RAD −∆q, (2)

θM = qT RAD −∆q−φM, (3)

θT = qT RAD −∆q−φT , (4)

ṙ =VT cosθT −VM cosθM, (5)

rq̇ =−VT sinθT +VM sinθM. (6)

According to (1), one obtains

∆q =
LsinθT

r
. (7)

Computing the first order derivative of (7), combining
(6), leads to

∆q̇ =
Lθ̇T cosθT

r
−Lṙ

VM sinθM

r2Vt
+

Lṙ
rVt

q̇. (8)

Computing the derivative of (6)

ṙq̇+ rq̈ =−V̇T sinθT −VT cosθT (q̇− φ̇T )

+V̇M sinθM +VM cosθM(q̇− φ̇M). (9)

Furthermore, equation (9) can be rewritten as

q̈ =−2ṙ
r

q̇− aM

r
+g(t), (10)

where aT = VT φ̇T cosθT and aM = VMφ̇M cosθM are the
normal components of acceleration of missile. g(t) is tar-
get’s normal accelerations, during designing the guidance
law and regarded as the system’s unknown external distur-
bance input.

Based on leading angle method and parallel approach-
ing guidance theory, if angle ∆q and line of sight rate q̇
satisfy

lim
t→t f

∆q(t) = 0,

lim
t→t f

q̇(t) = 0.
(11)

The accurate interception of missile and target will be
guaranteed, where t f is the interception time.

Remark 1: In [29], the trajectory of guidance is above
the towed decoy by a suitable angle is guaranteed by head-
ing angle method. Meanwhile, the accurate interception of
missiles to targets is guaranteed by parallel approaching
method [20].

In order to satisfy the requirement of interception con-
trol, let x1 = ∆q(t) and x2 = q̇(t) as state variables, com-
bining (8) and (10), one obtains

ẋ1 = F +
Lṙ
rVt

x2, (12)

ẋ2 =−2ṙ
r

x2 −
1
r

u+d, (13)

where F = Lθ̇T cosθT
r − Lṙ VM sinθM

r2VT
, u = aM is the input of

control, d = g(t) is the unknown disturbance of system.
Remark 2: As is restrained by acceleration capability,

the maximum lateral acceleration that can be actually pro-
vided by the missile and the target is limited. Thus, d is
bounded.

In the terminal guidance stage, subject to the limitation
of the power of angle tracking system of seeker and over-
load of receiver. According to [11], there is a minimum
working distance r0 for the seeker. When the relative dis-
tance between the missile and the target is less or equal
to r0, the inertial flying of missile in the guidance process
is ended. Without loss of generality, the beginning time
of terminal guidance is set as 0. For the convenience of
guidance law design, the following assumption is given.

Assumption 1: There exists an unknown upper bound
of disturbance d in the system model (13). That is, there
is a positive constant dM which satisfies

|d| ≤ dM. (14)

3. DESIGN OF CONTROLLERS

Considering system models (12)-(13), the problems of
uncertainty and input saturation of the system, an adap-
tive back-stepping sliding mode controller and an adap-
tive back-stepping sliding mode saturation controller are
designed using sliding mode, back-stepping and adaptive
methods in this paper.

Lemma 1 [11]: For xi ∈ R, i = 1, ..., n, 0 < p ≤ 1 is
real number, then the following inequality holds

(|x1|+ · · ·+ |xn|)p ≤ |x1|p + · · ·+ |xn|p . (15)

Lemma 2 [28]: Consider the system in (16), Sup-
pose that there exists a Lyapunov function V (x), scalars
ρ ∈ (0,1), α > 0, and 0 < σ < ∞, such that V̇ (x) ≤
−αV ρ(x)+σ . Then, we define the trajectory of this sys-
tem as practical finite-time stability (PFTS).

ẋ = f (x(t)) , x(0) = 0, f (0) = 0, x ∈ R. (16)

3.1. Controller design based on back-stepping sliding
mode and adaptive methods

Suppose that the upper bound of external disturbance d
is unknown. An adaptive back-stepping sliding mode fi-
nite time controller is obtained using back-stepping slid-
ing mode control theory and adaptive algorithm. The spe-
cific process is as follows:

In order to facilitate to design a finite time controller
using back-stepping method, let

z1=x1, (17)
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z2 = x2 − xν
2 . (18)

Referring to [11], the virtual controller can be obtained
as

xv
2 =− rVt

Lṙ
(F + k1x1 + k2 f (x1)) , (19)

f (x1) =


r1

α0

(
eα0|x1|−1

)
sign(x1)

+ r2sign(x1)x2
1, |x1| ≤ η ,

sig(x1)
γ , otherwise,

(20)

r1 = (2− γ)ηγ−1, (21)

r2 = (γ −1)ηγ−2, (22)

where 0 < γ < 1, α , β , k1, k2 and η are positive constants
respectively.

Proposition 1: Using virtual controller (19), then state
variable x1 in (12) converges to 0 in finite time.

Proof: Choose the Lyapunov function as

V1 =
1
2

x2
1. (23)

Computing the first order derivative of (23), combining
(17) and (19), yield

V̇1 =x1ẋ1

− x1(k1x1 + k2 f (x1))

− k1x2
1 − k2x1 f (x1). (24)

When |x1|> η , according to (24)

V̇1 =−k1x2
1 − k2x1sig(x1)

γ

≤−2k1V1 −2(γ+1)/2k2V
(γ+1)/2

1 . (25)

When |x1| ≤ η , according to (24)

V̇1 =− k1x2
1 − k2

r1

α0

(
eα0|x1|−1

)
|x1|

− k2r2x1sign(x1)x2
1

=− k1x2
1 − k2

r1

α0

(
eα0|x1|−1

)
|x1|− k2r2 |x1|x2

1

≤−2k1V1. (26)

The above proof shows that x1 converges to 0 in finite
time. □

To guarantee the whole closed-loop system converges
in finite time, choose sliding mode surface as

s = z2. (27)

To deal with time varying disturbance d with unknown
upper bound, discontinuous finite time controller (28)-
(29) is given in this paper, where k3, k4, h and p are pos-
itive constants. d satisfies d ≤ dM , dM is an unknown
positive constant, and d̂M is the estimated value of dM ,

d̃M = dM − d̂M . Inspired by [11], the adaptive back-
stepping sliding mode controller is given by

u =−2ṙx2 +
Lṙ
Vt

x1 + r
(
ẋv

2 + k3s+
(
k4+d̂M

)
sign(s)

)
,

(28)
˙̂dM = p |s|−hd̂M. (29)

Remark 3: In theory, s and ˙̂dM will converge to zero
in finite time. However, in practice, as the right-hand side
of ˙̂dM in (29) could be strictly positive for all time, ˙̂dM

may grow without bound. We can use ˙̂dM = p |s|−hd̂M to
replace (29) to deal with the problem practically, where p
and h are positive constants.

Theorem 1: In the case that d is bounded but the upper
boundary is unknown in the system (12)-(13), the follow-
ing conclusions can be obtained using the adaptive back-
stepping sliding mode controller (28)-(29).

1) There exists an upper bound of adaptive
parameterd̂M , and there is a positive constant d̄M satis-
fying d̂M ≤ d̄M .

2) Sliding mode manifold s converges to 0 in finite time.
3) State variables x1 and z2 of system converge to 0 in

finite time.
Proof: Choose the Lyapunov function as

V2 =
1
2

x2
1 +

1
2

s2 +
1

2p
d̃2

M. (30)

Computing the first order derivative of V2, substituting
control law (28)-(29) into it yields

V̇2 =ẋ1 + sṡ− 1
p

d̃Ṁ̃dM

=x1

(
F +

Lṙ
rVt

(s+ xν
2 )

)
+ s(ẋ2 − ẋν

2 )−
1
p

d̃Ṁ̃dM

+ s
(
−2ṙ

r
x2 −

1
r

u+d − ẋν
2

)
− 1

p
d̃Ṁ̃dM

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s

+
h
p

(
dM − d̂M

)
d̂M

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s

− 1
p

(
dM − d̂M

)2
+

1
p

(
dM − d̂M

)2

+
1
p

(
dM − d̂M

)
hd̂M

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s

+
1
p

(
dM − d̂M

)(
dM +(h−1) d̂M

)
− 1

p

(
dM − d̂M

)2

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s

− 1
p

[
−(h−1) d̂2

M +(h−2)dM d̂M +d2
M

]
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− 1
p

(
dM − d̂M

)2
. (31)

Case 1: If |x1|> η , equation (31)can be written as

V̇2 ≤− k1x2
1 − k2x1 sig(x1)

γ − k4sign(s)s− 1
p

(
dM − d̂M

)2

− k3s2 − 1
p

[
−(h−1) d̂2

M +(h−2)dM d̂M +d2
M

]
≤− k1x2

1 − k3s2 − 1
p

(
dM − d̂M

)2

− 1
p

[
−(h−1) d̂2

M +(h−2)dM d̂M +d2
M

]
. (32)

Case 2: If |x1| ≤ η , equation (31) can be written as

V̇2 ≤− k2x1

(
r1

α0

(
eα0|x1|−1

)
sign(x1)+ r2 sign(x1)x2

1

)
− k1x2

1 − k3s2 − k4sign(s)s− 1
p

(
dM − d̂M

)2

− 1
p

[
−(h−1) d̂2

M +(h−2)dM d̂M +d2
M

]
≤− k1x2

1 − k3s2 − 1
p

(
dM − d̂M

)2

− 1
p

[
−(h−1) d̂2

M +(h−2)dM d̂M +d2
M

]
. (33)

According to (32) and (33)

V̇2 ≤−ΠV̇2 +
h2d2

M

4p(h−1)
, (34)

where Π = min{2k1,2k3,2}, and the maximum values of
− 1

p

[
−(h−1) d̂2

M +(h−2)dM d̂M +d2
M

]
is h2d2

M
4p(h−1) .

According to (34), V2 is not increasing, and s and d̃M

are bounded. Furthermore, d̂M is bounded.
Then conclusion 1) is obtained.
Choose Lyapunov function as

V3 =
1
2

x2
1 +

1
2

s2 +
1
p
(d̄M − d̂M)

2, (35)

where d̄M is a positive constant and satisfies d̄M > d̂M and
d̄M > dM .

Computing the derivative of V3

V̇3 =ẋ1 + sṡ− 2
p
(d̄M − d̂M )̇̂dM

=− k1x2
1 − k2x1 f (x1)+ x1s

+ s
(
−2ṙ

r
x2 −

1
r

u+d − ẋν
2

)
− 2

p
(d̄M − d̂M )̇̂dM.

(36)

Substituting control law (28)-(29) into (36), leads to

V̇3 =ẋ1 + sṡ− 2
p
(d̄M − d̂M)

(
p |s|−hd̂M

)

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4 |s| − |s|(d̄M − d̂M)

+
2
p
(d̄M − d̂M)hd̂M

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4 |s|− (d̄M − d̂M) |s|

+
h

2p
d̄2

M. (37)

To analyze the convergence problem of sliding mode,
the problem is divided into the following six situations to
discuss.

Case 1: If |x1| > η and s ̸= 0, equation (37) can be
written as

V̇3 ≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4 |s|

− (d̄M − d̂M) |s|+
h

2p
d̄2

M

≤− k1x2
1 − k2x1 sig(x1)

γ − k3s2 − k4 |s|

− (d̄M − d̂M) |s|+
h

2p
d̄2

M

≤−min(2(1+γ)/2k2, |s|1/2)min(V (1+γ)/2
3 ,V 1/2

3 )

+
h

2p
d̄2

M. (38)

Case 2: If |x1| > η and s ≡ 0, equation (37) can be
written as

V̇3 ≤− k1x2
1 − k2x1 sig(x1)

γ − k3s2 − k4 |s|

− (d̄M − d̂M) |s|+
h

2p
d̄2

M

≤− k1x2
1 − k2x1 sig(x1)

γ +
h
2

d̄2
M

≤−2k1V3 +
h

2p
d̄2

M. (39)

According to (39) and Proposition 1, system variable x1

converges to 0 in finite time.
Case 3: If |x1|> η and s ̸≡ 0, substitute controller (28)

into (13)

ẋ2 =
Lṙ
rVt

x1 −
(
ẋv

2 + k3s+
(
k4+d̂M

)
sign(s)

)
+d ̸= 0.

(40)

So when s ̸≡ 0, ẋ2 is not an attractor. It can be guar-
anteed that the sliding mode manifold s converges to 0 in
finite time.

Case 4: If |x1| ≤ η and s ̸= 0, equation (37) can be
rearranged as

V̇3 =− k1x2
1 − k2

r1

α0

(
eα0|x1|−1

)
|x1|− k2r2 sign(x1)x2

1

− k3s2 − k4 |s|− (d̄M − d̂M) |s|+
h

2p
d̄2

M

≤− k1x2
1 − k2r2 sign(x1)x2

1 − k3s2 − k4 |s|



Guidance Laws against Towed Decoy Based on Adaptive Back-stepping Sliding Mode and Anti-saturation ... 1729

− (d̄M − d̂M) |s|+
h

2p
d̄2

M

≤−min(2(1+γ)/2k2r2, |s|1/2)min(V (1+γ)/2
3 ,V 1/2

3 )

+
h

2p
d̄2

M. (41)

Case 5: If |x1| ≤ η and s ≡ 0,

V̇3 =− k1x2
1 − k2

r1

α0

(
eα0|x1|−1

)
|x1|− k2r2 sign(x1)x2

1

− k3s2 − k4 |s|− (d̄M − d̂M) |s|+
h
2

d̄2
M

≤− k1x2
1 − k2r2 sign(x1)x2

1 +
h
2

d̄2
M

≤− (2(1+γ)/2k2r2)V
(1+γ)/2

3 +
h
2

d̄2
M. (42)

According to (42) and Proposition 1, system variable x1

converges to 0 in finite time.
Case 6: If |x1| ≤ η and s ̸≡ 0, substitute controller (28)

into (13)

ẋ2 =
Lṙ
rVt

x1 −
(
ẋv

2 + k3s+
(
k4 + d̂M

)
sign(s)

)
+d ̸= 0.

(43)

So s ̸≡ 0, and s is not an attractor, and that the sliding
mode manifold converges to 0 in finite time can be guar-
anteed.

From all above, the closed-loop system converges in fi-
nite time. Furthermore, sliding mode manifold s and x1

converge to 0 in finite time as well.
So conclusion 2) is obtained.
Since sliding mode manifold s and x1 converge in finite

time, according to (27), z2 converges to 0 in finite time.
Then conclusion 3) is proved.

Therefore, the whole proof of Theorem 1 is completed.
□

3.2. Design of anti-saturation controller based on
bask-stepping sliding mode and adaptive meth-
ods

The saturation problem is not taken into consideration in
controller (28), but the limitation of missile load is an im-
portant influence factor on controller, which could even
cause the instability of the system. In order to solve this
problem, an auxiliary system is built to deal with input sat-
uration. Considering that the upper bound of time variable
disturbance is unknown, an anti-saturation controller is
proposed based on back-stepping sliding mode and adap-
tive methods.

Suppose the constraints of input saturation are

u =


umax, uc ≥ umax,

uc, umin < uc < umax,

umin, uc ≤ umin,

(44)

where, u is the desired control input, umax and umin are the
maximum and minimum of control inputs respectively.

To deal with input saturation, the aim auxiliary system
(45) is built up, with the reference of [19].

η̇V =


− kη ηV − 1

∥ηV∥2

(
|s∆u|+0.5∆u2)ηV

−∆uηV − k6 sigγ (ηV ) , ∥ηV∥⩾ σV ,

0, ∥ηV∥< σV ,

(45)

where ηV is the state variable of the auxiliary system. δV ,
kη and k6 are positive constants, ∆u = u−uc.

To deal with the problem that the upper bound of dis-
turbance is unknown and the constraint of input saturation,
the anti-saturation controller based on back-stepping slid-
ing mode and adaptive methods is given by

uc =r

(
(k4 + d̂M)sign(s)− k5ηV +

sµV (s)

ψ2
V +∥s∥2

)

−2ṙx2 +
Lṙ
Vt

x1 + r (ẋv
2 + k3s) , (46)

where µV (s) = 0.5k2
5s2.

And

ψ̇V =


− kV ψV − µV (s)ψV

ψ2
V +∥s∥2 + k7 sign(ψV ) ,

∥s∥⩾ ψφ ,

0, ∥s∥< ψφ ,

(47)

˙̂dM = p |s|−hd̂M, (48)

where kV , Ψϕ and k7 are positive constants.
Theorem 2: For the system (12)-(13), if Assumption 1

is satisfied, the following conclusions can be draw using
controller (46).

1) There exists an upper bound of adaptive
parameterd̂M , and there is a positive constant d̄M

satisfyingd̂M ≤ d̄M .
2) Sliding mode surface s is practical finite-time stable.
3) State parameters x1 and z2 of system are practical

finite-time stable.
Proof: Adopt method similar to conclusion 1) in The-

orem1 to obtain: adaptive parameter d̂M , and there is a
positive constant d̄M satisfying d̂M ≤ d̄M .

So conclusion 1) is obtained.
Choose Lyapunov function as

V4 =
1
2

x2
1 +

1
2

s2 +
1
p

(
d̄M − d̂M

)2
+

1
2

ψ2
V +

1
2

η2
V .

(49)

Computing the derivative of V4 along system (12)-(13),
one obtains

V̇4 =x1

(
F +

Lṙ
rVt

(s+ xν
2 )

)
+ s(ẋ2 − ẋν

2 )
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− 2
p

(
d̄M − d̂M

)˙̂dM +ψV ψ̇V +ηV η̇V

=
Lṙ
rVt

x1s+x1

(
F +

Lṙ
rVt

(
− rVt

Lṙ
(F + k1x1 + k2 f (x1))

))
+ s
(
−2ṙ

r
x2 −

1
r

u+d − ẋν
2

)
− 2

p

(
d̄M − d̂M

)˙̂dM

+ψV ψ̇V +ηV η̇V

=− k1x2
1 − k2x1 f (x1)+

Lṙ
rVt

x1s

+ s
(
−2ṙ

r
x2 −

1
r

u+d − ẋν
2

)
− 2

p

(
d̄M − d̂M

)˙̂dM

+ψV ψ̇V +ηV η̇V . (50)

Substituting the virtual controller (19) and (45)-(47)
into (47)

V̇4 ≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s− kη η2

V

− kψ ψ2
V − k6ηV sigγ (ηV )−ψV k7 sign(ψV )

+ s
(
d − d̂M

)
− 2

p

(
d̄M − d̂M

)˙̂dM + k5ηV s+ s∆u

−|s∆u|− 1
2

∆u2 −ηV ∆u− s2µV (s)

ψ2
V +∥s∥2

− µV (s)ψ2
V

ψ2
V +∥s∥2 . (51)

Substituting the adaptive algorithm (48) into (51), lead
to

V̇4 ≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s

− kη η2
V − kψ ψ2

V − k6ηV sigγ (ηV )

−ψV k7 sign(ψV )−|s|(d̄M − d̂M)

+
2
p
(d̄M − d̂M)hd̂M + k5ηV s+ s∆u

−|s∆u|− 1
2

∆u2 −ηV ∆u− s2µV (s)

ψ2
V +∥s∥2

− µV (s)ψ2
V

ψ2
V +∥s∥2 . (52)

Because of s∆u − |s∆u| ≤ 0, inequality (52) can be
rewritten as

V̇4 ≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s

− kη η2
V − kψ ψ2

V − k6ηV sigγ (ηV )

−ψV k7 sign(ψV )+
1
p

(
dM − d̂M

)
hd̂M

+ k5ηV s− 1
2

∆u2 −ηV ∆u− s2µV (s)

ψ2
V +∥s∥2

−
µV (s)

(
ψ2

V + s2
)
−µV (s)s2

ψ2
V +∥s∥2

≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s− kη η2

V

− kψ ψ2
V − k6ηV sigγ (ηV )−ψV k7 sign(ψV )

−|s|(d̄M − d̂M)+
2
p
(d̄M − d̂M)hd̂M

+ k5ηV s− 1
2

∆u2 −ηV ∆u−µV (s) . (53)

Since

k5ηV s−ηV ∆u ≤ 1
2

k2
5s2 +η2

V +
1
2

∆u2, (54)

inequality (53) can be written as

V̇4 ≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s− kη η2

V

− kψ ψ2
V − k6ηV sigγ (ηV )−ψV k7 sign(ψV )

−|s|(d̄M − d̂M)+
2
p
(d̄M − d̂M)hd̂M

+
1
2

k2
5s2 +η2

V −µV (s) . (55)

Since µV (s) = 0.5k2
5s2, equation (55) can be rearranged

as

V̇4 ≤− k1x2
1 − k2x1 f (x1)− k3s2 − k4sign(s)s− kψ ψ2

V

− (kη −1)η2
V − k6ηV sigγ (ηV )−ψV k7 sign(ψV )

−|s|(d̄M − d̂M)+
2
p
(d̄M − d̂M)hd̂M. (56)

If x1 > η , equation (56) can be rewritten as

V̇4 ≤− k1x2
1 − k2x1 sig(x1)

γ − k3s2 − k4sign(s)s

− (kη −1)η2
V − kψ ψ2

V − k6ηV sigγ (ηV )

− k7ψV sign(ψV )−|s|(d̄M − d̂M)

+
2
p
(d̄M − d̂M)hd̂M

≤−min(2(1+γ)/2k2, |s|1/2 ,2(1+γ)/2k6,k
1/2
7 )

×min(V (1+γ)/2
4 ,V 1/2

4 )+
h

2p
d̄2

M. (57)

If |x1| ≤ η , equation (56) can be written as

V̇4 ≤− k1x2
1 − k2

r1

α0

(
eα0|x1|−1

)
sign(x1)x1

− k2r2 sign(x1)x2
1 − k3s2 − k4sign(s)s

− (kη −1)η2
V − kψ ψ2

V − k6ηV sigγ (ηV )

− k7ψV sign(ψV )−|s|(d̄M − d̂M)

+
2
p
(d̄M − d̂M)hd̂M

≤− k1x2
1 − k2r2 sign(x1)x2

1 − k3s2 −|s|(d̄M − d̂M)

− k4sign(s)s− (kη −1)η2
V − kψ ψ2

V

− k6ηV sigγ (ηV )− k7ψV sign(ψV )

+
2
p
(d̄M − d̂M)hd̂M
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≤−min(2(1+γ)/2k2r2, |s|1/2 ,2(1+γ)/2k6,k
1/2
7 )

×min(V (1+γ)/2
4 ,V 1/2

4 )+
h

2p
d̄2

M. (58)

where ϕ (t) = k1x2
1 + k3s2 +(kη −1)η2

V + kψ ψ2
V , kη > 1.

According to the above (54)-(55) and Lemma 2, it can
be seen that the s is practical finite-time stable. So conclu-
sion 2) in Theorem 2 is valid.

Since sliding mode manifold s and x1 are practical
finite-time stable, from (27) z2 is also practical finite-time

Therefore, the whole proof of conclusion 3) in Theorem
2 is completed. □

Remark 4: The constrains (44) of input saturation and
the controller (46) are represented by k5ηV , mainly from
the following two aspects:

If ∥ηV∥ ≥ σV > 0, there exists input saturation:
(a) If uc ≥ umax, uc decreases to umax can be guaranteed

by k5ηV ;
(b) If uc < umin, uc increases to umin can be guaranteed

by k5ηV .
So, uc = umax or uc = umin.
If ∥ηV∥< σV and η̇V = 0, then there is no input satura-

tion. So ∆u = 0. umin < uc < umax can be guaranteed by
k5ηV . So u = uc.

4. SIMULATIONS

In order to verify the effectiveness of controllers (28)-
(29) and controllers (45)-(48), we will carry out the fol-
lowing simulation.

4.1. Simulation analysis on adaptive back-stepping
sliding mode controller

Assume that the flight speed of a certain type interception
the Mach is 4.5, and velocity of sound is 295.07 m/s. The
speed of the target is 700 m/s. The missile and target are
moving in the vertical surface.

Suppose at the beginning of terminal guidance phase,
the position of the missile in inertial coordinates is
xm(0) = 0.5 km, ym(0) = 16 km. The initial trajectory de-
flection angle φm(0) is 10◦; similarly, the position of target
is xt(0) = 12 km, yt(0) = 17.5 km. The initial trajectory
deflection angle φt(0) is 0◦; the missile equips with an ac-
tive radar seeker, and its dead zone is 100 m; the length
L of towed decoy is 100 m; parameters in controller (28)
are chosen as k1 = 100, k2 = 70.5, k3 = 0.003, k4 = 0.003,
γ = 0.85, h = 0.5, p = 0.8, α0 = 0.5 and η = 0.01; normal
acceleration of missile is set as 40g, g = 9.8 m/s2.

Suppose the measurement noise of line-of-sight rate
is Gauss white noise with mean value 0 and variance
1× 10−4. The target is taking a cosine movement atε =
4gcos(πt/4) in the direction vertical to line-of-sight.

For better illustration, the integral sliding mode guid-
ance law (ISMGM) [16] is employed in simulations for
performance comparison.

Fig. 2. Trajectories of missile and target.

Fig. 3. 3The relative distance of missile and target.

Table 1. Miss distances and interception times.

Guidance law Miss distance(m) Interception time(s)
ISMGM 0.5428 15.67
ABSMC 0.1836 15.21

The simulation curves include the trajectories of mis-
sile and target, the relative distance of missile and target,
the curve of line-of-sight angle rate, the curve of adap-
tive parameter obtained by adaptive back-stepping sliding
mode controller (ABSMC) shown in Figs. 2-5. The curve
of line-of-sight angle ∆q, the curve of missile normal ac-
celeration, obtained by ABSMC and ISGM are shown in
Figs. 6-7. Table 1 presents the miss distances and inter-
ception times, obtained by these two different guidance
laws.

From Fig. 2, it can see that the missile intercepts the
target exactly in two-dimension surface. Fig. 3 shows that
the interception time is 15.21 s and miss distance is 0.1836



1732 Ji-Peng Dong, Jing-Guang Sun, Yong Guo, and Shen-Min Song

Fig. 4. Curve of line-of-sight angle ∆q.

Fig. 5. Curve of adaptive parameter.

Fig. 6. Curve of line-of-sight angle rate.

Fig. 7. Curve of missile normal acceleration.

m, which meet the requirement of high accuracy guidance.
Fig. 4 depicts that the difference angle ∆q approximately
goes to zero. From Fig. 5, it can be seen that the adap-
tive parameters tend to steady-state values in short time.
From the Fig. 6, it can be obtained the proposed ABSMC
can ensure that the line-of-sight angular rate converge to
a small neighourhood of zero rapidly in finite time for the
two cases and they do not diverge until the last instant.
ISGM diverges at an early time which leads to a large miss
distance (see Table 1), so the guidance performance of the
proposed ABSMC law is superior to that of ISGM. Fig.7
indicates that the acceleration commands under the pro-
posed ABSMC law experience the occurrence of the satu-
ration in the initial phase of the terminal guidance process
with a smaller control gain compared with ISGM.

4.2. Simulation analysis on anti-saturation controller
based on back-stepping sliding mode and adap-
tive methods

In order to verify the effectiveness of controller (45)-(48),
we set the initial values of missile and target as same as
those in 4.1 section. In order to test the robustness to the
proposed control strategy, the simulation is divided into
three cases of target acceleration as follows:

Case 1: Constant maneuvering at = 4g
Case 2: Cosine maneuvering at = 4gcos(πt/4)
Case 3: Square wave maneuvering

at = 5g · sign(sin(0.4πt)).

The guidance distance of seeker r0 = 100 m. Param-
eters in controller are set as: k1 = 100, k2 = 70.5, k3 =
0.003, k4 = 0.003, k5 = 0.001, k6 = 0.02, k7 = 0.05,kη =
1, σV = 0.1, kψ = 1, ψϕ = 0.01, γ = 0.85, h= 0.2, p= 1.2,
α0 = 0.5 and η = 0.01. Normal acceleration of missile is
set as 40g, g = 9.8 m/s2. The simulation results are shown
in Figs. 8-11 and Table 2.
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Fig. 8. Trajectories of missile and target.

Table 2. Miss distances and interception times.

Miss
distance(m)

Interception
time(s)

at = 4g 0.3836 14.86
at = 4gcos(πt/4) 0.563 15.21

at = 5g · sign(sin(0.4πt)) 0.746 15.41

It can be clearly observed from the Fig.8 that, with the
implementation of the proposed controllers (45)-(48), the
missile can intercept the target successfully for all the tar-
get acceleration profiles of Cases 1-3. From the Fig. 9, it
shows that all ∆q converges to zero in finite time, which
guarantees the accuracy hit of missile to the target. From
the Fig.10, it can be obtained that both proposed guidance
laws can ensure that line-of-sight angle rates converge to
zero in finite time for the target acceleration profiles of
Cases 1-3. Fig. 11 shows the curves of the interception
missile normal acceleration under three Cases 1-3. Be-
cause the influence derived from the dynamic delay of the
automatic pilot in the missile does not be considered. The
acceleration of the missile at a control-time point is larger.
Fig.12 indicates the curves of the adaptive parameters in
the controllers (45)-(48), revealing that after a period of
time adaptive parameters tend to stable value. The miss
distances and interception time achieved by the proposed
controllers (45)-(48) for the three cases, respectively, (see
Table 2).

5. CONCLUSION

Two guidance laws are proposed in this paper using
sliding mode, back-stepping and adaptive method to deal
with the guidance problem with towed decoy. Main con-
clusions are as followings:

1) Trajectory models of missile and target with towed
decoy are given. And a new guidance strategy is pro-

Fig. 9. Curve of line-of-sight angle ∆q.

Fig. 10. Curve of line-of-sight angle rate.

Fig. 11. Curve of missile normal acceleration.
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Fig. 12. Curve of adaptive parameter.

posed based on heading angle method and parallel ap-
proach method.

2) Considering unknown bounded system disturbance,
a back-stepping sliding mode controller is given, which
can guarantee the states of the system are stable in finite
time. An anti-saturation controller is given using adaptive
and back-stepping sliding mode methods, with the help of
an auxiliary system. And the state variables of the system
are asymptotically stable.

3) Strict proofs of the two controllers are given using
Lyapunov theory. Simulation results have been presented
to confirm the effectiveness of the proposed methods.
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