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Robust Proportional-derivative Control on SO(3) with Disturbance Com-
pensation for Quadrotor UAV
Andreas P. Sandiwan, Adha Cahyadi, and Samiadji Herdjunanto*

Abstract: This paper presents a control law that can counter both random disturbance and inertia matrix pertur-
bation in quadrotor attitude stabilization. The control law consists of an ordinary proportional-derivative control
and a disturbance compensation. The disturbance compensation is designed by creating a virtual force that always
attracts the quadrotor’s state variables back to the equilibrium point. Numerical simulations demonstrate that the
control law can counter the effect of the disturbance and perturbation by reducing the upper bound of solution and
reducing the vibration effectively.
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1. INTRODUCTION

Unmanned Aerial Vehicle (UAV) is a flying machine
that can be remotely controlled or fly autonomously.
UAVs are popularly used for commercial, military, and
academic purposes [1]. Currently, UAVs’ usages in com-
mercial and academic environment increase as their prices
get cheaper. Quadrotor is an appealing UAV type because
it has simple mechanical structure [2]. Instead of using
swashplate like common helicopter, quadrotor controls ro-
tational speed of its four rotors to manipulate its attitude.
This yields the need of attitude control algorithm that con-
trols the rotors’ rotational speed [3].

In order to control the attitude of a quadrotor, one needs
to represent the attitude properly. There are three ap-
proaches to attitude control. The first approach controls
roll, pitch, and yaw (RPY) angles separately, which is
called separate RPY control as shown in [4]. The second
method uses quaternions as attitude representation. Al-
though quaternions do not have singularities, a single at-
titude may be represented by two antipodal points on the
three-sphere [5]. The third approach considers quadro-
tor’s kinematics equation in SO(3) group. The separate
RPY control, despite its popularity, neglects the manifold
structure of rotation and cannot avoid singularity in the
rotation matrix. In the case of RPY attitude representa-
tion, singularity occurs when the pitch angle equals 90◦

[6]. The third approach has an advantage over the other
two, that is its ability to avoid singularity of roll, pitch,
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and yaw angle, and quaternions’ double covering problem
[5]. Several prior works that used this approach were Yu
[4], Yu [6], Lee [5, 7, 9], and Fernando [10].

Quadrotor has wide applications that set new demands
and expectations for quadrotor to operate in harsh environ-
ments [11]. This requires the quadrotor to be able to han-
dle disturbance, which is a challenging problem in quadro-
tor control [12]. There are many factors that contribute to
disturbance, such as wind, blade flapping, and unmodeled
motor and propeller dynamics. In addition to disturbance,
there are always parametric uncertainties such as pertur-
bation or uncertainties of inertia matrix [13].

Some works approached the disturbance problem by
detailed modelling of aerodynamics and wind effects on
quadrotor to estimate the disturbance, like those con-
ducted by Sydney [14], Tran [15], and Huang [16]. Syd-
ney created compensation term in control law by estimat-
ing wind effects on the quadrotor propeller. Tran studied
the interaction between propeller and wind, but did not
make any compensation. Huang [16] created disturbance
compensation for aggressively-maneuvering quadrotor by
considering blade flapping. Those works demonstrated
good results, but required a detailed model regarding the
effects of wind and detailed aerodynamics.

Another important challenge to address is inertia matrix
perturbation, which is a case of parametric uncertainties.
Sheng [13] designed an adaptive attitude tracking control
for unmanned helicopter using adaptive law. He success-
fully demonstrated the good performance of his control
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law via numerical simulation. Goodarzi [8] designed an
algorithm that can control a quadrotor UAV transporting a
payload connected via flexible cable.

A prior work in robust adaptive attitude tracking us-
ing SO(3) representation has been made by Lee in [9],
which is an extension from Fernando’s work [10]. They
approached the inertia matrix perturbation problem by us-
ing adaptive law. The disturbance was handled by a com-
pensation term that has a form similar to a signum func-
tion.

The objective of this research is to design a disturbance
compensation method and to investigate the effectiveness
of the disturbance compensation in countering disturbance
and inertia matrix perturbation. Compared to the works
made by [9] and [10], this paper aims at stabilization con-
trol, which is quite different from tracking control. Be-
cause of different error functions and design and analysis
concept, the compensation term in those works is not di-
rectly applicable to stabilization case; thus, it is modified
in this paper.

Moreover, in this paper, the disturbance is generalized
as a torque vector. This approach has an advantage that
it can cover general type of disturbance, such as wind,
blade flapping, and motor and propeller nonidealities. It
can also counter inertia matrix perturbation. This paper
demonstrates that for stabilization case, no adaptive law is
required to counter the inertia matrix perturbation. In ad-
dition, no detailed model or estimation for wind or aero-
dynamic effects is required to design disturbance compen-
sation.

The remainder of this paper is arranged in 5 sections.
Rotation in SO(3) is explained in Section 2. This is contin-
ued by Section 3 that explains quadrotor model in SO(3).
Section 4 describes proportional-derivative (PD) control
without and with disturbance and compensation. Next, the
numerical simulation and analysis are presented in Section
5. Finally, this paper is concluded in Section 6.

2. MATHEMATICS OF ROTATION IN SO(3)

In this section we address the necessary mathemat-
ics for operation in SO(3) group, mainly based on [4],
[17], and [18]. According to Euler’s theorem, any 3-
dimensional rotation of rigid body can be represented by
a rotation of a given axis by an angle. This is the pri-
mary feature of the SO(3) representation. This feature
distinguishes the SO(3) representation from its more pop-
ular counterpart, namely the roll, pitch, yaw (RPY) rep-
resentation. The RPY representation uses composition
of three consecutive rotations, while SO(3) representation
only uses single axis in ℜ3.

Suppose that ωωω ∈ ℜ3 is a unit vector specifying the ro-
tation axis of a rigid body, and φ ∈ ℜ is rotation angle
in radians. The position of a point at the rigid body as a
function of time is denoted by q(t). Rotation at constant

ωωω yields the point’s translational velocity as

q̇(t) =ωωω ×q(t) = ω̂ωωq(t). (1)

The hat notation maps a vector in ℜ3 to a skew-symmetric
matrix,

ω̂ωω =

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 . (2)

We denote the inverse mapping from ω̂ωω to ωωω as ∨ (vee),
such that ω̂ωω∨ = ωωω . All such matrices form a vector space
named so(3),

so(3) =
{

S ∈ ℜ3×3|ST =−S
}
. (3)

Rotation matrix R belongs to SO(3) group, defined as

SO(3) =
{

R ∈ ℜ3|R−1 = RT ,det(R) = +1
}
. (4)

The SO(3) group, which is a Lie group, actually means
"Special Orthogonal-3" group, which means a group of 3-
by-3 orthogonal matrices. Orthogonal matrices are char-
acterized by R−1 = RT . The group has the name special
because the matrix determinant is always +1. On the other
hand, the so(3) group, which contains skew-symmetric
matrices, is the Lie algebra of SO(3). Further explanation
can be found in [17].

We map matrices from so(3) to SO(3) using exponential
map as

R = exp(ω̂ωωφ) = I+φω̂ωω +
1
2!

(φω̂ωω)2 +
1
3!

(φω̂ωω)3 + · · · .
(5)

Equation (5) is commonly written as Rodrigues’ formula:

exp(ω̂ωωφ) = I+
ω̂ωω
∥ωωω∥ sin(∥ωωω∥φ)

+
ω̂ωω2

∥ωωω∥2 (1− cos(∥ωωω∥φ)) . (6)

For ∥ωωω∥ = 1, (6) becomes

exp(ω̂ωωφ) = I+ω̂ωω sin(φ)+ω̂ωω2 (1− cos(φ)) . (7)

Inverse mapping from SO(3) to so(3) is done by the log-
arithmic map, which is defined as

log(R) =
φ

2sinφ
(
R−RT ) , (8)

where φ is arccos
(

tr(R)−1
2

)
and |φ| < π . Moreover, if

R = I, ωωω can be chosen arbitrarily. The result of equation
(8) is still in skew-symmetric matrix of so(3) group. We
can write it in terms of ℜ3 by using the ∨ operator as

ζζζ = log(R)∨. (9)
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3. QUADROTOR UAV MODEL

This section explains quadrotor model based on the
works of Ataka [19] and [20]. The quadrotor model
is shown in Fig. 1. It also shows quadrotor’s posi-
tion in the inertial frame, which is denoted by vector
r =

[
x y z

]
. In Fig. 1, the quadrotor’s attitude

is described using roll (ϕ ), pitch (θ ), and yaw (ψ) an-
gle, written as ΨΨΨ =

[
ϕ θ ψ

]T . The angular ve-
locity is described in body frame axes, denoted as ΩΩΩb =[

p q r
]T . Note that the non-unit vector ΩΩΩb denotes

the angular velocity in body frame. Meanwhile, the vector
ωωω in the previous section denotes the unit vector specify-
ing the rotation axis. The relationship between them is
ΩΩΩb = φωωω , where φ is described in (8).

The inertia matrix of the quadrotor is as follows:

J =

 Jxx Jxy Jxz

Jxy Jyy Jyz

Jxz Jyz Jzz

 , (10)

where the indices x, y, and z in (10) denote x-,y-, and z-
axis in the body frame, respectively. For simplicity, we
assume that the quadrotor is symmetric to its x- and y-axis
as in [21]. This eliminates the axis coupling in quadrotor
system. Therefore, according to [22], the off-diagonal ele-
ments of the inertia matrix are zero, and equation (10) can
be written as

J =

 Jxx 0 0
0 Jyy 0
0 0 Jzz

 . (11)

Quadrotor’s system inputs are the squared an-
gular speeds of its four rotors, denoted by w =[

w2
1 w2

2 w2
3 w2

4

]T . The rotors generate the torques
τττ =

[
τx τy τz

]
and thrust T . The torques and thrust

Fig. 1. Quadrotor model.

are generated by manipulating the angular speeds as

τx = db
(
w2

4 −w2
2

)
, (12)

τy = db
(
w2

1 −w2
3

)
, (13)

τz = k
(
w2

1 −w2
2 +w2

3 −w2
4

)
, (14)

and

T = k
(
w2

1 +w2
2 +w2

3 +w2
4

)
. (15)

In equation (12) to (15), d, b, k are respectively the length
of the quadrotor’s arm, propeller thrust coefficient, and
propeller torque coefficient.

The quadrotor’s dynamics is defined by Euler equation,
i.e.,

τ = JΩ̇ΩΩb +ΩΩΩb ×JΩΩΩb, (16)

which can be rewritten as

Ω̇ΩΩb =−J−1(ΩΩΩb ×JΩΩΩb)+J−1τ, (17)

and quadrotor kinematics is defined by

Ṙ = RΩ̂ΩΩb. (18)

We can write the differential equation (18) in terms of the
angle ζζζ as

ζ̇ζζ =

(
I+

1
2

ζ̂ζζ +

(
1−α(∥ζζζ∥) ζ̂ζζ

∥ζζζ∥

))
ΩΩΩb, (19)

where α(∥ζζζ∥) = ζ
2 cot ζ

2 [17]. With equation (17) and
(19), the second order system of quadrotor UAV in SO(3)
is defined asζ̇ζζ =

(
I+

1
2

ζ̂ζζ +

(
1−α(∥ζζζ∥) ζ̂ζζ

∥ζζζ∥

))
ΩΩΩb,

Ω̇ΩΩb =−J−1(ΩΩΩb ×JΩΩΩb)+J−1τ.

(20)

4. ROBUST PROPORTIONAL-DERIVATIVE
CONTROL FOR QUADROTOR IN SO(3)

This section is divided into three parts. The first part
explains proportional-derivative (PD) control in nominal
condition (without disturbance and perturbation). The
second part addresses the design and analysis of distur-
bance compensation. The third part deals with the inertia
matrix perturbation. The fourth part concludes this section
by writing down the control algorithm under disturbance
and inertia matrix perturbation.

4.1. PD Control in nominal condition
Stabilization of quadrotor system can be achieved using

PD control already developed by [17].
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Theorem 1: (PD plus feedforward control on SO(3))
The quadrotor system in (20) can be asymptotically stabi-
lized by the following PD control law:

τττ =ΩΩΩb ×JΩΩΩb −Kpζζζ −KdΩΩΩb, (21)

where Kp and Kd are symmetric, positive definite gain
matrices and ζζζ = log(R)∨.

Proof: The closed-loop system satisfies

ζ̇ζζ =
∞

∑
n=0

(−1)nBn

n!

(
adn

ζ̂ζζ

(
Ω̂ΩΩb

))∨
=
(

βζ̂ζζΩ̂ΩΩb

)∨
,

Ω̇ΩΩb =−J−1Kpζζζ −J−1KdΩΩΩb, (22)

where {Bn} denotes Bernoulli numbers [17]. Bernoulli
numbers are a sequence of a signed rational numbers that
can be defined as the exponential generating function:

x
ex −1

=
∞

∑
n=0

Bnxn

n!
. (23)

The first few Bernoulli numbers from n = 0 to 8 are 1, -
1/2, 1/6, -1/30, 1/42, and -1/30, respectively. Meanwhile,
the ad operator, which works on so(3) group, is defined as

adn
ζ̂ζζ

(
Ω̂ΩΩb

)
=
(

ζ̂ζζΩ̂ΩΩb −Ω̂ΩΩbζ̂ζζ
)n

. (24)

With the ∨ operator, equation (24) becomes(
adn

ζ̂ζζ

(
Ω̂ΩΩb

))∨
= ζ̂ζζ

n
ΩΩΩb. (25)

Meanwhile, βζ̂ζζ is

βζ̂ζζ =
∞

∑
n=0

(−1)nBn

n!
adn

ζ̂ζζ . (26)

As a note, the kinematics equation in (22) is obtained from

ζ̇ζζ =
∞

∑
n=0

(−1)nBn

n!

(
adn

ζ̂ζζ

(
Ω̂ΩΩb

))∨
=

∞

∑
n=0

[
(−1)nBn

n!

(
adn

ζ̂ζζ

(
Ω̂ΩΩb

))]∨
=

[
∞

∑
n=0

(−1)nBn

n!

(
adn

ζ̂ζζ

(
Ω̂ΩΩb

))]∨
=
(

βζ̂ζζΩ̂ΩΩb

)∨
. (27)

The step from the first line to the third line of (27) can be
made because ((−1)nBn)/n! is a scalar. Further explana-
tion about Bernoulli numbers, the ad operator, and βζ̂ζζ can
be seen at [17].

The following Lyapunov function can be used to prove
the stability of (20) under control law (21):

W =
1
2

⟨[
ζζζ

ΩΩΩb

]
,

[
I3×3 εI3×3

εI3×3 K−1
p J

][
ζζζ

ΩΩΩb

]⟩
, (28)

where I3×3 is a 3 by 3 identity matrix. This can be simpli-
fied to

W =
1
2

ξξξ T Pεξξξ , (29)

where

ξξξ =

[
ζζζ

ΩΩΩb

]
, (30)

and

Pε =

[
I3×3 εI3×3

εI3×3 K−1
p J

]
. (31)

The time derivative of (28) alongside (22) is given as

Ẇ =
⟨

ζζζ ,ζ̇ζζ
⟩
+
⟨
ΩΩΩb,K−1

p JΩ̇ΩΩb
⟩

ε
⟨
(βζ̂ζζΩ̂ΩΩb)

∨,ΩΩΩb

⟩
+ ε
⟨
ζζζ ,Ω̇ΩΩb

⟩
≤
⟨

ζζζ ,ζ̇ζζ
⟩
+
⟨
ΩΩΩb,K−1

p JΩ̇ΩΩb
⟩

+ ε ⟨ΩΩΩb,ΩΩΩb⟩+ ε
⟨
ζζζ ,Ω̇ΩΩb

⟩
≤ ⟨ζζζ ,ΩΩΩb⟩+

⟨
ΩΩΩb,K−1

p JΩ̇ΩΩb
⟩

+ ε ⟨ΩΩΩb,ΩΩΩb⟩+ ε
⟨
ζζζ ,Ω̇ΩΩb

⟩
= ⟨ζζζ ,ΩΩΩb⟩

+
⟨
ΩΩΩb,K−1

p J
(
−J−1Kpζζζ −J−1KdΩΩΩb

)⟩
+ ε ⟨ΩΩΩb,ΩΩΩb⟩
+ ε
⟨
ζζζ ,−J−1Kpζζζ −J−1KdΩΩΩb

⟩
≤−

⟨
ΩΩΩb,K−1

p KdΩΩΩb
⟩
+ ε ⟨ΩΩΩb,ΩΩΩb⟩

− ε
⟨
ζζζ ,J−1Kpζζζ

⟩
− ε
⟨
ζζζ ,J−1KdΩΩΩb

⟩
. (32)

The simplification of
⟨

ζζζ ,ζ̇ζζ
⟩

in (32) uses the fact that⟨
ζζζ ,ζ̇ζζ

⟩
= ⟨ζζζ ,ΩΩΩb⟩ , (33)

as used in [17]. The reason for this is beyond the scope of
this paper, and readers should consult [17] for details. In
addition, we also use the following upper bound stated in
[17] as⟨

(βζ̂ζζΩ̂ΩΩb)
∨,ΩΩΩb

⟩
≤ ⟨ΩΩΩb,ΩΩΩb⟩ . (34)

For simplicity, inequality (32) can be written in quadratic
form, i.e.,

Ẇ ≤−ξξξ T Qεξξξ , (35)

where

Qε =

[
εJ−1Kp

ε
2 J−1Kd

ε
2 J−1Kd K−1

p Kd − εI3×3

]
. (36)

The matrix Qε is positive definite. However, it is ques-
tioned for what values of ε , Pε and Qε can be guaranteed
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to be positive definite. It is easy to verify that Qε is pos-
itive definite for small ε . However, the upper bound for
ε that makes Pε and Qε positive definite is interesting to
discuss. To simplify the discussion, let us assume that Kp

and Kd are diagonal, i.e.,

Kp =

 kp1 0 0
0 kp2 0
0 0 kp3

 ,
Kd =

 kd1 0 0
0 kd2 0
0 0 kd3

 . (37)

By checking the leading principal minors of Qε , it is
straightforward to verify that the condition for ε can be
written as

ε <min

{
kd1

kp1χ1
,

kd2

kp2χ2
,

kd3

kp3χ3
,

√
Jxx

kp1
,

√
Jyy

kp2
,

√
Jzz

kp3

}
,

(38)

where

χ1 = 1+
k2

d1

4J2
xxkp1

,

χ2 = 1+
k2

d2

4J2
yykp2

,

χ3 = 1+
k2

d3

4J2
zzkp3

. (39)

If ε fulfills the condition in (38), Pε and Qε are guaran-
teed to be positive definite, making the closed-loop system
asymptotically stable. The analysis related to the value of
ε is conducted in Section 5, where the numerical values
are available. □

Remark 1: (Error Term) Usually, PD control uses pro-
portional and derivative error term. For example, if we
wanted to control a variable y to match the constant set
point yd with PD control, the control law v would be

v =−kp(y− yd)− kd
d(y− yd)

dt
=−kp(y− yd)− kd ẏ, (40)

where kp and kd are proportional and derivative constant,
respectively. In this particular example, the proportional
error term is ep = y− yd , while the derivative error term
is ed = d

dt (y− yd) = ẏ. With this in mind, equation (21)
should be written as

τττ =ΩΩΩb ×JΩΩΩb −Kp(ζζζ −ζζζ d)−KdΩΩΩb, (41)

where ζζζ d is the constant set point of ζζζ . However, in this
paper, the constant set point is ζζζ d = 0 because we only
consider stabilization. Therefore, we are left with just ζζζ
(and there is no ζζζ d) in equation (21).

Remark 2: (Upper bound for ε) From (38) the upper
bound for ε can be estimated roughly from the inertia ma-
trix. The larger the diagonal components of the inertia
matrix, the larger upper bound can be applied.

Remark 3: (Feedforward compensation) The word
“feedforward” in Theorem 1 refers to the cross-term ΩΩΩb ×
JΩΩΩb in (21). The complete terminology is actually “feed-
forward compensation”. This cross-term is introduced in
(21) to cancel (or compensate) the cross-term ΩΩΩb×JΩΩΩb in
(16). As a result, the cross-term vanishes in the closed-
loop system’s dynamics equation (second line of (22)).

4.2. PD control under disturbance
4.2.1 Design of disturbance compensation

Disturbance is encountered in almost any real quadrotor
flight. Mostly, the disturbance is caused by aerodynamic
effects and wind. Here we model the disturbance by the
variable g.

First, let us design the compensation term. Consider
the vector space of quadrotor state variables, i.e. ζζζ and
ΩΩΩb shown in Fig. 2. Point (ζζζ (t),ΩΩΩb(t)) shows an arbi-
trary position of state variable vectors at a point of time in
quadrotor motion. By looking at equation (21), we know
that the proportional and derivative term attract the state
variables (nonzero ζζζ and ΩΩΩb) to the origin (where ζζζ and
ΩΩΩb equal zero). If there is a disturbance, then the system is
pushed away from the origin. The proportional and deriva-
tive term may be able to counter the disturbance, but their
ability is limited. This can be illustrated by considering
the constant disturbance case. If a constant disturbance is
present, the system might reach a steady condition where
ΩΩΩb = 0. However, in that condition, the proportional term
must compensate the disturbance. This makes the angle
ζζζ deviate from the set point. If the disturbance is random,
the angular velocity will be nonzero, making the derivative
term also responsible for compensating the disturbance.
To solve this problem, we need a disturbance compensa-
tion term to aid the PD controller in handling the distur-

z

W

proportional
term

- ( )K �z tp

derivative
term

- ( )K �W td

b

b
-K �z( )t -

K �W��( )t

z( )t

W�( )tb

disturbance g

compen-
sation u

p

d b

Fig. 2. Illustration of quadrotor’s state variable vector
space. The green dashed arrow is the compensa-
tion, while the orange one is the disturbance.
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bance.
In this research, we compensate the disturbance by in-

troducing a virtual force that always attracts the state vari-
ables back to the origin. This is an alternative to com-
pensation design by estimating the disturbance. We use a
mechanism that is also used in [9] and [10]. This mech-
anism only uses the upper bound of the disturbance mag-
nitude to determine the magnitude of the compensation.
The force is set to be directed to the origin. Therefore, the
direction of the compensation u, which is denoted by the
unit vector u/∥u∥, is

u
∥u∥

=− Kpζζζ +KpΩΩΩb

∥Kpζζζ +KpΩΩΩb∥
=−sgn(Kpζζζ +KpΩΩΩb) . (42)

The reason for multiplying Kp by ζζζ and ΩΩΩb will be clear in
the Lyapunov analysis. The matrix Kp is multiplied by ζζζ
and ΩΩΩb to give equal weighting on both of them. Because
the magnitude of u should be bounded by the upper bound
of disturbance magnitude, namely δ , the compensation u
can be written as

u =−δ (Kpζζζ +KpΩΩΩb)

∥Kpζζζ +KpΩΩΩb∥
=−δ sgn(Kpζζζ +KpΩΩΩb) . (43)

This signum function, however, suffers discontinuity at
Kpζζζ +KpΩΩΩb equals 0. This discontinuity can cause chat-
tering (as shown further in Section 5). Therefore, we add
a small scalar number κ to the denominator in the right-
hand side of equation (43), so that it becomes

u =− δ (Kpζζζ +KpΩΩΩb)

∥Kpζζζ +KpΩΩΩb∥+κ
. (44)

Let us compare the compensation (44) with the com-
pensation designed by Lee [9] and Fernando [10]. First,
it has to be noted that they worked on tracking control, so
they used different error functions. They used three er-
ror functions (all in vector form), i.e. attitude error vector
eR, angular velocity error vector eΩ, and augmented error
vector eA = eΩ + ceR, where c is a positive constant. The
compensation they designed was

uLee,Fernando =− δ 2eA

δ ∥eA∥+ ε
, (45)

where ε is a small positive number like κ in (43). The
attitude error vector eR is comparable to proportional error
term ζζζ −ζζζ d = ζζζ in (21), and the angular velocity error
vector eΩ is comparable to ΩΩΩb in (21). The augmented
error vector eA is comparable to (Kpζζζ +KpΩΩΩb). The form
of the compensation (44) itself is similar to (45).

4.2.2 Lyapunov analysis of the disturbance compen-
sation

To prove the stability of the system with the presence of
the compensation u, we modify the Lyapunov function in

(28) into

W =
1
2

⟨[
ζζζ

ΩΩΩb

]
,

[
(1+µmin)I3×3 εI3×3

εI3×3 K−1
p J

][
ζζζ

ΩΩΩb

]⟩
= ξξξ T Pεmodξξξ . (46)

The definition of µmin and its role will be clear later in this
section. To proceed, let us ignore the disturbance first.
Adding u (the compensation) into equation (17) results in

JΩ̇ΩΩb =−ΩΩΩb ×JΩΩΩb +τττ +u. (47)

With this, the closed-loop system dynamics becomes

Ω̇ΩΩb =−J−1Kpζζζ −J−1KdΩΩΩb +J−1u (48)

Therefore, the derivative of (46) is

Ẇ = (1+µmin)⟨ζζζ ,ΩΩΩb⟩+
⟨
ΩΩΩb,K−1

p JΩ̇ΩΩb
⟩

+ ε
⟨
(βζ̂ζζΩ̂ΩΩb)

∨,ΩΩΩb

⟩
+ ε
⟨
ζζζ ,Ω̇ΩΩb

⟩
≤ (1+µmin)⟨ζζζ ,ΩΩΩb⟩+ ε ⟨ΩΩΩb,ΩΩΩb⟩

+
⟨
ΩΩΩb,K−1

p J
(
−J−1Kpζζζ −J−1KdΩΩΩb

)
+J−1u)

⟩
+ ε
⟨
ζζζ ,−J−1Kpζζζ −J−1KdΩΩΩb +J−1u

⟩
≤−

⟨[
ζζζ

ΩΩΩb

]
,Qε

[
ζζζ

ΩΩΩb

]⟩
+µmin ⟨ζζζ ,ΩΩΩb⟩

+ ε
⟨
ζζζ ,J−1u

⟩
+
⟨
ΩΩΩb,K−1

p u
⟩
, (49)

where Qε is as in (36).
For simplicity, let us write

∆u = µmin ⟨ζζζ ,ΩΩΩb⟩+ ε
⟨
ζζζ ,J−1u

⟩
+
⟨
ΩΩΩb,K−1

p u
⟩
. (50)

Let us work on ∆u first. Substituting (44) into (50) yields

∆u = µmin ⟨ζζζ ,ΩΩΩb⟩

+ ε

⟨
ζζζ ,−

δ
(
J−1Kpζζζ +J−1KpΩΩΩb

)
∥Kpζζζ +KpΩΩΩb∥+κ

⟩

+

⟨
ΩΩΩb,−

δ
(
K−1

p Kpζζζ +K−1
p KpΩΩΩb

)
∥Kpζζζ +KpΩΩΩb∥+κ

⟩

= µmin ⟨ζζζ ,ΩΩΩb⟩−
εδ

∥Kpζζζ +KpΩΩΩb∥+κ
×
(⟨

ζζζ ,J−1Kpζζζ
⟩
+
⟨
ζζζ ,J−1KpΩΩΩb

⟩)
− δ

∥Kpζζζ +KpΩΩΩb∥+κ
× (⟨ζζζ ,ΩΩΩb⟩+ ⟨ΩΩΩb,ΩΩΩb⟩) .

(51)

Note that the notation "×" in (51) does not mean cross
product, but scalar multiplication. Next, let us observe the
second line of equation (51). It is apparent that the matrix
Kp multiplied by ζζζ and ΩΩΩb is needed to cancel K−1

p , which
is why Kp is multiplied by ζζζ and ΩΩΩb in equation (44).
Next, to ease our calculation, let

µ =
δ

∥Kpζζζ +KpΩΩΩb∥+κ
, (52)
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so (51) becomes

∆u = µmin ⟨ζζζ ,ΩΩΩb⟩
−µε

(⟨
ζζζ ,J−1Kpζζζ

⟩
+
⟨
ζζζ ,J−1KpΩΩΩb

⟩)
−µ ⟨ζζζ ,ΩΩΩb⟩−µ ⟨ΩΩΩb,ΩΩΩb⟩ . (53)

From (52), the values of δ , ζζζ , and ΩΩΩb are limited or fi-
nite. Thus, it is safe to assume that the angle ζζζ has lim-
ited range, e.g. from −2π (clockwise full circle rotation)
to 2π (counterclockwise full circle rotation). Meanwhile,
ΩΩΩb is obviously limited because quadrotor has maximum
angular velocity. This maximum angular velocity is due to
motor, propeller, and aerodynamics limitation. Therefore,
the bounds of µ can be written as

µmin ≤ µ ≤ µmax, (54)

which implies that

−µmax ≤−µ ≤−µmin. (55)

The maximum value µmax occurs when the denominator
of µ , i.e., (∥Kpζζζ +KpΩΩΩb∥+κ), reaches its minimum,
which happens when both ζζζ and ΩΩΩb reach 0. On the other
hand, the minimum value µmin occurs when the denom-
inator of µ reaches its maximum value, which happens
when ζζζ and ΩΩΩb reach their maximum values (i.e., ζζζ max

and ΩΩΩbmax). Mathematically, µmin can be written as

µmin =
δ

∥Kpζζζ max +KpΩΩΩbmax∥+κ
. (56)

Next, we have to modify equation (53) so that we can
write it in quadratic form. For simplicity, let us write

η =
(⟨

ζζζ ,J−1Kpζζζ
⟩
+
⟨
ζζζ ,J−1KpΩΩΩb

⟩)
,

υ = ⟨ΩΩΩb,ΩΩΩb⟩ . (57)

Equation (53) has an upper bound of

∆u ≤−µεη −µmin ⟨ζζζ ,ΩΩΩb⟩−µυ
+µmin ⟨ζζζ ,ΩΩΩb⟩

≤ −µεη −µυ . (58)

In (58), the term µmin ⟨ζζζ ,ΩΩΩb⟩ cancels the term
−µmin ⟨ζζζ ,ΩΩΩb⟩. The term +µmin ⟨ζζζ ,ΩΩΩb⟩ comes from the
term µmin in the upper left corner of Pεmod (equation (46)),
which shows the reason for the introduction of µmin in
Pεmod .

Let us expand ∆u again as

∆u ≤−µε
(⟨

ζζζ ,J−1Kpζζζ
⟩
+Kp

⟨
ζζζ ,J−1ΩΩΩb

⟩)
−µKp

⟨
ΩΩΩb,K−1

p ΩΩΩb
⟩

≤−µ
[

ζζζ
ΩΩΩb

]T [ J−1Kp 0.5εKpJ−1

0.5εKpJ−1 I3×3

][
ζζζ

ΩΩΩb

]
≤−µξξξ T Sεξξξ
≤−µminξξξ T Sεξξξ , (59)

where

Sε =

[
J−1Kp 0.5εKpJ−1

0.5εKpJ−1 I3×3

]
. (60)

For sufficiently small ε , Sε is a positive definite matrix.
Next, using (59), equation (49) can be written as

Ẇ ≤−ξξξ T Qεξξξ −µξξξ T Sεξξξ
≤−ξξξ T Qεξξξ −µminξξξ T Sεξξξ , (61)

which shows the negative definiteness of Ẇ .
Let us proceed to Lyapunov analysis if the disturbance

is present. If there is a disturbance g, (47) is changed into

JΩ̇ΩΩb =−ΩΩΩb ×JΩΩΩb +τττ +u+g. (62)

Then the closed-loop system dynamics becomes

Ω̇ΩΩb = −J−1Kpζζζ −J−1Kd +J−1u+J−1g. (63)

The introduction of u adds the term ε
⟨
ζζζ ,J−1u

⟩
+⟨

ΩΩΩb,K−1
p u
⟩

in (49). Similarly, the introduction of g adds
the term ∆g, i.e.

∆g = ε
⟨
ζζζ ,J−1g

⟩
+
⟨
ΩΩΩb,K−1

p g
⟩
. (64)

This term modifies (61) to

Ẇ ≤ −ξξξ T Qεξξξ −µξξξ T Sεξξξ +∆g. (65)

Equation (65) shows that the negative definiteness of the
quadrotor system is not guaranteed if the unknown distur-
bance g is present. Physically, it means that quadrotor (or
any flying object) cannot be expected to be perfectly still
under the influence of unknown disturbance. However,
we can expect the state variables to be bounded, and the
bound shall reduce if the compensation is introduced. To
conduct the bound analysis, we use this following lemma
from [23], which is about the bound of state variables if
disturbance is present (its proof can be seen at [23] as
well).

Lemma 1: Let the nominal system

ẋ = f(t,x) (66)

has an exponentially stable equilibrium point at x = 0.
Also let W (t,x) be the system’s nominal Lyapunov func-
tion that satisfies

c1 ∥x∥2 ≤W (t,x)≤ c2 ∥x∥2 , (67)

∂W
∂ t

+
∂W
∂x

f(t,x)≤−c3 ∥x∥2 , (68)

∂W
∂x

≤ c4 ∥x∥2 , (69)

in [0,∞]×D, D = {x ∈ ℜn|∥x∥< r}. For all t ≥ 0, all
x ∈ D, and 0 < Θ < 1, the system is perturbed by g(t,x)
as

ẋ = f(t,x)+g(t,x), (70)
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where the perturbation g(t,x) satisfies

∥g(t,x)∥ ≤ Φ <
c3

c4

√
c1

c2
Θr. (71)

Then, for all ∥x(t0)∥ < (
√

c1/c2)r and for some finite T ,
the solution of (70) satisfies

∥x(t)∥ ≤ k exp[−γ(t − t0)]∥x(t0)∥ , (72)

for all t0 ≤ t < t0 +T , and

∥x(t)∥ ≤ b, (73)

for all t ≥ t0 +T . The constants k,γ , and b are

k =
√

c1

c2
,

γ =
(1−Θ)c3

2c2
,

b =
c4

c3

√
c2

c1

Φ
Θ
.

With Lemma 1 in mind, we can conduct the bound anal-
ysis. First, we conduct the analysis with nominal PD con-
trol law in (21) using the Lyapunov function in (28) and
the Lyapunov time derivative in (35). After that, we use
the PD control law (21) with compensation u; for this, we
will use the modified Lyapunov function in (46) and its
derivative in (61). In both cases, we shall calculate c1 to
c4 in Lemma 1. To distinguish one case from the other,
the first case is denoted with roman number subscript ”I”,
while the second case with roman number subscript ”II”.
Therefore, for the first case, we calculate c1I to c4I , while
for the second case, c1II to c4II .

Let us proceed to the first case. The values of c1I to c4I

are

c1I = λmin(Pε),

c2I = λmax(Pε),

c3I = λmin(Qε),

c4I = 2λmax(Pε). (74)

From (72), the bound can be calculated as

∥x(t)∥I ≤ kI exp[−γI(t − t0)]∥x(t0)∥ , (75)

for t0 ≤ t < t0 +T and

∥x(t)∥I ≤ bI , (76)

for all t ≥ t0 +T . Here, k, γ , and b are

kI =

√
c1I

c2I
,

γI =
(1−Θ)c3I

2c2I
,

bI =
c4I

c3I

√
c2I

c1I

Φ
Θ
. (77)

Next, let us proceed to the second case. The values of
c1II to c4II are

c1II = λmin(Pεmod),

c2II = λmax(Pεmod),

c3II = λmin(Qε)+µminλmax(Sε),

c4II = 2λmax(Pεmod). (78)

Also from (72), the bound in our problem can also be
found as

∥x(t)∥II ≤ kII exp[−γII(t − t0)]∥x(t0)∥ , (79)

for t0 ≤ t < t0 +T and

∥x(t)∥II ≤ bII , (80)

for all t ≥ t0 +T . Here, k, γ , and b are

kII =

√
c1II

c2II
,

γII =
(1−Θ)c3II

2c2II
,

bII =
c4II

c3II

√
c2II

c1II

∆
Θ
. (81)

In principle it is hard to find the exact values of c1I to c4I

and c1II to c4II even using symbolic tools. Therefore, in
this paper, they will be verified using numerical study in
Section 5.

4.3. PD control under inertia matrix perturbation
As in real situations, quadrotor inertia matrix may not

be known exactly. In this section, we redefine J differently
from that in Section 4.1 and 4.2. Previously, in those sec-
tions, we assumed that the knowledge of the inertia matrix
is perfect (there is no inertia matrix perturbation). Here, it
is assumed we only have the knowledge of J0 (called the
nominal inertia matrix) and the true value of inertia matrix
J is left unknown. The inertia matrix perturbation is called
∆J, defined as

J = J0 +∆J, (82)

where ∆J does not have to be diagonal, but symmetric.
The control law τττ is designed using the nominal inertia

matrix J0 as

τττ =ΩΩΩb ×J0ΩΩΩb −Kpζζζ −KdΩΩΩb. (83)

With the presence of the perturbation, the dynamics of the
system becomes

JΩ̇ΩΩb =−ΩΩΩb ×JΩΩΩb +τττ
JΩ̇ΩΩb =−ΩΩΩb × (J0 +∆J)ΩΩΩb +

ΩΩΩb ×J0ΩΩΩb −Kpζζζ −KdΩΩΩb

JΩ̇ΩΩb =−ΩΩΩb ×∆JΩΩΩb
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−Kpζζζ −KdΩΩΩb

Ω̇ΩΩb =−J−1(ΩΩΩb ×∆JΩΩΩb)

−J−1Kpζζζ −J−1KdΩΩΩb. (84)

Here we write ΩΩΩb ×∆JΩΩΩb as a vector, i.e.,

ΩΩΩb ×∆JΩΩΩb = g′. (85)

Therefore, (84) becomes

JΩ̇ΩΩb =−g′−Kpζζζ −KdΩΩΩb

Ω̇ΩΩb =−J−1g′−J−1Kpζζζ −J−1KdΩΩΩb. (86)

Equation (85) shows that the perturbation ∆J can be
represented by a vector g′. By referring to (63), it can be
seen that the position of g′ in the dynamics equation is the
same as the position of g. This implies that the effect of
inertia matrix perturbation is the same as the effect of dis-
turbance. Meanwhile, Section 4.2 demonstrates that any
vector disturbance can be countered by the disturbance
compensation u in (44); thus, u can also handle the iner-
tia matrix perturbation. Therefore, for stabilization case,
there is no need of adaptive law to handle inertia matrix
perturbation. This is different from [9] and [10] where an
adaptive law was proposed to estimate the inertia matrix
J.

It is important to note that there is a limit to the per-
turbation ∆J. In Section 4.2, it is assumed that ∥g∥ ≤ δ .
Therefore, the magnitude of g′ must be upper-bounded by
δ , which means that there is an upper bound for ∥∆J∥. We
can start describing this by writing ∥ΩΩΩb ×∆JΩΩΩb∥ in more
detail, i.e.,

∥ΩΩΩb ×∆JΩΩΩb∥ ≤ ∥ΩΩΩb∥∥∆JΩΩΩb|
≤ ∥ΩΩΩb∥∥∆J∥∥ΩΩΩb|
≤ ∥ΩΩΩb∥2 ∥∆J∥ , (87)

where we use the induced norm for ∆J. Next, we can as-
sume that the magnitude of body angular velocity is lim-
ited by ∥ΩΩΩb∥max because of motor, propeller, and aerody-
namic limitation. Therefore, (87) can be rewritten as

∥ΩΩΩb ×∆JΩΩΩb∥ ≤ ∥ΩΩΩb∥2
max ∥∆J∥ . (88)

Because ∥g′∥ ≤ δ , we can write

∥ΩΩΩb∥2
max ∥∆J∥ ≤ δ

∥∆J∥ ≤ δ
∥ΩΩΩb∥2

max

. (89)

An interesting phenomenon happens when Kp is diag-
onal and all of its elements are equal, and ∆J is also diag-
onal, i.e.,

∆J =

 ∆Jxx 0 0
0 ∆Jyy 0
0 0 ∆Jzz

 . (90)

Here we still maintain the nominal PD control law in (21)
without compensation as our controller. Substituting (84)
into the time derivative of (28) yields

Ẇ = ⟨ζζζ ,ΩΩΩb⟩+
⟨
ΩΩΩb,K−1

p JΩ̇ΩΩb
⟩

+ ε
⟨
(βζ̂ζζΩ̂ΩΩb)

∨,ΩΩΩb

⟩
+ ε
⟨
ζζζ ,Ω̇ΩΩb

⟩
≤−

⟨
ΩΩΩb,K−1

p KdΩΩΩb
⟩
+ ε ⟨ΩΩΩb,ΩΩΩb⟩

− ε
⟨
ζζζ ,J−1Kpζζζ

⟩
− ε
⟨
ζζζ ,J−1KdΩΩΩb

⟩
−
⟨
ΩΩΩb,K−1

p ΩΩΩb ×∆JΩΩΩb
⟩
− ε
⟨
ζζζ ,J−1ΩΩΩb ×∆JΩΩΩb

⟩
≤−ξξξ T Qεξξξ − ε

⟨
ζζζ ,J−1ΩΩΩb ×∆JΩΩΩb

⟩
−
⟨
ΩΩΩb,K−1

p ΩΩΩb ×∆JΩΩΩb
⟩

≤−ξξξ T Qεξξξ +Ξ1 +Ξ2, (91)

where the last term is

Ξ2 =−(∆J1/kp3 −∆J1/kp2

+∆J2/kp1 −∆J2/kp3

+∆J3/kp2 −∆J3/kp1)pqr. (92)

The derivation of Ξ1 and Ξ2 can be conducted by using
symbolic computation software such as MATLAB sym-
bolic computation tool. The term Ξ2 can be made zero
if kp1 = kp2 = kp3. The term Ξ1 is sign-indefinite. How-
ever, because ε is small, it can be assumed that Ξ1 does
not disturb system stability significantly.

The preceding analysis can be extended to know how
large the perturbation that can cause system instability. In
this analysis, it is assumed that kp1 = kp2 = kp3 so that
Ξ2 = 0. Therefore, the only term that can cause instability
is Ξ1. Rewriting (92) yields

Ẇ ≤−ξξξ T Qεξξξ +Ξ1

≤−ξξξ T Qεξξξ − ε
⟨
ξξξ ,J−1ΩΩΩb ×∆JΩΩΩb

⟩
. (93)

The second term in the right-hand side of (93) has an up-
per bound of

Ξ1 =−ε
⟨
ξξξ ,J−1ΩΩΩb ×∆JΩΩΩb

⟩
≤ ε ∥ζζζ∥

∥∥J−1ΩΩΩb
∥∥∥∆JΩΩΩb∥

≤ ε ∥ζζζ∥
∥∥J−1

∥∥∥∆J∥∥ΩΩΩb∥2 , (94)

and the first term of (93) has an upper bound of

−ξξξ T Qεξξξ ≤−λmin ∥ξξξ∥2
. (95)

With (94) and (95) in mind, and by noting that

∥ξξξ∥2
= ∥ζζζ∥2

+∥ΩΩΩb∥2 , (96)

inequality (93) becomes

Ẇ ≤−λmin(Qε)∥ξξξ∥2
+ ε ∥ζζζ∥

∥∥J−1
∥∥∥∆J∥∥ΩΩΩb∥2

≤−λmin(Qε)∥ζζζ∥2 −λmin(Qε)∥ΩΩΩb∥2

+ ε ∥ζζζ∥
∥∥J−1

∥∥∥∆J∥∥ΩΩΩb∥2 . (97)

The stability of the system will be disturbed if the right-
hand side of (97) becomes positive. Therefore, to ensure
that Ẇ is negative definite, ∥∆J∥ has to fulfill

0 >−λmin(Qε)(∥ζζζ∥2
+∥ΩΩΩb∥2)
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+ ε ∥ζζζ∥
∥∥J−1

∥∥∥∆J∥∥ΩΩΩb∥2 ,

∥∆J∥<
λmin(Qε)

(
∥ζζζ∥2

+∥Ωb∥2
)

ε ∥J−1∥∥ζζζ∥∥ΩΩΩb∥2

< h(∥ζζζ∥ ,∥ΩΩΩb∥). (98)

Equation (98) says that ∥∆J∥ must be less than
h(∥ζζζ∥ ,∥ΩΩΩb∥) to guarantee the system’s asymptotic sta-
bility.

4.4. Control algorithm under disturbance and inertia
matrix perturbation

Sections 4.2 and 4.3 show that the compensation u can
handle both disturbance and inertia matrix perturbation.
However, each of the sections only considers external dis-
turbance and inertia matrix separately. In Section 4.2, the
external disturbance is represented by the vector variable
g. Meanwhile, in Section 4.3, the inertia matrix perturba-
tion yields a vector g′. Both sections assumed that each of
∥g∥ and ∥g′∥ has an upper bound of δ .

Let us define another vector variable

gtot = g+g′. (99)

We also need to redefine the upper bound of ∥g∥ and ∥g′∥
as

∥g∥ ≤ δ1,

∥g′∥ ≤ δ2. (100)

Using triangle inequality, the upper bound of ∥gtot∥ is

∥gtot∥ ≤ ∥g∥+∥g′∥ ≤ δ1 +δ2 = δtot . (101)

If the total disturbance is caused by external disturbance
and inertia matrix perturbation, the variable δ in compen-
sation u in (44) has to be changed to δtot :

u =− δtot (Kpζζζ +KpΩΩΩb)

∥Kpζζζ +KpΩΩΩb∥+κ
. (102)

Therefore, the design and analysis of the controller is com-
pleted. To conclude this section, we write the final form
of the controller with compensation, i.e., τ +u, as

τ +u =ΩΩΩb ×JΩΩΩb −Kpζζζ −KdΩΩΩb

− δtot (Kpζζζ +KpΩΩΩb)

∥Kpζζζ +KpΩΩΩb∥+κ
. (103)

5. NUMERICAL SIMULATION AND ANALYSIS

5.1. Numerical values and simulation results
Numerical simulation is conducted by adding distur-

bance and perturbation to the system. The constants used
in equation (10) to (20) are as follows:

Jxx = 0.082 kg.m2,
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Fig. 3. Angle ζζζ with PD control law from (21).

Jyy = 0.0845 kg.m2,

Jzz = 0.1377 kg.m2.

The simulation is conducted for 5 seconds. The initial
conditions are set to ζζζ (0)=

[
29.31 −7.85 −29.31

]T
degrees and ΩΩΩb(0) = 0 degrees/s. The angle unit is given
in degrees for convenience. Next, the unit degrees may be
abbreviated as deg. Except for simulation no.5 (Fig. 7),
the matrix Kp and Kd are

Kp =

 8 0 0
0 7 0
0 0 6

 , (104)

Kd = 4I3×3, (105)

The conducted simulations are given in the following list.

1) Fig. 3 shows the performance of the closed-loop sys-
tem with the PD controller in equation (21) with no dis-
turbance. The system is asymptotically stable. In the
remainder of this paper, this condition is called “nom-
inal condition”.

2) The effect of κ = 0 under the absence of distur-
bance and inertia matrix perturbation is shown in Fig.
4. Although ζζζ is stable and convergent, the angu-
lar acceleration suffers from chattering. Note that
the angular acceleration is Ω̇ΩΩ = d

dt [ p q r ]T =
[ d p/dt dq/dt dr/dt ]T . The chattering is appar-
ent as dense red, blue, and green region in Fig. 4. This
is why κ should not be set to 0. Therefore, in the next
simulations, κ is set to be 0.1. Fig. 5 shows that the
chattering vanishes if κ = 0.1. In Fig. 4 and 5, δtot is
equal to 2.17.

3) Fig. 6 shows the angle ζζζ under random disturbance,
without and with compensation. The value of δ1 and
δ2 are respectively set to be 2.17 and 0, so δtot = 2.17.
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Fig. 4. Angle ζζζ and angular acceleration dω/dt under PD
control law and compensation for κ = 0, without
disturbance. The chattering is present in dω/dt.
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Fig. 5. Angle ζζζ and the angular acceleration without chat-
tering, when κ = 0.1.

This figure demonstrates that the compensation re-
duces the bound of state variables and improves the
system stability. In addition, the vibration (shown by
the "wave" in the graph) is also reduced.

4) Fig. 7 shows the simulation under the inertia matrix
perturbation (but without disturbance). Here the nom-
inal inertia matrix J0 is diagonal as in (11), with its
elements’ values given in the beginning of this section.
The perturbation given fulfills the criterion in (89), i.e.
∥∆J∥ ≤ δ2/∥ΩΩΩb∥2

max (the variable δ2 in (89) is used in-
stead of δ because the upper bound for ∥g′∥ is δ2, as in
(100)). The value of δ2 is set to 2, while ΩΩΩbmax is set
to be

[
π/3 π/3 π/3

]T , which makes ∥ΩΩΩbmax∥=
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Fig. 6. Angle ζζζ without compensation (above) and with
compensation (below).

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

ζ
1

0

10

20

30
ζ  (degrees)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

ζ
2

-10

-5

0

time (s)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

ζ
3

-30

-20

-10

0

Fig. 7. Angle ζζζ if ∆J is diagonal and Kp is diagonal with
all of its elements equal.

π
√

3/3. Therefore ∥∆J∥ ≤ 0.61. Here we give ∆J:

∆J =

 0.09 0.18 0.135
0.18 0.117 0.126

0.135 0.126 0.099

 . (106)

The simulation shows that the disturbance compensa-
tion can yield the convergence and stability of the state
variables.

5) Fig. 8 shows the simulation if the perturbation ∆J is
diagonal as in (90), Kp is diagonal with all of its ele-
ments are equal, and disturbance does not occur. The
perturbation is ∆J = 0.5J0. For this case, the propor-
tional gain matrix Kp is set to be equal to 8I3×3, while
the derivative constant matrix is Kd = 5I3×3. The com-
pensation is not added to the control law. The figure
shows that the angle ζζζ is stable and convergent to zero.
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Fig. 8. Angle ζζζ under inertia matrix perturbation, with
compensation u.
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Fig. 9. Angle ζζζ under the inertia matrix perturbation, the
disturbance, and the compensation.

6) Fig. 9 shows the simulation under inertia matrix per-
turbation and random disturbance. The perturbation is
given in (106). Here, for generality, the inertia matrix
perturbation is nondiagonal. The value of δtot for the
compensation (102) is δtot = δ1+δ2 = 2.17+2= 4.17.
The compensation reduces the bound of state variables
and improves the system stability. In addition, the vi-
bration (shown by the "wave" in the graph) is also re-
duced. This shows that the compensation in (102) can
handle random disturbance and inertia matrix pertur-
bation.

5.2. Discussion
The analysis is divided into 5 parts according to the

number 1 to 6 in the Section 5.1. Note that the analysis

of simulation no. 4 and 5 in Section 5.1 is combined in
Subsection 5.2.4.

5.2.1 Nominal condition
The analysis of the simulation in nominal condition pro-

ceeds by using Theorem 1 and its proof. Based on equa-
tion (38) and using the numerical values, ε must be less
than 0.0066; thus, we choose ε = 0.005. With this value,
Pε and Qε are positive definite matrices. Therefore, the
closed-loop system is stable, as demonstrated by the sim-
ulation result in Fig. 3.

5.2.2 Chattering phenomenon
The chattering phenomenon is caused by the disconti-

nuity of u when ζζζ and ΩΩΩb equal zero. Therefore, the next
simulations use small value of κ , i.e. κ = 0.1, which elim-
inates the discontinuity of u and the chattering in dΩΩΩb/dt.
Chattering elimination is important to avoid large vibra-
tion, which may result in mechanical failure.

5.2.3 Under disturbance condition only
The simulation analysis in this subsection uses the Lya-

punov analysis from Subsection 4.2.2. First, using the nu-
merical values, let us calculate the values of c1I to c4I .
They are

c1I = 0.0102,

c2I = 1,

c3I = 0.495,

c4I = 2.0001. (107)

Next, we must calculate the values of c1II to c4II . Before
doing this, we have to determine µmin. By taking ζmax =[

π π π
]T and Ωbmax =

[
π/3 π/3 π/3

]T , and
δ1 = 2.17, we get µmin = 0.0258. Therefore, the values of
c1II to c4II can be found as

c1II = 0.0102,

c2II = 1,

c3II = 3.01,

c4II = 2.0001. (108)

Let us calculate the bounds for both cases, i.e., bI and bII ,
in the following:

bI =
c4I

c3I

√
c2I

c1I

Φ
Θ

= 39.97
Φ
Θ
,

bII =
c4II

c3II

√
c2II

c1II
= 6.57

Φ
Θ
. (109)

For fixed values of Φ and Θ, bII < bI . Therefore, if the dis-
turbance compensation is introduced, the bound of state
variables will reduce. This is justified by the simulation
result in Fig. 6.
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5.2.4 Under inertia matrix perturbation only
First, let us analyze the simulation under nondiagonal

perturbation as given in (106). The perturbation matrix
has 2-norm of ∥∆J∥= 0.4, which is smaller than the upper
bound of ∥∆J∥, i.e., 0.61. According to equation (89), this
perturbation can be handled by the compensation. Note
that the values of ∆J’s elements are close to J0. There-
fore, the compensation can handle the perturbation matrix
whose elements are close to the elements of the nominal
inertia matrix J0.

Next, we analyze the simulation under diagonal pertur-
bation ∆J = 0.5J0, Kp = 8I3×3, and Kd = 5I3×3. The
simulation demonstrates that the angle is stable and con-
vergent toward zero. The analysis for this case proceeds
using (98). Both Pε and Qε can be made positive defi-
nite if ε is positive and its value is less than 0.0053; thus,
the value of ε for this analysis is set to 0.005. With this,
λmin(Qε) equals 0.62. The function h(∥ζζζ∥ ,∥ΩΩΩb∥) in (98)
can have many values. In order to get the upper bound
for ∥∆J∥, we seek the minimum value of h(∥ζζζ∥ ,∥ΩΩΩb∥).
This is obtained by calculating the values of h(∥ζζζ∥ ,∥ΩΩΩb∥)
for ε = 0.005 by entering the values of ∥ζζζ∥ and ∥ΩΩΩb∥
from 0.00001 to π

√
3. After doing the numerical cal-

culation by computation software, the minimum value of
h(∥ζζζ∥ ,∥ΩΩΩb∥) is equal to 5.6. This is larger than the value
of ∥∆J∥ = 0.5∥J0∥, which is equal to 0.07. The upper
bound ∥∆J∥ < 5.6 is large. As comparison, ∥J0∥ is equal
to 0.1377. Therefore, if the disturbance is not present, the
inertia matrix perturbation is diagonal, and Kp is diagonal
with all of its elements are equal, the standard PD control
in (21) can handle large inertia matrix perturbation.

5.2.5 Under inertia perturbation and disturbance
Fig. 9 shows that the compensation in (102) can handle

the random disturbance and the inertia matrix perturba-
tion, provided that δtot in (102) contains the contribution
from the upper bound of random disturbance magnitude
and ∆J.

6. CONCLUSION AND FUTURE WORK

In this paper, the design of disturbance compensation
and its numerical testing are presented. The resulting con-
trol law consists of the nominal PD control law and the
disturbance compensation term. The nominal PD con-
trol law can perform well in nominal condition. In or-
der to counter random disturbance and inertia matrix per-
turbation, a disturbance compensation term is introduced.
Chattering is avoided by avoiding discontinuity in distur-
bance compensation. The compensation term can reduce
the effect of random disturbance, which is demonstrated
by the decrease of state variable bound and the vibration.
In addition, it can also counter the inertia matrix perturba-
tion.

There is an interesting phenomenon if the disturbance
does not occur, the inertia matrix perturbation is diagonal,
and the proportional gain matrix is diagonal with equal
elements. In this case, the PD control law without com-
pensation can counter large inertia matrix perturbation.

Future work can be conducted to test the control algo-
rithm in this paper with physical experiment using real
quadrotor. In physical environment, the disturbance will
be truly random. It will also be possible to investigate
the implementation in computing hardware, such as mi-
crocontroller or single-board computer.
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