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H∞ Control for Sochastic Time-delayed Markovian Switching Systems
with Partly Known Transition Rates and Input Saturation
Xianwen Gao, Lian Lian*, and Wenhai Qi

Abstract: The paper is concerned with the problem of H∞ control for stochastic time-delayed Markovian switch-
ing systems with partly known transition rates and input saturation. By employing more appropriate Lyapunov-
Krasovskii functional, a state feedback controller is designed to guarantee stochastic stability of the corresponding
closed-loop system with H∞ performance. A linear matrix inequality approach is employed to obtain the controller
gain matrix. Two illustrative examples are provided to show the potential of the proposed techniques.
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1. INTRODUCTION

As a special class of hybrid systems, the study of
Markovian switching systems have drawn more and more
attention such as failures and repairs of machine in man-
ufacturing systems, packet dropout in networked control
systems, etc. Due to its extensive applications, there
are many achievements about Markovian switching sys-
tems [1–9]. However, most of the results for Marko-
vian switching systems have been reported under the as-
sumption of completely known transition rates. Due to
the complicated factors, the exact values of transition
rates can not be completely available. Recently, there are
some pioneer works with respect to partly known transi-
tion rates covered [10–19]. To mention a few, by use of
fixed-weighting matrices, the problem of continuous-time
Markovian jump linear systems with partly unknown tran-
sition rates was firstly discussed in [11]. To reduce some
conservativeness, the method of free-connection weight-
ing matrices was firstly proposed in [12].

On the other hand, time delay, which often encounters
in various practical systems, will cause undesirable perfor-
mance and instability of dynamic system, such as chemi-
cal processes, neural networks and long transmission lines
in pneumatic systems [20–26]. At the same time, as a
physical phenomenon, actuator saturation often arises in
practical systems due to physical constraints, which can
severely degrade the performance of closed-loop system
and even make a stable closed-loop system unstable. As
a result, the research on actuator saturation has attracted
considerable attention due to its importance from both
theoretical and practical viewpoints, such as balancing
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pointer [27,28], cart-spring-pendulum system [27,29], F-8
aircraft system [27, 30] and RLC series circuit [18]. Sat-
urated systems subject to random abrupt variations can be
modeled as saturated Markovian jump systems. Recently,
there are some results on Markovian jump systems with
actuator saturation reported [15–18, 31]. The problem of
stability and stabilization as well as the domain of attrac-
tion in mean square sense for Markovian jump systems
subject to actuator saturation was firstly discussed in [31].

As stochastic systems play an important role in many
branches of science and engineering applications, the
problem of stability and stabilization analysis for stochas-
tic systems has been an important topic of control theory.
Recently, there are some papers conducted on stochastic
system in [32–35]. To mention a few, when consider-
ing the exogenous disturbance, sufficient conditions for
stochastic stability with H∞ performance were proposed
in terms of linear matrix inequalities in [34, 35].

However, above all, for Markovian switching system
with partly known transition rates and actuator saturation,
there is further room for investigation. As pointed out
in [16], the Lyapunov-Krasovskii functional was given
as V (x(t), i) = xT (t)Pix(t) +

∫ t
t−τ(t) xT (s)Q1x(s)ds, which

may have some conservativeness. And time-delay in [19]
was constant, which may have some conservativeness of
dynamic systems. To the best of our knowledge, most
of the existing results on Markovian switching systems
with partly known transition rates and actuator satura-
tion are based on nominal system without taking the Itô-
type stochastic disturbance and time-varying delay into
account. As stochastic disturbance and time-varying de-
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lay are frequently encountered in practice, it is neces-
sary and significant to further consider stochastic satu-
rated Markovian switching system with those two kinds
of phenomena. When taking the Itô-type stochastic distur-
bance and time-varying delay into account, the problem
of choosing an appropriate mode-dependent co-positive
Lyapunov-Krasovskii functional candidate that is differ-
ent from that in the existing literatures, and how to
reduce some conservativeness of Lyapunov-Krasovskii
functional will be more complicated and challenging.
However, up to now, no relevant work that considers this
kind of system has been published, which motivates our
investigation.

In this paper, the problem of H∞ control for stochas-
tic time-delayed Markovian switching systems with partly
known transition rates and input saturation is addressed.
The main contributions of this paper include: (i) By con-
structing appropriate Lyapunov-Krasovskii functional and
some free-weighting matrices, sufficient conditions for
stochastic stability of the close-loop time-delay system
with partly known transition rates and input saturation are
proposed; (ii) Based on the results in (i), H∞ performance
is analyzed; (iii) A state feedback controller is designed
to ensure the closed-loop system with H∞ performance
stochastically stable.

Notations: Throughout this paper, NT represents the
transpose of N. Symbol Rn stands for the n dimensional
Euclidean space, Rn×m is the set of n×m real matrices,
and S = {1,2, . . . ,N} means a set of positive numbers.
The superscript I denotes identity matrix with appropri-
ate dimensions. Given a probability space (Ξ,ϒ,Θ), Ξ is
the sample space, ϒ is the σ -algebra of subsets of the sam-
ple space and Θ is the probability measure on ϒ. Symbol
E{·} represents the mathematical expectation, ∥∗∥ means
the Euclidean norm of vectors and Ln

2[0,+∞) is space of
n-dimensional square integral function vector on [0,+∞).
P > 0 (≥ 0) means P is real symmetric positive (semi-
positive) definite. For simplicity, symbol ∗ is represented
as an ellipsis for symmetry. Matrices, if not explicitly
stated, are assumed to have compatible dimensions.

2. PROBLEM STATEMENT AND
PRELIMINARIES

Consider the following stochastic Markovian switching
system with input saturation and time-varying delay on the
probability space(Ξ,ϒ,Θ):

dx(t) =[A(rt)x(t)+Ad(rt)x(t − τ(t))
+B(rt)sat(u(t))+G(rt)v(t)]dt

+[W (rt)x(t)+Wd(rt)x(t − τ(t))]dω(t),

z(t) =C(rt)x(t)+D(rt)v(t),

x(t +θ) =φ(θ),∀θ ∈ [−τ,0], (1)

where x(t) ∈ Rn is the state vector; u(t) ∈ Rm is the con-
trol input; v(t) ∈ Rl is the disturbance input which be-
longs to Ln

2[0,+∞); z(t) ∈Rq is the controlled out; ω(t) is
a standard Wiener process; τ(t) denotes the time-varying
delay which is everywhere time-differentiable and satis-
fies 0 < τ(t) ≤ τ and τ̇(t) ≤ h for known constants τ
and h; φ(θ) is a vector-valued initial continuous func-
tion which is defined on interval [−τ,0]; {rt , t ≥ 0} is
a time-homogeneous stochastic Markovian process with
right continuous trajectories and takes values in a finite set
S = {1,2, . . . ,N} with transition rate matrix Π = {πi j}, i,
j ∈ S. The transition rate from mode i at time t to mode j
at time t +∆t is given by:

P{rt+∆t = j|rt = j}=
{

πi j∆t +o(∆t), i ̸= j,
1+πi j∆t +o(∆t), i = j,

where ∆t, lim
∆t→0

(o(∆t)/∆t) = 0 and πi j ≥ 0,for i ̸= j and
N

∑
j=1,i ̸= j

πi j =−πii.

Throughout the paper, the transition rates are built to be
partly known, that means, there are only some elements
to be obtained in matrix Π = {πi j}. For ∀i ∈ S, the set Si

represents Si = Si
k
∪

Si
uk, with

Si
k ≜ { j : πi jisknown, f or j ∈ S},

Si
uk ≜ { j : πi jisunknown, f or j ∈ S}. (2)

Moreover, if Si ̸=∅, it is further given by

Si
k ≜ {ki

1,k
i
2, . . . ,k

i
m},1 ≤ m ≤ N, (3)

where ki
m ∈ S means the mth known transition rate of Si

k in
the ith row of the matrix Π.

The plant inputs are assumed to be bounded as follows:

−u0(i) ≤ u(i) ≤ u0(i), u(i) > 0, i = 1,2, · · · ,m. (4)

In this paper, we will design the state feedback con-
troller:

u(t) = K(rt)x(t). (5)

where K(rt) are controller gain matrices.
For rt = i ∈ S, the matrices A(rt), Ad(rt), B(rt), G(rt),

W (rt), Wd(rt), C(rt), D(rt) and K(rt) are denoted by Ai,
Adi, Bi, Gi, Wi, Wdi, Ci, Di and Ki.

With the state feedback controller (5), the closed-loop
system is denoted as:

dx(t) = [Aix(t)+Adix(t − τ(t))
+Bisat(Kix(t))+Giv(t)]dt

+[Wix(t)+Wdix(t − τ(t))]dω(t),

z(t) =Cix(t)+Div(t),

x(t +θ) = φ(θ),∀θ ∈ [−τ,0]. (6)

The following definitions and lemmas will be adopted
in the rest of the paper.
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Definition 1 [31]: System (6) (v(t) = 0) is said to
stochastically stable, if for any initial mode r0 ∈ S, and
initial condition φ(θ), the solution x(t,φ(θ),r0) satisfies

lim
Tf →∞

E
{∫ Tf

0
xT (t,φ(θ),r0)x(t,φ(θ),r0)dt|(φ(θ),r0)

}
< ∞.

Definition 2 [16]: For a scalar γ > 0, system (6) is said
to be stochastically stable with γ-disturbance attenuation,
if the following conditions are satisfied:
(i) System (6) (v(t) = 0) is stochastically stable;
(ii) Under zero-initial condition, system (6) satisfies:

E
{∫ ∞

0
zT (t)z(t)dt

}
≤ γ2E

{∫ ∞

0
vT (t)v(t)dt

}
,

when v(t) ̸= 0.

For any matrices Pi > 0 , an ellipsoid is defined as:
ε(Pi) = {x(t) ∈ Rn : xT (t)Pix(t)≤ 1}.

Definition 3 [5]: Considering V (x(t), i) as the Lya-
punov-Krasovskii functional for the closed-loop system
(6), we define the weak infinitesimal operator as follows:

LV (x(t), i)

= lim
∆t→0

1
∆t

[E{V (x(t +∆t),r(t +∆t))|x(t),r(t) = i)}

−V (x(t),r(t) = i)].

Lemma 1 [18]: For the matrix Ki and system (6), the
appropriate matrix Li ∈ Rm×n is given, if x(t) is in the set
D(u0), where D(u0) is defined as follows:

D(u0) = {x(t) ∈ Rn; |(Ki(k)−Li(k))x(t)| ≤ u0(k),

u0(k) ≥ 0,k = 1,2, · · · ,m}.

For any diagonal positive matrices Ti ∈ Rm×m, we drive:

ψT (u(t))Ti[ψ(u(t))−Lix(t)]≤ 0. (7)

Lemma 2 [18]: For any given symmetrical positive
constant matrix M with appropriate dimensions, scalar
r > 0, and vector function x : [0,r] → Rn make the fol-
lowing integrals meaningful, then we drive the following
inequality:

−r
∫ r

0
xT (s)Mx(s)ds ≤−

(∫ r

0
x(s)ds

)T

M
∫ r

0
x(s)ds.

3. MAIN RESULTS

In this section, we will consider the problem of stochas-
tic stability analysis, H∞ performance analysis, state feed-
back controller design for system (6).

3.1. Stochastic stability analysis
In this subsection, the problem of stochastic stability for

the closed-loop system (6) (v(t) = 0) is addressed.

Theorem 1: For the given bound of the input u0, if
there exist symmetric positive definite matrices Pi, Q1,
Q2, Q3, symmetric matrices Q4i, diagonal positive matri-
ces Ti and appropriate matrices Li, L1i, L2i, such that for
i = 1,2, . . . ,N,

Π1i ΞT
1i

√
τΞT

1i τΞT
2i ΞT

3i
* −P−1

i 0 0 0
* * −Q−1

3 0 0
* * * −Q−1

2 0
* * * * −Q3

< 0. (8)

Pj −Q4i ≤ 0, j ∈ Si
uk, j ̸= i, (9)

Pj −Q4i ≥ 0, j ∈ Si
uk, j = i, (10)

ε(Pi) ∈ D(u0), (11)

where

Ξ1i =[Wi Wdi 0 0],Ξ2i = [Ai +BiKi Adi 0 Bi],

Ξ3i =[L1i L2i 0 0],

Π1i =


Π11

1i Π12
1i −L1i Π14

1i
* Π22

1i −L2i 0
* * −Q2 0
* * * −2Ti

 ,

Π11
1i =Pi(Ai +BiKi)+(Ai +BiKi)

T Pi + ∑
j∈Si

k

πi j(Pj −Q4i)

+Q1 + τ2Q2 +L1i +LT
1i,

Π12
1i =PiAdi +LT

2i −L1i,Π14
1i = PiBi +LT

i Ti,

Π22
1i =− (1−h)Q1 −L2i −LT

2i.

The system (6) (v(t) = 0) with partly known transition
rates is locally stochastically stable for every initial condi-
tion belong to ε(Pi).

Proof: System (6) (v(t) = 0) is rewritten as follows:

dx(t) = ζ (t)dt +ρ(t)dω(t),

z(t) =Cix(t)+Div(t),

x(t +θ) = φ(θ),∀θ ∈ [−τ,0], (12)

where

ζ (t) = (Ai +BiKi)x(t)+Adix(t − τ(t))+Biψ(u(t)),

ρ(t) =Wix(t)+Wdix(t − τ(t)),
ψ(u(t)) = sat(u(t))−u(t).

For system (12) (v(t) = 0), choose a Lyapunov-
Krasovskii functional candidate as

V (x(t), i) =x(t)T Pix(t)+
∫ t

t−τ(t)
xT (s)Q1x(s)ds

+ τ
∫ 0

−τ

∫ t

t+θ
ζ T (s)Q2ζ (s)dsdθ
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+
∫ 0

−τ

∫ t

t+θ
ρT (s)Q3ρ(s)dsdθ , (13)

where Pi, Q1, Q2, Q3 > 0. According to definition 3, we
achieve

dV (x(t), i) = LV (x(t), i)dt +2xT (t)Piρ(t)dw(t),
(14)

where

LV (x(t), i)

=2xT (t)Piζ (t)+ρT (t)Piρ(t)+ xT (t)
N

∑
j=1

πi jPjx(t)

+ xT (t)Q1x(t)− (1− τ̇(t))xT (t − τ(t))Q1x(t − τ(t))

+ τ2ζ T (t)Q2ζ (t)− τ
∫ t

t−τ
ζ T (s)Q2ζ (s)ds

+ τρT (t)Q3ρ(t)−
∫ t

t−τ
ρT (s)Q3ρ(s)ds

≤2xT (t)Piζ (t)+ρT (t)Piρ(t)+ xT (t)
N

∑
j=1

πi jPjx(t)

+ xT (t)Q1x(t)− (1−h)xT (t − τ(t))Q1x(t − τ(t))

+ τ2ζ T (t)Q2ζ (t)− τ
∫ t

t−τ(t)
ζ T (s)Q2ζ (s)ds

+ τρT (t)Q3ρ(t)−
∫ t

t−τ(t)
ρT (s)Q3ρ(s)ds. (15)

Based on Lemma 2, it is clear that

−τ
∫ t

t−τ
ζ T (s)Q2ζ (s)ds

≤ −
(∫ t

t−τ
ζ (s)ds

)T

Q2

∫ t

t−τ
ζ (s)ds

≤ −
(∫ t

t−τ(t)
ζ (s)ds

)T

Q2

∫ t

t−τ(t)
ζ (s)ds.

(16)

Let us consider the following equality which comes
from system (12):

2[xT (t)L1i + xT (t − τ(t))L2i][x(t)− x(t − τ(t))

−
∫ t

t−τ(t)
ζ (s)ds−

∫ t

t−τ(t)
ρ(s)dw(s)] = 0, (17)

where L1i, L2i are matrices with appropriate dimensions
and for each i ∈ S, we have

−2
[
xT (t)L1i + xT (t − τ(t))L2i

]∫ t

t−τ(t)
ρ(s)dw(s)

≤
[∫ t

t−τ(t)
ρ(s)dw(s)

]T

Q3

[∫ t

t−τ(t)
ρ(s)dw(s)

]
+
[
xT (t)L1i + xT (t − τ(t))L2i

]
Q−1

3[
xT (t)L1i + xT (t − τ(t))L2i

]T
. (18)

By employing itô formula, we drive

E

{[∫ t

t−τ(t)
ρ(s)dw(s)

]T

Q3

[∫ t

t−τ(t)
ρ(s)dw(s)

]}

=E
{∫ t

t−τ(t)
ρT (s)Q3ρ(s)ds

}
. (19)

Since
N

∑
j=1

πi j = 0, there exists

N

∑
j=1

πi jQ4i = 0,Q4i = QT
4i > 0. (20)

It follows from (7), (15)-(20) that

E {LV (x(t), i)} ≤ ξ T (t)Π3iξ (t), (21)

where

ξ (t) =
[

xT (t) xT (t − τ(t))
∫ t

t−τ(t)
ζ T (s)ds ψT (u(t))

]T

,

Π3i =Π2i +ΞT
1i (Pi + τQ3)Ξ1i + τ2ΞT

2iQ2Ξ2i +ΞT
3iQ

−1
3 Ξ3i,

Π4i =


Π5i Π12

1i −L1i Π14
1i

* Π22
1i −L2i 0

* * −Q2 0
* * * −2Ti

 ,

Π5i =Pi (Ai +BiKi)+(Ai +BiKi)
T Pi + ∑

j∈Si
k

πi j (Pj −Q4i)

+ ∑
j∈Si

uk

πi j (Pj −Q4i)+Q1 + τ2Q2 +L1i +LT
1i,

where Ξ1i, Ξ2i and Ξ3i described in Theorem 1.
Applying the Schur complements to Π3i, Π3i is equiva-

lent to

Π6i =


Π4i ΞT

1i
√

τΞT
1i τΞT

2i ΞT
3i

* −P−1
i 0 0 0

* * −Q−1
3 0 0

* * * −Q−1
2 0

* * * * −Q3

< 0.

(22)

Notice that if i ∈ Si
k, we can get Π3i < 0 by inequalities

(8)-(9) and the fact πi j ≥ 0 (∀i, j ∈ S, i ̸= j). On the other

hand, if ∀i ∈ Si
uk, from the fact πii = −

N

∑
j=1,i ̸= j

πi j < 0 and

inequalities (8)−(10), we can also get Π3i < 0. Therefore,
we have

LV (x(t), i)< 0. (23)

Therefore,

lim
Tf →∞

E
{∫ Tf

0
xT (t,φ(θ),r0)x(t,φ(θ),r0)dt|(φ(θ),r0)

}
<∞.
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From condition (11), it follows that if x(t) ∈ ε(Pi), then
ε(Pi) ∈ D(u0).

Above all, system (6) (v(t) = 0) with partly known tran-
sition rates is locally stochastically stable for every initial
condition belong to ε(Pi). The proof is completed. □

Remark 1: Compared with the Lyapunov-Krasovskii
functional in the paper [16] V (x(t), i) = xT (t)Pix(t) +∫ t

t−τ(t)
xT (s)Q1x(s)ds, the Lyapunov-Krasovskii functional in
this paper is chosen as (13), which may reduce some con-
servativeness.

Remark 2: If Si
uk = ∅ , then system (6) becomes

Markovian switching system with completely known tran-
sition probabilities. Therefore, we have the following
corollaries.

Corollary 1: For the given bound of the input u0, if
there exist symmetric positive definite matrices Pi, Q1, Q2,
Q3, diagonal positive matrices Ti and appropriate matrices
Li, L1i, L2i, such that for i = 1,2, . . . ,N, the condition (11)
and the following inequality holds,

Π̃1i ΞT
1i

√
τΞT

1i τΞT
2i ΞT

3i
* −P−1

i 0 0 0
* * −Q−1

3 0 0
* * * −Q−1

2 0
* * * * −Q3

< 0,

where

Π̃1i =


Π̃11

1i Π12
1i −L1i Π14

1i
* Π22

1i −L2i 0
* * −Q2 0
* * * −2Ti

 ,

Π̃11
1i =Pi(Ai +BiKi)+(Ai +BiKi)

T Pi +
N

∑
j=1

πi jPj

+Q1 + τ2Q2 +L1i +LT
1i,

where Ξ1i, Ξ2i, Ξ3i, Π12
1i , Π14

1i , Π22
1i described in Theorem

1, the system (6) (v(t) = 0) with completely known tran-
sition rates is locally stochastically stable for every initial
condition belong to ε(Pi).

3.2. H∞ performance analysis

In this subsection, we will consider the problem of H∞
performance for the system (6).

Theorem 2: For the given bound of the input u0 and
constant γ , if there exist symmetric positive definite ma-
trices Pi, Q1, Q2, Q3, symmetric matrices Q4i, diagonal
positive matrices Ti and appropriate matrices Li, L1i, L2i,
such that for i = 1,2, . . . ,N, the conditions (9)–(11) and

the following inequality holds
Π7i ΞT

4i
√

τΞT
4i τΞT

5i ΞT
6i

* −P−1
i 0 0 0

* * −Q−1
3 0 0

* * * −Q−1
2 0

* * * * −Q3

< 0, (24)

where

Π7i =


Π8i Π12

1i −L1i Π14
1i PiGi CT

i
* Π22

1i −L2i 0 0 0
* * −Q2 0 0 0
* * * −2Ti 0 0
* * * * −γ2 DT

i
* * * * * −I

 ,

Π8i = Pi(Ai +BiKi)+(Ai +BiKi)
T Pi + ∑

j∈Si
k

πi j(Pj −Q4i)

+Q1 + τ2Q2 +L1i +LT
1i,

Ξ4i = [Wi Wdi 0 0 0 0],

Ξ5i = [Ai +BiKi Adi 0 Bi Gi 0],

Ξ6i = [L1i L2i 0 0 0 0].

with Π12
1i , Π14

1i , Π22
1i described in Theorem (1), the system

(6) with partly known transition rates is locally stochasti-
cally stable with γ-disturbance attenuation for every initial
condition belong to ε(Pi).

Proof: From condition (24), it is easy to see that in-
equality (8) holds. Based on Theorem 1, system (6)
(v(t) = 0) is stochastically stable.

For system (6) with Lyapunov-Krasovskii functional
candidate (13), it follows from (7), (15)-(20) that

zT (t)z(t)− γ2vT (t)v(t)+LV (x(t), i)≤ Ψ1Π9iΨT
1 ,

(25)

where

Ψ1 = [xT (t) xT (t − τ(t))
∫ t

t−τ(t)
ζ T (s)ds ψT (u(t))

vT (t)],

Π9i = Π10i +ΞT
4i(Pi + τQ3)Ξ4i + τ2ΞT

5iQ2Ξ5i

+ΞT
6iQ

−1
3 Ξ6i +ΞT

7iΞ7i,

Π10i =


Π11i Π12

1i −L1i Π14
1i PiGi

* Π22
1i −L2i 0 0

* * −Q2 0 0
* * * −2Ti 0
* * * * −γ2

 ,

Π11i = Pi(Ai +BiKi)+(Ai +BiKi)
T Pi

+ ∑
j∈Si

k

πi j(Pj −Q4i)

+Q1 + τ2Q2 +L1i +LT
1i,

Ξ4i = [Wi Wdi 0 0 0],Ξ5i = [Ai +BiKi Adi 0 Bi Gi],

Ξ6i = [L1i L2i 0 0 0],Ξ7i = [CT
i 0 0 0 DT

i ].
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Applying the Schur complement to Π9i, the inequality
(24) holds .

Therefore, the inequalities (8)-(10) and (24) imply

zT (t)z(t)− γ2vT (t)v(t)+LV (x(t), i)< 0. (26)

which means

E
{∫ ∞

0
zT (t)z(t)dt

}
≤ γ2E

{∫ ∞

0
vT (t)v(t)dt

}
. (27)

That completes the proof of Theorem 2. □

3.3. State feedback controller design
In this subsection, we will consider the problem of state

feedback controller design for the system (6).

Theorem 3: For the given bound of the input u0 and
constant γ , if there exist symmetric positive definite ma-
trices Xi, U1i, U2i, U2, U3, symmetric matrices Vi, diagonal
positive matrices Si and appropriate matrices Zi, U4i, U5i,
Yi, such that for i = 1,2, . . . ,N, k = 1,2, . . . ,m,

Π12i ΞT
8i

√
τΞT

8i τΞT
9i ΞT

10i Π13i

* −Xi 0 0 0 0
* * −U3 0 0 0
* * * −U2 0 0
* * * * −Xi 0
* * * * * −Π14i

< 0,

(28)
Π̃12i ΞT

8i
√

τΞT
8i τΞT

9i ΞT
10i Π̃13i

* −Xi 0 0 0 0
* * −U3 0 0 0
* * * −U2 0 0
* * * * −Xi 0
* * * * * −Π̃14i

< 0,

(29)[
−Vi Xi

∗ −X j

]
≤ 0, j ∈ Si

uk, j ̸= i, (30)

X j −Vj ≥ 0, j ∈ Si
uk, j = i, (31)

U2 −Xi ≥ 0, (32)

U3 −Xi ≥ 0, (33)[
Xi Y T

i(k)−ZT
i(k)

∗ u2
0(k)

]
> 0, (34)

where

Π12i =


Π15i Π12

2i −U4i Π14
2i Gi XiCT

i
* Π22

2i −U5i 0 0 0
* * −Q2 0 0 0
* * * −2Si 0 0
* * * * −γ2 DT

i
* * * * * −I


Π15i =AiXi +BiYi +XiAT

i +Y T
i BT

i − ∑
j∈Si

k

πi jVi +πiiXi

+U1i + τ2U2i +U4i +UT
4i ,

Ξ8i =[WiXi WdiXi 0 0 0 0],

Ξ9i =[AiXi +BiYi AdiXi 0 BiSi Gi 0],

Ξ10i =[U4i U5i 0 0 0 0],

Π13i =
[√

πiki
1
Xi, . . . ,

√
πiki

r−1
Xi,

√
πiki

r+1
Xi,

. . . ,
√

πiki
m
Xi

]
,

Π14i =diag
{

Xki
1
, . . . ,Xki

r−1
,Xki

r+1
, . . . ,Xki

m

}
,

Π̃12i =


Π̃15i Π12

2i −U4i Π14
2i Gi XiCT

i
* Π22

2i −U5i 0 0 0
* * −Xi 0 0 0
* * * −2Si 0 0
* * * * −γ2 DT

i
* * * * * −I

 ,

Π̃15i =AiXi +BiYi +XiAT
i +Y T

i BT
i − ∑

j∈Si
k

πi jVi

+U1i + τ2U2i +U4i +UT
4i ,

Π̃13i =
[ √πiki

1
Xi, . . . ,

√πiki
m
Xi

]
,

Π̃14i =diag
{

Xki
1
, . . . ,Xki

m

}
,Π12

2i = AdiXi +UT
5i −U4i,

Π14
2i =BiSi +ZT

i ,Π
22
2i =−(1−h)U1i −U5i −UT

5i ,

with (Ki(k),Yi(k)) denoted the kth row of (Ki,Yi),
(ki

1,ki
2,. . .,ki

m) described in (3) and ki
r = i, the system (6)

with partly known transition rates is locally stochastically
stable with γ-disturbance attenuation for every initial con-
dition belong to ε(Pi). Moreover, state feedback controller
gain matrices are given by Ki = YiX−1

i .

Proof: Let

Xi = P−1
i ,Yi = KiXi,U1i = XiQ1Xi,U2 = Q−1

2 ,

U3 = Q−1
3 ,U4i = XiL1iXi,U5i = XiL2iXi,

Vi = XiQ4iXi,Si = T−1
i ,Zi = XiLi,U2i = XiQXi. (35)

Based on LMIs (32) and (33), it is obtained that −Q2 ≤
−Pi and −Q3 ≤ −Pi, then we replace −Q2 and −Q3 by
−Pi in inequality (24). Pre- and post-multiplying inequal-
ity (24) by diag{Xi,Xi,Xi,Si, I, I, I, I, I,Xi}, inequality (24)
is equivalent to

Π16i ΞT
8i

√
τΞT

8i τΞT
9i ΞT

10i
* −Xi 0 0 0
* * −U3 0 0
* * * −U2 0
* * * * −Xi

< 0, (36)

where

Π16i =


Π17i Π12

2i −U4i Π14
2i Gi XiCT

i
* Π22

2i −U5i 0 0 0
* * −Xi 0 0 0
* * * −2Si 0 0
* * * * −γ2 DT

i
* * * * * −I

 ,
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Π17i =AiXi +BiYi +XiAT
i +Y T

i BT
i +U4i +UT

4i

+U1i + τ2U2i + ∑
j∈Si

k

πi j(XiX−1
j Xi −Vi),

with Π12
2i , Π14

2i , Π22
2i , Ξ8i, Ξ9i, Ξ10i described in Theorem 3.

As πii < 0, ∀i ∈ S, the inequality (36) is discussed in the
following two cases.

Case 1. For i ∈ Si
k, applying Schur complement lemma,

the inequality (28) holds.
Case 2. For i /∈ Si

k, applying Schur complement lemma,
the inequality (29) holds.

Pre- and post-multiplying inequality (9) by Xi, inequal-
ity (30) holds. Pre- and post-multiplying inequality (10)
by Xi, the inequality (31) holds.

Applying Schur complement and Lemma 1 to the con-
straint (10), the inequality (34) holds. □

Remark 3: In Theorem 3, we can take γ2 as the opti-
mized variable to obtain an optimized state feedback con-
troller. The attenuation level ρ can be reduced to the min-
imum possible value that conditions (28)-(34) hold. The
optimization problem can be described as follows:

min ρ
Xi,U1i,U2i,U2,U3,γ,> 0,Vi,Yi,Zi,U4i,U5i

s.t. Inequalities (28)− (34) with ρ = γ2.
(37)

4. NUMERICAL EXAMPLES

Example 1: Consider four-mode Markovian switching
system with the following parameters:

A1 =

[
2.5 0.5
0.1 −1

]
,A2 =

[
1 1

0.5 −2

]
,A3 =

[
1 −1
0 −4

]
,

A4 =

[
−5 0.1
3 −1

]
,Ad1 =

[
0.5 0
0 0.2

]
,Ad2 =

[
0.2 0
0 0.1

]
,

Ad3 =

[
0.3 0
0 0.1

]
,Ad4 =

[
0.2 0
0 0.4

]
,B1 =

[
1
1

]
,

B2 =

[
1
2

]
,B3 =

[
1
1

]
,B4 =

[
2
2

]
,

W1 =W2 =W3 =W4 =

[
−0.1 0

0 −0.1

]
,

Wd1 =Wd2 =Wd3 =Wd4 =

[
0.1 0
0 0.1

]
,

G1 = G2 = G3 = G4 =

[
1
1

]
,C1 =C2 =C3 =C4 =

[
1 1

]
,

D1 = D2 = D3 = D4 = 1,x(0) =
[
−0.2 0.1

]T
,

x(t) =
[
0 0

]T
, t ∈ [−τ,0),r0 = 2,u0 = 2.

Let τ(t) = 0.5(1− sin(t)), then τ = 1, h = 0.5. The

Fig. 1. System mode r(t) of Example 1.

Fig. 2. State trajectory x(t) of Example 1.

transition rate matrix is given as follows:
−1 ? ? 0.2
? ? 0.2 0.6

0.5 ? −1.2 ?
0.5 ? 0.9 ?


Solving the optimization problem (37), we get γmin =

2.5215 and controller gain matrices:

K1 =
[
−234.6995 −21.6135

]
,

K2 =
[
−17.4077 −5.4677

]
,

K3 =
[
−10.4304 −0.7101

]
,

K4 =
[
−26.9337 −3.9614

]
.

Figs. 1-3 stand for system mode r(t), state trajec-
tory x(t) and controlled out z(t) of the closed-loop time-
delayed system with partly known transition rates and
input saturation. It is easily seen that the closed-loop
stochastic time-delayed Markovian switching system with
with partly known transition rates and input saturation is
stochastically stable with γ-disturbance attenuation.

Remark 4: In Example 1, if the Lyapunov-Krasovskii
functional is chosen as V (x(t), i) = xT (t)Pix(t) +∫ t

t−τ(t) xT (s)
Q1x(s)ds, we can not get the state feedback controller
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Fig. 3. Controlled out z(t) of Example 1.

gain matrices, which means that the obtained results in
this paper reduce some conservativeness.

Remark 5: If the completely known transition rate
matrix is given as follows:

−1 0.5 0.3 0.2
0.7 −1.5 0.2 0.6
0.5 0.4 −1.2 0.3
0.5 0.4 0.9 −1.8

 .

Solving the optimization problem (37), we get γmin =
1.5245. From γmin = 1.5245, we can easily see the com-
pletely known transition rates reduce the disturbance at-
tenuation.

Example 2: Considering a single-link robot arm in
[19], we describe the dynamic system as (1). In the dy-
namic system, the state variables are the angle position of
the arm x1(t), the angle position of the arm change rate
x2(t). Now, we assume that there exists the noise signal
v(t) which belongs to Ln

2[0,+∞) and Itô-type stochastic
disturbance ω(t) which belongs to a standard Wiener pro-
cess. The following parameters are given as follows:

Ai =

[
0 1

−gl − 2
J(i)

]
,Bi =

[
0
1

J(i)

]
,Gi =

[
0
1

J(i)

]
,

Wi =

[
0.1 0
0 0.1

]
,Ci =

[
1 1

]
,Di = 0,

x(0) =
[
−0.5 1

]T
,x(t) =

[
0 0

]T
, t ∈ [−τ,0),

r0 = 2,u0 = 16,J(1) = 1,J(2) = 5,J(3) = 10,J(4) = 15,

g = 9.80, l = 0.5, i = 1,2,3,4,

where g is the acceleration of gravity, l is the length of the
arm, J(i) depends on the jump mode i.

We consider the other parameters as follows:

Adi =

[
0.1 0
0 0.1

]
,Wdi =

[
0.1 0
0 0.1

]
.

Let τ(t) = 1.6(1− sin(t)), then τ = 3.2, h = 1.6. The

Fig. 4. System mode r(t) of Example 2.

Fig. 5. State trajectory x(t) of Example 2.

transition rate matrix is given as follows:
−1 ? ? 0.2
? ? 0.2 0.6

0.5 ? −1.2 ?
0.5 ? 0.9 ?


Solving the optimization problem (37), we get γmin =

1.2158 and controller gain matrices:

K1 =
[
−10.1058 −4.5189

]
,

K2 =
[
−5.1258 −0.4578

]
,

K3 =
[
25.0878 0.7951

]
,

K4 =
[
−4.1249 −0.8795

]
.

Figs, 4-5 stand for system mode r(t) and state tra-
jectory x(t) of the closed-loop time-delay system with
partly known transition rates and input saturation. It is
easily seen that the closed-loop stochastic time-delayed
Markovian switching system with partly known transition
rates and input saturation is stochastically stable with γ-
disturbance attenuation.

Remark 6: In Example 2, if the Lyapunov-Krasovskii
functional is chosen as V (x(t), i) = xT (t)Pix(t)+

∫ t
t−τ(t)
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xT (s)Q1x(s)ds, the state feedback controller gain matrices
can not be obtained, which means that the proposed results
in this paper may reduce some conservativeness.

5. CONCLUSIONS

In this paper, we have given an approach design of
H∞ state feedback controller for stochastic time-delayed
Markovian switching system with partly known transition
rates and input saturation. Such a problem has been pro-
posed in an optimization problem with LMI conditions.
Simulations are given to demonstrate the validity of the
main results.
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