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Robust Decentralized Output Regulation of Heterogeneous Uncertain
Linear Systems with Multiple Leaders via Distributed Adaptive Protocols
Ranran Li* and Huaitao Shi

Abstract: In the current paper we consider the robust decentralized output regulation of heterogeneous uncertain
linear systems with multiple leaders. A novel class of distributed observers is proposed. The states of the distributed
observers synchronize to the states of their leaders, respectively. In contrast to the existing results, we consider a
more general class of systems and furthermore we utilize the adaptive protocols to estimate the coupling weights
between neighboring agents online. Therefore the observers and internal model based control laws can be designed
in a purely distributed way, i.e., without knowledge of the associated matrix of the network topology. Finally we
apply the proposed methods to solve the synchronization problem of a group of RLC networks and the simulation
results show the effectiveness of the methods.
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1. INTRODUCTION

In this paper we consider a multi-agent system con-
sisting of N heterogeneous uncertain linear systems or
so called followers and 1 ≤ n ≤ N exosystems or so
called leader systems. According to the n leaders, the
N followers are divided into n subgroups represented
by N1, · · · ,Nn. Without loss of generality we suppose
N1 = {1, · · · ,h1}, N2 = {h1 + 1, · · · ,h1 + h2}, · · · , Nn =
{h1 + · · ·+hn−1 +1, · · · ,h1 + · · ·+hn−1 +hn}. We assume
h j ≥ 1, j = 1, · · · ,n and Ni∩N j = /0, ∑n

i=1 hi =N. The j-th
leader is as follows:

v̇ j =S jv j, j = 1, · · · ,n, (1)

whose output is y0 j = R0 jv j, where R0 j ∈ Rpi×nv and S j ∈
Rnv×nv , j = 1, · · · ,n. v j ∈ Rnv is the exogenous signal rep-
resenting the reference input to be tracked or the distur-
bance to be rejected of the follower systems in N j, j =
1, · · · ,n. ∀i ∈N j, i-th follower system takes the form:

ẋi =Āixi + B̄iui + Ēiv j

yi =C̄ixi + D̄iui + F̄iv j,
(2)

where xi ∈ Rni , yi ∈ Rpi and ui ∈ Rmi are the state, mea-
surement output and control input of the i-th subsystem.
Āi, B̄i, Ēi, C̄i, D̄i, and F̄i are unknown matrices and can be
represented as
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Āi = Ai +∆Ai, B̄i = Bi +∆Bi, Ēi = Ei +∆Ei,

C̄i =Ci +∆Ci, D̄i = Di +∆Di, F̄i = Fi +∆Fi

where Ai, Bi, Ei, Ci, Di, Fi are known matrices and ∆Ai,
∆Bi, ∆Ei, ∆Ci, ∆Di, ∆Fi are the unknown perturbations of
the matrices. The control target is to design ui such that
ei = yi−y0 j → 0, i ∈N j; j ∈ {1, · · · ,n}, i = 1, ..., N, when
time t goes to infinity.

When only one leader exists we always call the afore-
mentioned problem as cooperative output regulation or
leader-following synchronization problem of linear sys-
tem which has received a lot of attention in the last few
years. In [1, 2] the cooperative output regulation prob-
lem of deterministic linear system has been solved through
feedforward design. [1] assumed that all the linear sub-
systems are identical while [2] considered the heteroge-
neous linear systems. In [4–8], the robust cooperative out-
put regulation problem of uncertain linear system were
solved by introducing the internal model based control
laws. In [6] the no-cycle assumption was made on the net-
work topology and this was removed in [4]. [5] considered
the switching network for some special form systems. In
[7], the distributed observer was proposed and the cooper-
ative output regulation of heterogeneous uncertain linear
systems was achieved. In [8], the minimum phase sys-
tem was considered by introducing the high gain feedback
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technique. The leaderless output synchronization or con-
sensus problem of linear systems was investigated in
[9–11]. However in the recent years there was an emerg-
ing trend to study the case that the group may incorporate
or evolve into different subgroups which is so called clus-
tering [3,12,13]. In addition to being cooperative, the sys-
tems belonging to different subgroups may be competitive
or repulsive. Thus the problem is more challenging than
the case that only one leader exists and can include the co-
operative regulation as special case. It is worthy to note
that the adaptive dynamic programming method is used
to solve the consensus problem of multi-agent systems in
[21].

In the current paper we study robust decentralized reg-
ulation of heterogeneous uncertain linear systems subject
to multiple leaders. The followers are divided into several
groups according to the leaders and the steady state man-
ifolds of each subgroup are dependent on its leader only.
But in addition to cooperation, the followers between dif-
ferent subgroups may have negative effect on each other,
i.e., repulsion or competition. The main contributions of
the paper are as follows:

• In this paper we deal with a more general linear sys-
tem (2). To our best knowledge, all the existing litera-
tures about robust output regulation of heterogeneous
uncertain linear systems consider the special case of
(2). That is D̄i = 0 in those literatures [3–8]. How-
ever this excludes an important class of real systems,
such as RLC network in (30).

• The current distributed controller does not require the
full knowledge of the associated matrix of network
graph, i.e., the smallest eigenvalue of the associated
matrix. This is actually a global information that is
required in [1–9]. Thus the current result remarkably
facilitates the local controller design which is now
purely distributive.

To circumvent these two difficulties we propose novel
distributed observers with adaptive coupling weights in
the current paper. Therefore the states of leaders can be
observed and moreover some coupling weights are esti-
mated online such that the design of individual control law
is independent of the associated matrix. Thus the control
laws can be designed in a purely distributed way and the
decentralized regulation of a more general class of sys-
tems as (2) can be handled.

The rest of this paper is organized as follows. In Section
2, we present some preliminaries and standard assump-
tions for the solvability of the problem. In Section 3, we
propose our main results. In Section 4, we apply our ap-
proaches to solve a synchronization problem for a group
of heterogeneous uncertain RLC systems subject to two
leaders, the effectiveness of our approaches is illustrated
by the simulations. Finally we close the paper with some
conclusions. Throughout the paper ⊗ denotes the Kro-

necker product, Rn and Cn denote the n-dimensional real
and complex vector space, respectively. xT denotes the
transpose of x and xH denotes the conjugate transpose of
x. Re(·) means the real part of the argument.

2. PRELIMINARIES

2.1. Network topology
The N followers (2) exchange their information through

a directed graph G. Definitions and details of diagraph can
be found in Appendix. Associated with the graph G there
exist an adjacency matrix A = [ai j] ∈RN×N , ai j = 1 or −1
if there is coupling from j-th subsystem to i-th subsystem,
otherwise ai j = 0, and aii = 0. If ai j = 1, a cooperative
coupling is enforced, whereas if ai j = −1, the coupling
is competitive or repulsive. Associated with the graph G,
we define the Laplacian matrix L = [li j] ∈ RN×N and L =
D−A where D = diag(d1, · · · ,dN) where di = ∑N

j=1, j ̸=i ai j.
Moreover in each group N j, j = 1, · · · ,n, there exist at
least one follower is coupled with the leader. To be consis-
tent with matrix A, the coupling between the i-th follower
and its leader is represented by ai0 and ai0 = 1 if they are
coupled, otherwise ai0 = 0, i ∈ {1, · · · ,N}. Thus we can
define a matrix H = [hi j] ∈RN×N , where hii = lii +ai0 and
hi j = li j when i ̸= j. Thus the matrix H and L can be writ-
ten as

H =


H11 H12 · · · H1n

H21 H22 · · · H2n

· · · · · · · · · · · ·
Hn1 Hn2 · · · Hnn

 ,

L =


L11 L12 · · · L1n

L21 L22 · · · L2n

· · · · · · · · · · · ·
Ln1 Ln2 · · · Lnn

 .

We allow the competition or repulsion only happen be-
tween the followers that belong to different groups, i.e.,
Lii, or Hii,1 ≤ i ≤ n has non-positive off-diagonal ele-
ments. Associated with group Ni,1 ≤ i ≤ n, we can define
a diagraph Ḡi = {V̄i, Ēi}, where V̄i = {io,h1 + · · · ,hi−1 +
1, · · · ,h1 + · · · ,hi−1 + hi}, io denotes the leader of group
Ni and the edge set Ēi = {(k, j),a jk = 1, j,k ∈ V̄i}. We
make the following assumption on the graph Ḡi.

Assumption 1: The diagraph Ḡi contains a spanning
tree with io as root and G is undirected.

Remark 1: From Lemma 4 in [19], eigenvalues of Hii

has positive real parts if and only if Ḡi contains a span-
ning tree. Since G is undirected, Hii,1 ≤ i ≤ n is positive
definite. When only one leader exists, Assumption 1 is
equivalent to Assumption 3.2 in [18].

Furthermore we introduce the following assumption on
Hi j, i ̸= j,1 ≤ i, j ≤ n.

Assumption 2: The matrix Hi j, i ̸= j,1 ≤ i, j ≤ n has
zero row sum.
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Remark 2: Assumption 2 means the effects between
different groups can vanish when leader-following syn-
chronization in each group is achieved. Thus this guar-
antees the synchronization of each group with different
leaders can be realized.

2.2. Distributed observer and problem formulation
In the following we propose the distributed observer as

˙̂vi =S j v̂i + ∑
k∈N j

cik(t)aik(v̂k − v̂i)+ ∑
k/∈N j

aik(v̂k − v̂i)

+ ci0(t)ai0(v j − v̂i),

ċik =aik(v̂k − v̂i)
T Γ(v̂k − v̂i), i,k ∈N j,

ċi0 =ai0(v̂i − v j)
T Γ(v̂i − v j), i ∈N j, i = 1, · · · ,N,

(3)

where Γ is a positive definite matrix to be verified and the
initial conditions of cik(0) and cki(0) are the same. (3) is
assigned with each follower system to observe the states
of exosystems, i.e., v j when i ∈ N j. aik is the element of
adjacency matrix A and cik(t) and ci0(t) are the coupling
weights that are adapted online. It can be inferred from (3)
that only the couplings between the followers in the same
subgroup are adapted. This is because the introduction of
the adaptive protocol is aimed to enforce the cooperations
among the same subgroup.

Due to the network, the regulation error ei = yi − y0 j is
not available for feedback for each subsystem, we use the
following variable for feedback of i-th subsystem:

evi = yi −R0 j v̂i.

It can be easily seen that evi = ei when v̂i = v j, ∀i ∈N j.
Thus the distributed control law will take the following

form:

ui =ki(zi,evi),

żi =gi(zi,evi), i = 1, · · · ,N,
(4)

where ki,gi are linear functions of their arguments. For
notation convenience we introduce the variable

w =

vec
([

∆A1, · · · ,∆AN ,∆B1, · · · ,∆BN ,∆E1, · · · ,∆EN

∆C1, · · · ,∆CN ,∆D1, · · · ,∆DN ,∆F1, · · · ,∆FN

])
.

Thus we give the formulation of the problem we are deal-
ing with as

Problem 1: Given the N followers (2) subject to n
leader systems (1), with the network topology G satisfies
Assumptions 1 and 2, find a control law of the form (4)
such that :
1) when w = 0 and v j = 0, j = 1, · · · ,n, the closed-loop
system matrix is Hurwitz.
2) there exist an open neighborhood W of w = 0,
for any w ∈ W and any conditions xi(0),zi(0), i =
1, · · · ,N,v j(0), j = 1, · · · ,n, for all i ∈ N j, the regulation
error limt→∞ ei(t) = yi − y0 j = 0, i = 1, · · · ,N.

Remark 3: The Problem 1, when only one leader ex-
ists (n = 1), has been studied in [4, 6] and [7] with some-
what different evi in (4) and network conditions. How-
ever the systems considered in these papers are the special
cases of system (2), i.e., D̄i = 0.

2.3. Assumptions
Next we list some assumptions that are needed for the

solvability of the Problem 1. The assumptions are stan-
dard ones for the solvability of the linear robust output
regulation problem of single system [17], [16].

Assumption 3: S j, j = 1, · · · ,n has no eigenvalues
with negative real parts.

Assumption 4: The pair (Ai,Bi) is stabilizable, i =
1, · · · ,N.

Assumption 5: The pair (Ci,Ai) is detectable, i =
1, · · · ,N.

Assumption 6: For all λ ∈ σ(S j), j = 1, · · · ,n, where

σ(S j) is the spectrum of S j, rank
[

Ai −λ I Bi

Ci Di

]
= ni +

pi, for all i ∈N j.

3. MAIN RESULTS

In the beginning of the section we introduce two lem-
mas that are proposed in [20] and [14], respectively.

Lemma 1: [20] Let A and B be N × N Hermitian
matrices, and let the eigenvalues σi(A),σi(B),σi(A+B)
be arranged in increasing order as σ1(·) ≤ σ2(·) ≤ ·· · ≤
σN(·). For each k = 1,2, · · · ,N, we have

σk(A)+σ1(B)≤ σk(A+B)≤ σk(A)+σN(B).

Lemma 2: [14] Given any stabilizable pair (A,B),
A ∈Rn×n, B ∈Rn×m, the algebraic Riccati equation AT P+
PA+ In −PBBT P = 0 admits a positive definite solution.
Then for any ρ ∈ C with Re(ρ) ≥ 1, A−ρBBT P is Hur-
witz. Furthermore (A− ρBBT P)HP+P(A− ρBBT P) =
−In − (1+2ε)PBBT P, where ε = Re(ρ)−1.

Next we will analyze the stability of the distributed ob-
server (3).

Lemma 3: Under Assumptions 1 and 2, the state v̂i of
the distributed observer (3) converge to the state v j of its
leader (1), with Γ = I, as time t goes to infinity for all
i ∈N j, i = 1, · · · ,N; j ∈ {1, · · · ,n}.

Proof: Introduce the variable as

ṽi = v̂i − v j, i ∈N j.

Thus we have that

˙̃vi =S j ṽi + ∑
k∈N j

cik(t)aik(ṽk − ṽi)

+ ∑
k/∈N j

aik(v̂k − v̂i)− ci0(t)ai0ṽi.
(5)
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We define Lyapunov function as

Vo1 =
N

∑
i=1

ṽT
i ṽi +

N

∑
i=1

∑
k∈N j

(cik −µ)2

2
+

N

∑
i=1

(ci0 −µ)2,

where µ is a positive constant to be verified.
The derivative of Vo1 along (3) and (5) is

V̇o1 =
N

∑
i=1

ṽT
i (S̄i + S̄T

i )ṽi +
N

∑
i=1

∑
k∈N j

2cik(t)aikṽT
i (ṽk − ṽi)

+
N

∑
i=1

∑
k/∈N j

2aikṽT
i (v̂k − v̂i)−

N

∑
i=1

2ci0(t)ai0ṽT
i ṽi

+
N

∑
i=1

∑
k∈N j

(cik −µ)aik(ṽk − ṽi)
T Γ(ṽk − ṽi)

+
N

∑
i=1

(ci0 −µ)2ai0ṽT
i Γṽi,

(6)

where S̄i = S j when i ∈N j. Due to the fact that

N

∑
i=1

∑
k∈N j

(cik −µ)aik(ṽk − ṽi)
T Γ(ṽk − ṽi)

= 2
N

∑
i=1

∑
k∈N j

(cik −µ)aikṽT
i Γ(ṽi − ṽk)

this equality holds because aik = aki and cik(t) = cki(t),
cik(t) are cancelled out from (6). And Hi j is zero-row-sum
matrix,

∑
k/∈N j

aik = 0, i = 1, · · · ,N.

It follows that
N

∑
i=1

∑
k/∈N j

2aikṽT
i Γ(v̂k − v̂i) =

N

∑
i=1

∑
k/∈N j

2aikṽT
i Γ(ṽk − ṽi)

and we choose Γ = I, it gives

V̇o1 =
N

∑
i=1

ṽT
i (S̄i + S̄T

i )ṽi +
N

∑
i=1

∑
k∈N j

2µaikṽT
i (ṽk − ṽi)

+
N

∑
i=1

∑
k/∈N j

2aikṽT
i (ṽk − ṽi)−

N

∑
i=1

2µai0ṽT
i ṽi

=ṽT [DS −DH ⊗ Inv − Ď⊗ Inv ]ṽ,

(7)

where DS = diag{S̄1 + S̄T
1 , · · · , S̄N + S̄T

N}, DH =
diag{2µH11, 2µH22, · · · ,2µHnn} and

Ď = 2


0 H12 · · · H1n

H21 0 · · · H2n

· · · · · · · · · · · ·
Hn1 Hn2 · · · 0

 .

We define

LH = DH + Ď.

Then, (7) changes to

V̇o1 =ṽT [DS −LH ⊗ Inv ]ṽ. (8)

According to Lemma 1 we choose µ sufficiently large
such that LH is positive definite and hence there ex-
ist an unitary matrix U such that UT LHU = Λ =
diag(λ1,λ2, · · · ,λN), where λi, i = 1, · · · ,N is eigenvalue
of LH .

We introduce the new variable

ξ = (U ⊗ Inv)ṽ

and thus (8) changes to

V̇o1 =ξ T [Dus −Λ⊗ Inv ]ξ =−
N

∑
i=1

λi∥ξi∥2 +ξ T Dusξ

≤−λ∥ξ∥2 +ξ T Dusξ ,
(9)

where Dus = (U ⊗ Inv)DS(UT ⊗ Inv) and λ = mini=1,··· ,N λi.
Therefore according to Lemma 1, λ can be sufficiently
large by choosing µ sufficiently large. Here we choose
µ sufficiently large such that λ = ∥Dus∥+ 1. From (9) it
follows that V̇o1 ≤ −∥ξ∥2 = −∥ṽ∥2. Hence by Lasalle’s
Invariance Principle, ṽ → 0. □

Remark 4: From the preceding proof we know that
limt→∞ ṽ = 0 and in (3)

ċik =aik(v̂k − v̂i)
T Γ(v̂k − v̂i), i,k ∈ N j

=aik[(v̂k − v j)− (v̂i − v j)]
T Γ[(v̂k − v j)

− (v̂i − v j)], i,k ∈ N j

=aik[ṽk − ṽi]
T Γ[ṽk − ṽi], i,k ∈ N j

Thus limt→∞ ċik(t) = 0 and hence cik converges to con-
stant.

Remark 5: It can be seen that the stability analysis of
the distributed observer (3) is independent of control law
and thus it has potential to be used in other cases. If we
assume S1 = S2 = · · ·= Sn = S0, R01 = R02 = · · ·= R0n =
R0 and the pair (R0,S0) is detectable, i.e., there exists a
matrix Q such that S0 −QR0 is Hurwitz, the observer (3)
can be modified as

˙̂vi =S0v̂i + ∑
k∈N j

cik(t)aikQR0(v̂k − v̂i)

+ ∑
k/∈N j

aikQR0(v̂k − v̂i)+ ci0(t)ai0QR0(v j − v̂i),

ċik =aik(v̂k − v̂i)
T RT

0 ΓR0(v̂k − v̂i), i,k ∈N j,

ċi0 =ai0(v̂i − v j)
T RT

0 ΓR0(v̂i − v j), i ∈N j, i = 1, · · · ,N.

(10)

Following steps in the proof of Lemma 3, we have that

˙̃vi =S0ṽi + ∑
k∈N j

cik(t)aikQR0(ṽk − ṽi)

+ ∑
k/∈N j

aikQR0(v̂k − v̂i)− ci0(t)ai0QR0ṽi.
(11)
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We define Lyapunov function as

Vo2 =
N

∑
i=1

ṽT
i P−1ṽi +

N

∑
i=1

∑
k∈N j

(cik −µ)2

2
+

N

∑
i=1

(ci0 −µ)2,

where P is a positive definite matrix, µ is a positive con-
stant to be verified.

The derivative of Vo2 along (10) and (11) is

V̇o2 =
N

∑
i=1

2ṽT
i P−1S0ṽi +

N

∑
i=1

∑
k/∈N j

2aikṽT
i P−1QR0(v̂k − v̂i)

+
N

∑
i=1

∑
k∈N j

2cikaikṽT
i P−1QR0(ṽk − ṽi)

−
N

∑
i=1

2ci0ai0ṽT
i P−1QR0ṽi

+
N

∑
i=1

∑
k∈N j

(cik −µ)aik(ṽk − ṽi)
T RT

0 ΓR0(ṽk − ṽi)

+
N

∑
i=1

(ci0 −µ)2ai0ṽT
i RT

0 ΓR0ṽi. (12)

Due to the fact that
N

∑
i=1

∑
k∈N j

(cik −µ)aik(ṽk − ṽi)
T RT

0 ΓR0(ṽk − ṽi)

= 2
N

∑
i=1

∑
k∈N j

(cik −µ)aikṽT
i RT

0 ΓR0(ṽi − ṽk)

and
N

∑
i=1

∑
k/∈N j

2aikṽT
i RT

0 ΓR0(v̂k − v̂i)

=
N

∑
i=1

∑
k/∈N j

2aikṽT
i RT

0 ΓR0(ṽk − ṽi)

and if we can choose Γ such that RT
0 ΓR0 = P−1QR0, it will

give

V̇o2 =
N

∑
i=1

2ṽT
i P−1S0ṽi +

N

∑
i=1

∑
k/∈N j

2aikṽT
i P−1QR0(ṽk − ṽi)

+
N

∑
i=1

∑
k∈N j

2µaikṽT
i P−1QR0(ṽk − ṽi)

−
N

∑
i=1

2µai0ṽT
i P−1QR0ṽi (13)

We introduce new variable v̌i = P−1ṽi and hence (13)
changes to

V̇o2 =
N

∑
i=1

2v̌T
i S0Pv̌i +

N

∑
i=1

∑
k∈N j

2µaikv̌T
i QR0P(v̌k − v̌i)

+
N

∑
i=1

∑
k/∈N j

2aikv̌T
i QR0P(v̌k − v̌i)−

N

∑
i=1

2µai0v̌T
i QR0Pv̌i

=v̌T [IN ⊗2S0P−LH ⊗QR0P]v̌, (14)

where v̌ = [v̌T
1 , · · · , v̌T

N ]
T , and we define ζ = (U ⊗ Inv)v̌,

V̇o2 = ζ T [IN ⊗2S0P−Λ⊗QR0P]ζ

=
N

∑
i=1

ζ T
i [(S0 −

λi

2
QR0)P+P(S0 −

λi

2
QR0)

T ]ζi.
(15)

Due to the fact that (ST
0 ,R

T
0 ) is stabilizable, according to

Lemma 2, there exists a positive definite matrix P0 such
that

S0P0 +P0ST
0 + Inv −P0RT

0 R0P0 = 0. (16)

And hence, for any ρ ∈ C with Re(ρ) ≥ 1, ST
0 −

ρRT
0 R0P0 is Hurwitz and P0 satisfies (S0 −ρP0RT

0 R0)P0 +
P0(S0−ρP0RT

0 R0)
T =−In−(1+2ε)P0RT

0 R0P0 where ε =
Re(ρ)− 1. Thus we can choose P = P0, Q = P0RT

0 and
hence S0 − λi

2 QR0 is Hurwitz if we choose µ sufficiently
large such that λ ≥ 2, it gives

V̇o2 =
N

∑
i=1

ζ T
i [(S0 −

λi

2
QR0)P+P(S0 −

λi

2
QR0)

T ]ζi

=
N

∑
i=1

−ζ T
i [Inv +(1+2εi)P0RT

0 R0P0]ζi ≤−∥ζ∥2,

(17)

where εi =
λi
2 − 1 ≥ 0. Therefore by Lasalle’s Invariance

Principle, ζ → 0 and hence ṽ → 0. Thus we have the fol-
lowing lemma.

Lemma 4: Under Assumptions 1 and 2, S1 = S2 =
· · · = Sn = S0 and R01 = R02 = · · · = R0n = R0, the pair
(R0,S0) is detectable, the state v̂i of the distributed ob-
server (10) converges to the state v j of its leader (1) for
all i ∈ N j, i = 1, · · · ,N; j ∈ {1, · · · ,n}, with Γ = I and
Q = P0RT

0 where P0 is the solution of the Ricatti equation
(16).

Remark 6: Roughly speaking, observer (3) is based
on state feedback while (10) is based on output feedback.
However Lemma 4 requires more restrictions on the dy-
namics of the exosystem, i.e., S1 = S2 = · · ·= Sn = S0 and
R01 = R02 = · · · = R0n = R0, the pair (R0,S0) should be
detectable.

Remark 7: If we further assume that the associated
matrix H is known to all subsytems, i.e., µ can be imple-
mented in the distributed observers design, the observer
(10) can be modified as

˙̂vi =S0v̂i +µ ∑
k∈N j

aikQR0(v̂k − v̂i)+ ∑
k/∈N j

aikQR0(v̂k − v̂i)

+µai0QR0(v j − v̂i). (18)

And thus we have that

˙̃v =(IN ⊗S0 −
LH

2
⊗QR0)ṽ (19)
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and with ξ = (U ⊗ Im)ṽ,

ξ̇ =(IN ⊗S0 −
Λ
2
⊗QR0)ξ . (20)

Based on the arguments in Remark 5 and µ is chosen such
that λ = 2 and Q = P0RT

0 where P0 is the solution of (16),
it follows that

IN ⊗S0 −
Λ
2
⊗QR0

is Hurwitz. Thus the states of the observer (18) exponen-
tially converge to states of their leaders, respectively. Then
we have the following lemma.

Lemma 5: Under Assumptions 1 and 2, and S1 = S2 =
· · · = Sn = S0 and R01 = R02 = · · · = R0n = R0, the pair
(R0,S0) is detectable, the state v̂i of the distributed ob-
server (18) converge to the state v j of its leader (1) expo-
nentially for all i ∈N j, i = 1, · · · ,N; j ∈ {1, · · · ,n}, with a
sufficiently large µ and Q = P0RT

0 where P0 is the solution
of the Ricatti equation (16).

Next we will give internal model based distributed dy-
namic state feedback control law and output feedback con-
trol law. In the following we will give the definition of
p-copy internal model [16, 17].

Definition 1: A pair of matrices (G1,G2) is said to in-
corporate the minimum p-copy internal model of the ma-
trix S if

G1 = blockdiag [β , · · · ,β ]︸ ︷︷ ︸
p−tuple

, G2 = blockdiag [σ , · · · ,σ ]︸ ︷︷ ︸
p−tuple

,

where β is a constant square matrix whose characteristic
polynomial equals the minimal polynomial of S, and σ is
a constant column vector such that (β ,σ) is controllable.

Thus our distributed state feedback control law will be
chosen as

ui =K1ixi +K2izi,

żi =G1izi +G2ievi i = 1, · · · ,N,
(21)

where zi ∈ Rnzi and K1i,K2i are matrices with appro-
priate dimensions and (G1i,G2i) incorporate the mini-
mum p-copy internal model of the matrix S j,∀i ∈ N j, j ∈
{1, · · · ,n}. The distributed output feedback control law is
chosen as

ui =[ K1i K2i ]zi ≜Kizi,

żi =

[
Ai +BiK1i −Li(Ci +DiK1i) (Bi −LiDi)K2i

0 G1i

]
zi

+

[
Li

G2i

]
evi,

≜G1izi +G2ievi, i = 1, · · · ,N, (22)

where Li is matrix with appropriate dimension such that
Ai − LiCi is Hurwitz. Then the closed-loop system con-
sisting of the system of (2) and controller (21) or (22) is[

xi

zi

]′
=

[
Āi + B̄iK1i B̄iK2i

G2i(C̄i + D̄iK1i) G1i +G2iD̄iK2i

][
xi

zi

]
+

[
Ēi

G2i(F̄i −R0 j)

]
v j +

[
0

−G2iR0 j

]
ṽi

≜As
wi

[
xi

zi

]
+Es

1iv j +Es
2iṽi (23)

and [
xi

zi

]′
=

[
Āi B̄iKi

G2C̄i G1 +G2D̄iKi

][
xi

zi

]
+

[
Ēi

G2(F̄i −R0 j)

]
v j +

[
0

G2R0 j

]
ṽi

≜Ao
wi

[
xi

zi

]
+Eo

1iv j +Eo
2iṽi.

(24)

The nominal parts As
0i and Ao

0i of As
wi and Ao

wi are

As
0i =

[
Ai +BiK1i BiK2i

G2i(Ci +DiK1i) G1i +G2iDiK2i

]
,

Ao
0i =

 Ai BiK1i BiK2i

LiCi Ai +BiK1i −LiCi BiK2i

G2iCi G2iDiK1i G1i +G2iDiK2i

 .

Due to Assumptions 3,4,6 and Lemma 1.26 in [16], there
exist K1i,K2i such that As

0i is Hurwitz. We define transfor-
mation matrix T as

T =

 Ini 0 0
0 0 Ini

−Ini Ini 0

 .

And hence we have

TAo
0iT

−1 =

 Ai +BiK1i BiK2i BiK1i

G2i(Ci +DiK1i) G1i +G2iDiK2i G2iDiK1i

0 0 Ai −LiCi

 .

Thus the spectrum of Ao
0i is given by those of Ai−LiCi and

As
0i. Then there exist a neighborhood W of w = 0 such that

the matrix As
wi or Ao

wi is Hurwitz.
Without generality, the equations (23) and (24) can be

written as an uniform equation as

η̇i = Awiηi +E1iv j +E2iṽi,

where ηi = col(xi,zi), Awi = As
wi or Ao

wi, E1i = Es
1i or Eo

1i,
E2i = Es

2i or Eo
2i, respectively. Due to Assumptions 3, 6

and Lemma 1.27 in [16], there exist Xi(w),Zi(w) such that
Francis’s equations[

Xi(w)
Zi(w)

]
S j = Awi

[
Xi(w)
Zi(w)

]
+E1i (25)
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hold when w ∈ W and i ∈ N j. And moreover, ∀i ∈ N j,
when Awi = As

wi,

0 = (C̄i + D̄iK1i)Xi(w)+ D̄iK2iZi(w)+ F̄i −R0 j (26)

and when Awi = Ao
wi,

0 = C̄iXi(w)+ D̄iKiZi(w)+ F̄i −R0 j. (27)

It can be inferred from (26) and (27) that when the states
of system (2) and controller (21) or (22) are Xi(w)v j and
Zi(w)v j, respectively, the regulation errors ei, i = 1, · · · ,N
is zero.

We define new variables as η̄i = col(Xi(w)v j,Zi(w)v j)
and

η̃i = ηi − η̄i.

Thus

˙̃ηi = Awiη̃i +E2iṽi. (28)

We define the Lyapunov function as

Ve =
N

∑
i=1

η̃T
i Piη̃i,

where PiAwi+AwiPi =−I, whose derivative along (28) sat-
isfies

V̇e =−∥η̃∥2 +
N

∑
i=1

2η̃T
i PiE2iṽi ≤−3

4
∥η̃∥2 +δ1∥ṽ∥2, (29)

where δ1 =max1≤i≤N ∥2PiE2i∥2. Thus we have the follow-
ing theorem.

Theorem 1: Under conditions of Lemma 3 and As-
sumptions 3, 4, 5, 6 hold, the robust decentralized output
regulation problem of (2) subject to the multiple exosys-
tems (1) can be solved by the distributed control law con-
sisting of (3) and (21) or (22).

Proof: We define the Lyapunov function for the whole
closed-loop system as

V1 = (δ1 +1)Vo1 +Ve,

whose derivative along the closed-loop system is

V̇1 ≤−(δ1 +1)∥ṽ∥2 − 3
4
∥η̃∥2 +δ1∥ṽ∥2 =−∥ṽ∥2 − 3

4
∥η̃∥2.

Thus by Lasalle’s Invariance Principle we have that η̃ →
0, ṽ → 0. ei → 0 as time t goes to infinity. □

Theorem 2: Under conditions of Lemma 4 and As-
sumptions 3,4,5,6 hold, the robust decentralized output
regulation problem of (2) subject to the multiple exosys-
tems (1) can be solved by the distributed control law con-
sisting of (10) and (21) or (22).

Proof: We define the Lyapunov function for the whole
closed-loop system as

V2 = ϖVo2 +Ve,

where ϖ is a positive constant to be verified, the derivative
of V2 along the closed-loop system is

V̇2 ≤−ϖ∥ζ∥2 − 3
4
∥η̃∥2 +δ1∥ṽ∥2

=−ϖ ṽT (I ⊗ (P−1)2)ṽ− 3
4
∥η̃∥2 +δ1∥ṽ∥2

≤−(ϖδ2 −δ1)∥ṽ∥2 − 3
4
∥η̃∥2,

where δ2 is the smallest eigenvalue of I ⊗ (P−1)2. By
choosing ϖ = (δ1 +1)/δ2, we can achieve that

V̇2 ≤−∥ṽ∥2 − 3
4
∥η̃∥2.

Thus by Lasalle’s Invariance Principle we have that η̃ →
0, ṽ → 0. Thus ei → 0 as time t goes to infinity. □

It can be seen that if the distributed observer (18) is imple-
mented, the observer error ṽi in (28) converges to origin
exponentially. Thus the regulation errors ei, i = 1, · · · ,n
converges to origin exponentially. Therefore we have the
following theorem.

Theorem 3: Under conditions of Lemma 5 and As-
sumptions 3,4,5,6 hold, the robust decentralized output
regulation problem of (2) subject to the multiple exosys-
tems (1) can be solved by the distributed control law con-
sisting of (18) and (21) or (22).

Remark 8: The work in [3] is closest to the current
paper, i.e., it considers the decentralized output regulation
of heterogenous uncertain linear systems under multiple
leaders or so called reference signals in [3]. There are,
however, three differences. First, the systems considered
in [3] are the special forms of (2), i.e., Ēi = 0, D̄i = 0, F̄i =
0 in [3]. Moreover, S j, j = 1, · · · ,n of the multiple lead-
ers (1) can be different matrices with equal dimensions in
Theorem 1. While in [3], the matrices of the multiple lead-
ers should be totally same. Second, the distributed control
laws proposed in Theorem 1 or Theorem 2 are indepen-
dent of the associated matrix of the network diagraph due
to the introduction of adaptive protocol. While this is not
the case in [3], i.e., the design parameter c j, j = 1, · · · ,n in
(20) of [3] are dependent on the associated matrix. There-
fore the current design is in a purely decentralized way.
Third, even the matrix H is known to all subsystems, i.e.,
(18) can be implemented, the order of (18) is still lower
than the order of observer (20) proposed in [3]. There are
also two differences in terms of the proved technical prop-
erties of the control laws. First, the uncertainty range W
in [3] can be any given arbitrarily large compact set and
the control laws in [3] rely on the high gain feedback,
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thus the systems considered in [3] should be minimum
phase. While in the current paper, the control laws are
constructed such that the matrix of closed-loop system is
Hurwitz and thus the uncertainty range W is a neighbor-
hood of origin but the systems (2) can be non-minimum
phase. Second due to the introduction of adaptive proto-
cols, the proposed distributed observers (3) and (10) are
essentially nonlinear while the observer proposed in [3] is
linear.

4. EXAMPLES

In this section we apply the proposed methods to a
group of RLC networks [15]. In the first we consider the
group consisting of six RLC networks and two leaders as
in (1) are

v̇1 =

[
0 1
−1 0

]
v1, v̇2 =

[
0 2
−2 0

]
v2

and output matrices R01 = I,R02 = [1 0]. Thus the whole
group is divided into two groups. The electronic circuit
diagrams in two subgroups are given in Fig. 1. The state-
space equation of the network in first group is xi1

xi2

xi3

′

=

 − 1
R1C1

0 − 1
C1

0 0 1
C2

1
L − 1

L −R2
L

 xi1

xi2

xi3


+

 1
C1R1

1
C1

0 0
0 0

[
ui1

ui2

]
,

[
yi1

yi2

]
=

[
1 −1 −R2

− 1
R1

0 0

] xi1

xi2

xi3


+

[
0 0
1

R1
0

][
ui1

ui2

]
,

(30)

i = 1, 2, 3, 4, and xi1, xi2, xi3 represent the voltages across
capacitors C1,C2 and current through inductor L, respec-
tively. Control inputs ui1 and ui2 are the voltage source
and current source, respectively. Outputs yi1 and yi2 are
the voltage across inductor L and current through resistor
R1, respectively. The state-space equation of the followers
in second group is xi1

xi2

xi3

′

=

 − 1
R1C1

0 − 1
C1

0 0 1
C2

1
L − 1

L 0

 xi1

xi2

xi3


+

 1
C1R1

0
0

ui

yi =
[

1 −1 0
] xi1

xi2

xi3

 (31)

i = 5, 6, and xi1, xi2, xi3 represent the voltages across ca-
pacitors C1, C2 and current through inductor L, respec-
tively. Control input ui is the voltage source. Output yi

is the voltage across inductor L. Here the distributed ob-
server (3) is implemneted since S1 ̸= S2, and we design
ui, i = 1,2,3,4, such that yi → v1 and ui, i = 5,6, such that
yi → v21. The network diagraph is showed in Fig. 2. The
solid lines in Fig. 2 between followers mean cooperation
and the dot lines mean repulsion or competetion. Thus the
marix H is defined as

H =

(
H11 H12

H21 H22

)

=



3 −1 0 −1 1 −1
−1 1 0 0 0 0
0 0 1 −1 −1 1
−1 0 −1 2 0 0
1 0 −1 0 2 −1
−1 0 1 0 −1 1


The nominal values of R1, R2, L, C1, C2 are 2Ω, 1Ω,

2H, 3F and 1F , respectively. Hence Assumptions 3 ∼ 6
are satisfied. Due to the temperature effect, the resistors
are undergoing one percent perturbations. In Fig. 3, we
can see that the observation errors converge to origin. In
Fig. 4, we can see that the regulation errors converge to
origin. In Fig. 5, we can see that the adaptive coupling
weights cik(t) converge to constants and with identical ini-
tial conditions of cik(t) and cki(t), they converge to same
constants.

Next we will consider the case that the two leaders
take the same forms as v̇ = S0v where S0 = [0 1;−1 0]
and the output matrix R0 = [1 3;4 7]. The six follow-
ers take the same form as (30). The diagraph is por-
trayed in Fig. 2 and the nominal values of the param-
eters in the first case are still used in the current case.
The resistors are undergoing one percent perturbations.
Thus the observer (10) can be implemented with Q =
[−0.4735 0.0412;0.7486 1.1017]. It can be seen from
Fig. 6, 7, 8 that the observer errors converge to origin and
the adapted coupling weights cik(t) converge to constants.

Finally we will compare the current method with the
static coupling gain method in [3]. However since D ̸= 0
in (30), the system matrices of the two leaders are not
same and (31) is not minimum phase, the design method
proposed in [3] cannot be directly applied to the two sys-
tems. However we can adopt the static coupling gain
method in [3] and we set ci0, cik and cki as constant c in (3).
The constant c should be large enough. Based on the proof
of Lemma 3, c should be chosen such that λ ≥ ∥Ds∥+ 1
and here we choose c = 20. It is noted that the current
DH is the DH with µ being replaced by c. It can be seen
from Fig. 9 that the regulation errors converge to zero.
However we need the exact knowledge of Ds and H that
is actually a global information.
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(a) RLC networks in group 1. (b) RLC networks in group 2.

Fig. 1. RLC networks of two subgroups.

Fig. 2. The communication diagraph.

5. CONCLUSIONS

In the current paper we consider the robust decentral-
ized output regulation of heterogeneous uncertain linear
systems subject to multiple leaders. The distributed ob-
servers are proposed with adaptive protocols such that the
design of the decentralized internal model based control
laws can be independent of associated matrix, thus the
purely decentralized design is achieved. The future work
will focus on extending the current distributed observers
with adaptive protocols to nonlinear multi-agent systems.

APPENDIX A

A.1 Diagraph
The diagraph Ḡ = {V̄, Ē} where V̄ = {1,2, · · · ,n} is the

vertex set and Ē is the edge set Ē ⊂ {(i, j), i, j ∈ V̄, i ̸= j}.
An edge of Ē from node i to node j is denoted by (i, j),
where the nodes i and j are called the parent node and the
child node of each other. If the diagraph Ē contains a se-
quence of edges of the form (i1, i2),(i2, i3), · · · ,(ik, ik+1),
then the set {(i1, i2),(i2, i3), · · · ,(ik, ik+1)} is called a path
of Ē from node i1 to node ik+1 and node ik+1 is said
to be reachable from node i1. A directed tree is a dia-
graph in which every node has exactly one parent except
for one node, called the root, which has no parent and
from which every other node is reachable. A diagraph
Ēs = {V̄s, Ēs} is a subgraph of Ḡ := {V̄, Ē} in which V̄s ⊆ V̄

and Ēs ⊆ Ē ∩ (V̄s × V̄s). A subgraph Ēs = {V̄s, Ēs} of the
graph Ḡ := {V̄, Ē} is called a directed spanning tree of Ḡ
if Ḡs is a directed spanning tree and V̄s = V̄ . The diagraph
Ḡ := {V̄, Ē} contains a directed spanning tree if a directed
spanning tree is a subgraph of Ḡ. The diagraph Ḡ is undi-
rected if (i, j) ∈ Ē ⇔ ( j, i) ∈ Ē .
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(a) Observer errors ṽi1, ṽi2, i = 1, ..., 4.

0 5 10 15 20 25 30 35 40 45 50
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Time(s)

O
bs

er
ve

r 
er

ro
s 

of
 g

ro
up

 2

 

 

(b) Observer errors ṽi1, ṽi2, i = 5, 6.

Fig. 3. The observer errors ṽi of two groups.
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Fig. 4. The regulation errors ei of two groups.

0 5 10 15 20 25 30 35 40 45 50
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

Time(s)

Th
e 

tra
je

ct
or

ie
s 

of
 c

ik
(t)

 in
 g

ro
up

 1

 

 

c
12

(t)

c
14

(t)

c
21

(t)

c
34

(t)

c
41

(t)

c
43

(t)

c
10

(t)

0 5 10 15 20 25 30 35 40 45 50
1

1.2

1.4

1.6

1.8

2

2.2

2.4

Time(s)

Tr
aj

ec
to

rie
s 

of
 c

ik
(t)

 in
 g

ro
up

 2

 

 

c
56

(t)

c
65

(t)

c
50

(t)

Fig. 5. The trajectories of cik(t) of two groups.
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(a) Observer errors ṽi1, ṽi2, i = 1,..., 4.
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(b) Observer errors ṽi1, ṽi2, i = 5, 6.

Fig. 6. The observer errors ṽi of two groups.
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Fig. 7. The regulation errors ei of two groups.
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Fig. 8. The trajectories of cik(t) of two groups.
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Fig. 9. The regulation errors when static coupling gain is used.

[9] H. Kim, H. Shim, and J. H. Seo, “Output consensus of
heterogeneous uncertain linear multi-agent systems,” IEEE
Transactions on Automatic Control, vol. 56, no. 1, pp. 200-
206, January 2011. [click]

[10] L. Scardovi and R. Sepulchre, “Synchronization in net-
works of identical linear systems,” Automatica, vol. 45, no.
11, pp. 2557-2562, November 2009. [click]

[11] P. Wieland, R. Sepulchre, and F. Allgöwer, “An internal
model principle is necessary and sufficient of linear out-
put synchronization,” Automatica, vol. 47, no. 5, pp. 1068-
1074, May 2011.

[12] W. Wu, W. Zhou, and T. Chen, “Cluster synchronization of
linearly coupled complex networks under pinning control,”
IEEE Trans. Circuits and System I, vol. 56, no. 4, pp. 829-
839, April 2009. [click]

[13] W. Xia and M. Cao “Cluster in diffusively coupled net-
works,” Automatica, vol. 47, no. 11, pp. 2395-2405,
November 2011. [click]

[14] S. E. Tuna, “LQR-based coupling gain for synchronization
of linear systems,” [Online]. Available:http://arxiv.org/abs/
0801.3390, 2008.

[15] C. T. Chen, Linear System Theory and Design, Oxford Uni-
versity Press, New York Oxford, 1999, 3rd.

[16] J. Huang, Nonlinear output regulation: Theory and appli-
cations, SIAM, Philadelphia, PA, 2004.

[17] E. J. Davison, “The robust control of a servomechanism
problem for linear time-invariant multivariable systems,”
IEEE Transactions on Automatic Control, vol. 21, no. 1,
pp. 25-34, January 1976. [click]

[18] Y. Dong and J. Huang, “Cooperative global output regula-
tion for a class of nonlinear multi-agent systems,” IEEE
Transactions on Automatic Control, vol. 59, no. 9, pp.
2598-2603, September 2014.

[19] J. Hu and Y. Hong, “Leader-following coordination of
multi-agent systems with coupling time delays,” Physica
A: Statistical Mechanics and Its Application, vol. 374, no.
2, pp. 853-863, February 2007.

[20] R. A. Horn, C. R. Johnson, Matrix Analysis, Cambridge
University Press, Cambridge, U.K., 1985.

[21] H. Zhang, J. Zhang, G. Yang, and Y. Luo, ”Leader-based
optimal coordination control for the consensus problem of
multiagent differential games via fuzzy adaptive dynamic
programming,” IEEE Transactions on Fuzzy Systems, vol.
23, no. 1, pp. 152-163, February 2015. [click]

Ranran Li received his BS degree in me-
chanical engineering and automation, PhD
degree in control theory and control en-
gineering from Northeastern University,
Shenyang, China, in 2005 and 2012, re-
spectively. During September 2008 and
October 2010, he works as a research as-
sistant in Michigan State University, East
Lansing, MI, USA. During March 2013

and September 2014, he holds a postdoctoral position in the
Department of Mechanical and Automation Engineering of the
Chinese University of Hong Kong, Hong Kong. Currently he
works as a research associate in the Department of Electronic
and Computer Engineering of Hong Kong University of Science
and Technology, Hong Kong. His research interests include out-
put regulation, cooperative control, robust control and adaptive
control.

Huai-Tao Shi received his bachelor de-
gree from Northeastern University in
2005, and his Ph.D. degree in control
theory and control engineering at North-
eastern University in 2012. Since 2014,
he has been an Associate Professor. His
research interest covers fault diagnosis in
complex industrial processes and their ap-
plications,intelligent control theory and

applications.

http://dx.doi.org/10.1109/TAC.2010.2088710
http://dx.doi.org/10.1016/j.automatica.2009.07.006
http://dx.doi.org/10.1109/TCSI.2008.2003373
http://dx.doi.org/10.1016/j.automatica.2011.08.043
http://arxiv.org/abs/0801.3390
http://arxiv.org/abs/0801.3390
http://dx.doi.org/10.1109/TAC.1976.1101137
http://dx.doi.org/10.1109/TFUZZ.2014.2310238

