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Quantized Control for Uncertain Singular Markovian Jump Linear Sys-

tems with General Incomplete Transition Rates
Jing Xie, Yong-Gui Kao*, Cai-Hong Zhang, and Hamid Reza Karimi

Abstract: Quantization is indeed a natural way to take into consideration in the control design of the complexity
constraints for the controller as well as the communication constraints in the information exchange between the
controller and the plant. This paper is devoted to investigating quantized state-feedback control problems for a
class of continuous-time uncertain singular Markovian jump linear systems (CUSMIJLSs) with generally uncertain
transition rates (GUTRs) and input quantization. In this case, each transition rate can be completely unknown or
only its estimate value is known. First, input quantization is introduced, then by introducing new matrix inequality
conditions, sufficient conditions are formulated for quantized state-feedback control of CSMJLUSs with GUTRs
and input quantization. Finally, a numerical example is presented to illustrate the effectiveness and efficiency of the

proposed results.

Keywords: Generally uncertain transition rate, input quantization, quantized control, singular Markovian jump

system.

1. INTRODUCTION

Singular systems, also referred to as descriptor systems,
generalized state-space systems, differential-algebraic
systems or semi-state systems, are more appropriate to
describe the behaviors of some practical systems, such
as economic systems, chemical process, circuit systems,
electric systems, robotic systems, space navigation sys-
tems, biological systems and networked control systems
(see [1-3] and the references therein). Markovian jump
systems(MJSs) are popular in modelling many practical
systems subject to abrupt failures or changes in struc-
tures and parameters [4-9]. Recently, more and more
researchers have focused on the problem of stochastic
stability and stochastic admissibility for singular Marko-
vian jump systems(SMJSs) [10-17]. [13] discussed the
robust control with bounded transition rates(TRs) via
proportional-derivative state feedback controllers; [11]
derived exponential mean-square stability of time-delay
singular systems with Markovian switching and nonlinear
perturbations. Every TR in above mentioned literatures is
required to be completely known as a prior.

As is well known, in many practical engineering ap-
plications, not all the TRs could be precisely determined

or estimated because of expensive cost or other factors.
Therefore, analysis and synthesis problem for normal
MIJSs with uncertain TRs have attracted increasing inter-
ests [18-20]. [19] have investigated the stochastic stabil-
ity robustness for continuous-time and discrete-time MJSs
with upper bounded TRs. [14] dealt with the problem of
delay-dependent H., control also with bounded TRs. In
these cases, the precise value of each TR does not re-
quired to be known, but its bounds (upper bound and
lower bound) are known. However, in some practical
cases, it is very hard or even impossible to derive the
bound of each TR. Hence, the idea for stochastic stabil-
ity of MJS with partly known transition TRs is developed
[21]. Then, partly unknown TRs for MJSs were involved
in [12, 18,21-24]. What’s more, filtering problems and
neural networks for MJSs are also investigated in [25,26]
and [27]. [28] considered delay-dependent H., filtering for
discrete-time SMJSs with time-varying delay and partially
unknown transition probabilities. Unfortunately, the com-
plete knowledge of every TR in the above mentioned mod-
els is either exactly known or completely unknown, which
may be too restrictive in many practical situations. [29]
proposed another description for the uncertain TRs, which
is called generally uncertain TRs (GUTRs). In this kind of
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GUTR model, each transition rate can be completely un-
known or only its estimate is known, which makes this
model be applicable to more practical cases. In fact, both
bounded uncertain TR models and partly uncertain TR
models are the special cases of GUTR models.

On the other hand, information processing devices,
such as analog-to-digital and digital-to-analog converters,
have been widely employed in many modern engineering
practice and brought some benefits, such as lower cost,
reduced weight and power, simple installation and main-
tenance. At the same time, some new problems may also
occur such as server deterioration of system performance
or even system instability. Signal quantization always ex-
ists in computer-based control systems and should be fully
considered in such cases. Therefore, the feedback sta-
bilization problem is probed by utilizing dynamic quan-
tizers [30, 31], and static quantizers [32-34]. In addi-
tion, it is also applied to filter design [35] and H.. con-
trol design [36]. In practice, quantization errors have ad-
verse effects on the network control systems modeled as
MISs. Xiao et al. [37] addressed the stabilization prob-
lem for single-input discrete MJSs via mode dependent
quantized state feedback, but the TRs are assumed to be
completely known. Li et al. [38] concerned with the ro-
bust quantized state-feedback controller design for de-
layed Markoivan jump linear systems with generally in-
complete TRs. To the best of our knowledge, the problem
of SMIJSs with GUTRs has not been investigated. Moti-
vated by the stabilization study of SMJSs with GUTRs in
[39], it is of great importance and challenging to extend
the results of [38] to SMJSs with GUTRs, which is the
main purpose of our research.

In this paper, we will investigate the regularity and
stochastic stability problems for continuous-time uncer-
tain singular Markovian jump linear systems with GUTRs
and input quantization. In Section 2, the SMJ model with
GUTRs is formulated, while some definitions and lemmas
are stated. In Section 3, by introducing several new in-
equality conditions, sufficient conditions are derived for
the stochastic stability of CSMJLUSs with GUTRs and
input quantization. In Section 4, a numerical example is
provided to illustrate the feasibility and applicability of the
developed results. Section 5 concludes the paper.

Notation: In this paper, R" and R"*™ denote n- dimen-
sional Euclidean space and the set of all n x m real matri-
ces, respectively. Z denotes the set of integers. The nota-
tion P > 0 (P > 0) means that the matrix P is a real sym-
metric and positive definite (semi-positive-definite) ma-
trix. (Q,F,PP) is a complete probability space, where Q
represents the space, [ is the o-algebra of the sample
space and P is the probability measure on F. E{-} stands
for the mathematical expectation. Matrices, if their di-
mensions are not explicitly stated, are assumed to be com-
patible for algebraic operations. AT denotes the trans-
pose of A. I and O represent the identity matrix and a

zero matrix in appropriate dimension, respectively. The
co-norm and 1-norm for a vector x € R" are defined as
X[ = max;<i<,{|xi|} and |x[1 = ¥, |x;]|, respectively.
While the co-norm for a matrix A = (a;j)axn is given by
[Alle = max{¥_;[a|,---, ¥} |an;|}. The sign func-
tion sgn(x) (x € R") means that [sgn(x;),---,sgn(x,)]T,
where sgn(x;) =1 (x; > 0), sgn(x;) =0 (x; =0), sgn(x;) =
—1 (x; < 0). In symmetric block matrices, * represents a
term that is induced by symmetry.

2. PRELIMINARIESE

Consider the following continuous-time uncertain sin-
gular Markovian jump linear systems(CUSMIJLSs) with
GUTRs and input quantization:

E(r)x(1) = (A(ri) + AA(r,) )x(r) + (B(r1)
+AB(r:))q(u(t)), (1
X0 = X(O),

where x(r) € R" is the system state, u(r) € R™ is
the control input. The matrix E(r,) is singular, with
rank(E(r;)) = r < n. A(r;) and B(r;) are real constant
matrices of appropriate dimensions, AA(r,) and AB(r;)
are parameter uncertainties. The mode jumping process
{r;,t > 0} is a continuous-time Markovian process with
right continuous trajectories and taking values in a finite
set S={1,2,---,s}. It governs the switching among the
different system modes with the following mode transition
probabilities:

) ) miiA+o(A), j#i;
Pr{r[JrA:]Vt:l}:{l—{j—TCA+0(A) ]_l 2
1] 9 - b

where A > 0, limp_,q ”(AA) =0, and m;; >0 (i # j) is the TR
from mode i at time ¢ to mode j at time 7 + A, and there is
T =—Y 51 2% < 0.

The mode TR matrix IT 2 (7 i)sxs s considered to be
generally uncertain. For instance, the GUTR matrix of

system (1) with s operation modes may be like that

A+ A ? ? e ?
? ? Moz + Aoz s + Aoy
. , 3)
Y RetAs 2 e 2

where 7;; and A;; € [—9;;,0;;] (8;; > 0), represent the esti-
mate value and estimate error of the uncertain TR 7;; re-
spectively, while 7;; and J;; are known. "?" represents the
complete unknown transition rate 7;;, which means its es-
timate value 7;; and estimate error bound §;; are unknown.

Now, there are the following definitions. For any
i €8S, the set U’ denotes as U' = UL U U}, with
Ul £ {j: m; is known for j € S} and U}, = {j:
T is unknown for j € S}. Moreover, if Ul # 0, it is
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further described as Uy = {k},--- ki, }, where m; repre-
sents the number of elements in U

According to the properties of TRs and the definitions
of U}, Ui, we could take the following assumes.

Assumption 1: If U] # S and i € U], then #;; — &;; >
0 (Vj €Uy, j#i), i+ 8 <0,and ¥ jcy i <O0.

Assumption 2: If Ul =S, then #;; — §; > 0 (Vj €
S,j#1), ftii = —Z;':Ljﬁﬁij <0, and §; = Y126 >0.

Assumption 3: If U] # S and i ¢ U}, then #;; — §;; >
0 (VjeU).

Remark 1: The above assumptions are reasonable,
since they are the direct results from the properties
of the TRs (e.g m; > 0 (Vi,j € S,i # j), and m; =
=Y Tj <0).

For the sake of simplicity, we write E; £ E(r, =i),A; £
A(r,=1i),AMA; £ AA(r, = i), B; = B(r, = i), AB; £ AB(r, =
i) for Vi € S. Then system (1) can be described by

{E,-x(t) = (Ai+AA)x(1) + (Bi+ ABi)q(u(1)),

Xo = x(O), @

The following assumptions are assumed to be valid:

Assumption 4: The pair (A;,B;) is controllable, and
the matrix B; is full row rank for any i € S.

Remark 2: According to the property of full row rank
matrices, there exists the following conclusion. For any
matrix B; € R B; is full row rank, if and only if
there exist full column rank matrix X; € R™*" such that
B;X; = 1. This conclusion will be utilized to design the
state-feedback gain matrix in the following.

Assumption 5: AA; = Di/\i(I)Fi,ABi = B,'Ml'El‘(l)]Vi
and ||M;E;(¢)Ni|| < w, where 0 < y < 1, parameter ma-
trices D;, F;, M; and N; are known with appropriate dimen-
sions, A;(t) and E;(¢) are time-varying uncertain matrices
satisfying AT (1)A;(t) < Tand ZT (1)Z;(¢) < I.

In addition, the quantizer ¢(-) is defined by an operator
function round(-) that rounds towards the nearest integer,
ie. qu(t))=p- round(%). Where p > 0 is called a
quantizing level of the quantizer. In computer-based con-
trol systems, the value of y depends on the sampling ac-
curacy and is known a priori. ¢(+) is the uniform quantizer
with the fixed level u. Define e, = g(u(r)) —u(t), since
each component of e, is bounded by the half of the quan-
tizing level u thus we have |e, [ < §.

Remark 3: In the above description of the quantizer,
we use a quantizing level u to bound the error, which is
relative simple, but can represent many kinds of quantiz-
ers. However, there are many different forms that are pos-
sible for a quantizer, and many-well known results have
considered the quantized control problems, such as [30]
adopted a different point of the feedback quantizer by in-
troducing a positive integer and a "strictly causal” func-
tion which is continuous from the left everywhere and

maintains a constant value on each interval. A symmetric
quantizer is assumed, which is static and time-invariant,
to stabilize the given systems or to achieve certain perfor-
mance with the coarsest quantization density in [32]. In
our future work, we will utilizing other kinds of quantiz-
ers [30,32] to deal with this state-feedback control prob-
lem and its relative items, such as the filter design [35],
H., control design [36] and so on.

Our objective in this paper is to design a state feedback
control law as

u(t) = Kix(t) + uje., 5)

such that the closed-loop system is stochastically stable,
where K; > 0 and u;. will be designed in the following
results. Then the quantizer g(u(t)) is rewritten as

q(u(t)) =u(t) + ey = Kix(t) + uic +ey. 6)

Remark 4: The nonlinear part of the controller u;.
in (5) is designed against the effect of signal quantiza-
tion, and the linear part K;x(¢) is proposed to deal with
model uncertainties and unknown TRs for guaranteeing
the stochastic stability.

Now, substituting (8) into the CUSMILSs (6), the
closed-loop dynamic system can be obtained as follows

E,')C(I) :(A, +AAZ‘))C(I)
+ (Bi + AB;) (Kix(t) + tic + ey ). (7

The following lemmas and definitions are useful in de-
riving the main results.

Definition 1: i) System (1) is called regular, if for any
i €S, there exists a constant z € Z such that det(zE; —A;) #
0. ii) System (1) is called impulse-free, if degdet(zE; —
A;) =rank(E;) forany i € S.

Definition 2: i) System (1) is said to be stochastically
stable if there exists a constant €(xo,79) > 0, such that the
following inequality holds

E{./().+mxT(t)x(t)dt | x0,70} < €(x0,70),

for any initial condition xy € R" and rg € S. ii) System
(1) is said to be stochastically admissible if it is regular,
impulse-free and stochastically stable.

Lemma 1 [41]: Given a symmetric matrix IT and
matrices M, N with appropriate dimensions, then
[T+ MF(t)N + NTFT(t)MT < 0 for all F(¢) satis-
fying FT(t)F(t) < 1, if and only if there exists a
scalar € > 0 such that the following inequality holds:
I+ eMM™+ e 'NTN <0.

Lemma 2 [10]: System (1) is regular and stochasti-
cally stable if there exist nonsingular matrices P(i), Vi € S
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such that
E;P, = PE; > 0;
T o T ®)
AJP+PA;+ Y m;E[P; <0.
=1
Lemma 3 [40]: Given any real number € and any ma-
trix Q, the matrix inequality €(Q +QT) < €T + QT 'Q"
holds for any matrix 7 > 0.
Lemma 4 (Shur Complement [2]): Let Q = QT, S and
R = R be matrices of appropriate dimensions, then R < 0

and Q — SR™'ST < 0 is equivalent to [g 1531 <0.

3. MAIN RESULTS

The purpose of this section is to study the stochastic
stability problem for system (7) with GUTRs and input
quantization. The controller is constructed as (5) by two
parts. The nonlinear part u;. is proposed to eliminate the
effect of input quantization. The linear part K;x(¢) is de-
signed by solving several matrix inequalities for achiev-
ing the stochastic stability against model uncertainties and
unknown transition rates. We also derive sufficient condi-
tions of the regularity and stochastic stability for the CUS-
MILSs (4) with (6).

Theorem 1: Consider CUSMIJLSs (1) with GUTR (3)
satisfying Assumption 1 to Assumption 5. For any i, j,/ €
S, if there exist constants & > 0, o; > 0 and parameter
matrices X;, V;, T;;; > 0, W;; > 0, Q;; > 0; such that E;X; =
X;E! > 0 (Vi € S) and one of the following three cases
holds.

Case I: U] #S, i€ U and U} = {ki,---,
lowing inequalities (9) hold

ki, }, the fol-

EXEl ~EX;EF >0, 3leUy, VjeU,
Yn(i) Di (EX+Vio")F" HINT B:M; L (i)
. 0 0 0 0
X 9
* * —&l 0 0 0
* * f —oil 0 0 < 07
* * * x —L7 0
* * * * * 7L2(i)
where
W11 (i) = Al EXi + VD) + (EX; +V»d)iT)AT —H'B!
—BiH;+ Y [#;(E;X;E] E,X,E,)+ 62 T,

JGU’
L (l) — [E ;X,, ET, —EXE}, -

Ly (i) = diag{ Ty, "77}k;;1[1}'

Case II: U =S, the following inequalities (10) hold

E; X,; EY —EPEf
T

Wy, (i) D; (EX;+Vi¢gD)FT HINT B:M; M, (i)

1

=L 0 0 0 0

* * —&l 0 0 0

* * * —oll 0 0 < 07 (10)
* * * * 70%_1 0

* * * * *  —Ms(i)

where
W1 (i) = A (EXi +Vioh) + (EX; + V-(biT)AT —H'BT
— BiH; + Z J(E;X;E] EXET)+ 52 Wijl,
Jj=Lj#

M, (i) = [E\XX,E] —EXE], - ,E.1Xi_1E] |
—EXE! .E1 XinEL| —EXE], -+ \[EXE}
~EPE]],

M2(l) = diag{vvilv tU 7‘/Vi(i—])avvi(i+l)7 Tt 7‘/Vis}~

Case IIL: U} # S, i ¢ U} and Uy = {ki,--- ,kj, }, the

following inequalities (11) hold

EXE] —EX;E] >0, VjeUy

W) Di (EX+Vi¢!)F' HINT BM; Ni(i)
«  —Lr 0 0 0

0
N (11)
* * —&l 0 0 0
* * f —ol 0 0 < O’
* * * * 76%_] 0
* * * * x —Na(i)
where
W11 () = AiEX +Vig) + (E~X-+V-¢T> i —H'B
—BiH;+ Y [#%;(E;X;E] — EXE[)+ - 52Q,,]

jEU/
. T T
N (i) = [ Bg % B ~EXET

Ny (i) = diag{Q,-kﬁ )t ,Qik;’,,,.}'

Then the CUSMILS (1) is regular and stochastically stable
with GUTR (3) and the quantizer (8) designed as

{u(z):K,»x(t)—ku,-c, q(u(t)) = u(t) + ey, 1)

. X, E' —EPE"
Ey Xy Ey , EPE, ] ;

K; = —Hi(EX; +Vi¢])™!

where ¢; € R"*"") is full column rank satisfying E;¢; =
<5, 0<y<landu,= ’2‘51“")) sen(BT(EX; +
Vig!)~lx(1)).

Proof: Firstly, we choose parameter matrices Pi_' >0
for any i € S such that ETP! = P"'E; > 0. Then taking
the Lyapunov function candidate V() = x"(t)EF P x(¢)
for (9), the weak infinitesimal operator J%[-] of the process
{x(2),r;,t > 0} for plant (7) at the point {¢,x,i} is given
by

BV =S OETB x(0) + 7 (1B Ex(r)

T mETP (o)

J=1

= (){[A + (Bi+AB)K,]"P' + P7[A,

+ (Bi + AB;)K;] }x(t) +xT(6)AAT (£) P " x (1)

+xT (1) P AAx(t) + (wie + €) T (B;
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+AB) TP x(t) +xT(£) P (Bi + AB;) (e

+ey) +xT(t)(i m,EJ P )x(r). (13)
j=1

According to the design of the quantizer as (12) and As-
sumption 5, one can obtain that

(uic +eu)" (Bi+ABy) P 'x(t) +x" (1) P~ (B;
AB;) (uic +ey)

(1+w)‘

(1-v)

)P 'Biey + (uic +ey) "N E] (1)M] B}

x P~ 1x(t) +x" (6) P BiMiE ()N (uie + ey
u(l+ - (14)
YD | ooyt 20T (M

% (|ttic|oo + ley o)1 BT B 'x(0)]

ul+y) u(l

< 2 By BTV

‘{ -y 2 "’( 2(1-vy)
u

5]t o

3 BYPx(r)]y + ¢l BTP x(1)

u
2
Xt

<[-

Substituting (14) into (13), by Assumption 5 we have
FV]<xT(t ){[A + (Bi +AB)K,]"P' + P71 [A;

x(t) +x"(t)FET AT (t)DF P x (1)

1

+ (B +ABi)Ki]}

+xT(t) P DA (1) Fix Zn,,ETP

Secondly, according to Lemma 2, we know that the sys-
tem (9) will be stochastically stable when it satisfies that
J2[V] < 0, that is to say, the following inequality holds

[Ai + (Bi+AB)K|"P + P ' [Ai + (B

+AB)K)| + F' A (t)D P~ + P ' D (t)F; (15)

+ Z ﬂjijE’jIijl < 0.
=1
According to Lemma 2 in [42] and Definition 6 in [43],
we can deduce that the above inequality (17) is equivalent
to
P[Ai+ (Bi+ AB)K]" + [Ai +
+PFA(1)D] +DiAi(1)FP:

(Bi+AB;)K;]P;

f (16)
+ Z ﬁ[ijE}“ < 0.
j=1
By setting P = E;X; + V;¢;" (Vi € S) in (18) where E;¢; =0,
it is easy to obtain that

PE! = EP! = EXE! >0, (17)

(EXi+Vig AT +A(EXi+Vig!) + (EX;
+VioH KT (B; + AB))" + (B; + AB)K; (EiX;
+Vio!) + (EXi+Vio ) E' AL (1)D] +DiAi(t)  (18)
F(EXi+Vio! )+ ) m;E;X;E] <0.
j=1

Define that K; = —H;(E;X; + Vi(P,-T)fl. Substituting K; into
(20), it finally holds that

(EiX; +VioAT + A(EX; +Vi9) — H,
+ BiME(t)N;)" — (Bi+ B:M;Z;(t)N;) H;
+ (EX; Jrvi¢iT)F}TAT( )DT + Dil\i(t) Fi(E:X; (19)

—H'(B;

S
+Vioh) + Y miEXET <0.
j=1

Now using Lemma 1, there exist constants & > 0 and o; >
0 such that (21) could be amplified that

(EX;+Vig!)AT + A(EXi +Vig]) — H B

1
—BH; + EH,T NIN:H; + c;B;M;M! B!
i

+&D:Df + 20)

1
—(EXi+Vio)FF(EXi+Vigl)
+ Z ﬂijEijE}r <0.
j=1
Lastly, three cases should be considered to discuss the

last part Z m,E;X;E] in (20). And we will prove that (20)

could be guaranteed by inequalities (9)-(11) in Theorem 1,
respectively.

CaseI: U] =S and i € Uj. If the second condition holds
of (9), that is to say, there exist [/ € U’k such that £;X; ET
EXE] (Vj € Ul), then we have

an]EXE =Y mEXE]+ Y mEXE]

Jj=1 jeui jeU,

< Z ﬂ;jEijEj — Z ﬂfl‘jE[X[E[ = Z ﬁ,J(EjXJE;F

Jjeui Jjeui jeui
—EXE!)+ Y Aj(EX;E] —EXE].
Jjeui

And using Lemma 3, there exists parameter matrices
T >0 (j € Ul and j # i) such that

Y AG(EXE] —EXE])

jeui

—Z AUZA,,EXE —EXEl

JGU/ jEU‘
1
+ EAi i Y AG(EXGE] —EXE]) 2n
jeU{
Z 2T+ (E;XGET — EXE]) T
JeUk

(E;X;E] —EXE])).
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Substituting (21) into (20), there is
®; & (EX; +VioD)AT + A (EX; +Vio))

1
—H/B} —BiH; + gHiTIViTMHi

1
+ G,B,M,M;FB;F + Sl‘DiD;r + E (EiXi
i

+VioFTR(EX:+Vio!) + Y. #,(EX;E]  (22)

jeu;
—EXE)+ Z ST+ Y (EXGE]
JEU’ jeU‘
—EXE} )T, (EX;E] — EXE]) <O0.

It can be shown that if all the inequalities of (9) are satis-
fied, the condition ®@; < 0 holds by Lemma 4. Thus, the
inequality (20) is guaranteed.

Case II: U} =S. By Assumption 2 and Lemma 3, there
must be parameter matrices W;; > 0 (j # i) such that

s S
Z mEiX; EJT = Z mEX jEjT + TiEXE]
j=1 J=1j#i

Z i (E;XGE] — EXE]) + Z 8 Wi
j= 11#!

S
Y (EX;E] - EXE! )W,.Jf1 (E;X;E] — EXE]).
J=Lj#i

Similarly, substituting the above inequality into (20), let
®; £ (EXi+Vig )A] +Ai(EXi +Vi9])

1
~HB ~ BiH+ SHINTNA
O;

1
+ 0;B:M;M! B! +&D;D! + - (EX;
i

+Vio ) FTF(EX: + Vi) (23)

S
+ Y #(EXE] —EXE])
=Lt

B
2 T
+ Z 6W+ Y (EXxE]
j= lﬁél Jj=1j#
—EXENW; ' (EX;E] —EXE]) <0.

It also can be shown that all the inequalities of (10) are
satisfied, and then ®; < 0 holds by Lemma 4. Thus (20) is
also guaranteed.

Case III: U} # S and i ¢ U, If the condition E;X;E} <
E;X jEjT Vje Uék) holds in Theorem 1, the following in-
equality can be derived with parameter matrices Q;; > 0
(j € U}) by Assumption (3) and Lemma 3

s
j=1 jeui JEUYJ#i
_ Z 7rij Z ﬂ,j)EiXiEiT

jeut JEUL j#i

S Z ﬂ,',/(E,X]E;r —E,X,EIT)
jeui

< Y #(EX;E] — EXE]) +Z 8,0ij

Jjeui /EUk
+ Y (E;X;E] —EXE!)Q;;' (E;X,E] — EXE]").
Jjeui

Substituting it into (20), let
®; £ (EXi+Vig AT +Ai(EXi +Vig/)

1
~HB ~ BiH+ ~HININH,
O;

1
+ 6;BM;M! B! + &,D,DF + - (EX;

+VioHF F(EX;+Vio )+ Y #,(EXE]  (24)

jeui
—EXE")+ Z 830+ Y (E;XE]
JeUk jeui

~EX:E)Q;;' (EjXE] — EXEl) <0.

According to all the inequalities of (11), ®; < 0 holds by
Lemma 4. Thus (20) is also guaranteed.

Above all, if all the inequalities (9)-(11) hold, we
conclude that CUSMIJLSs (6) with GUTR (3) and in-
put quantizer (14) is regular and stochastically stable by
Lemma 2. O

Remark 5: Different from the description of SMJSs in
[39], the singular matrix E(r;) in the system (1) is also de-
pendent on the mode jumping process {r;,# > 0}. Thus
SMIS (1) is also called as the mode-dependent SMIJS.
Compared with the controller design of [38] and [39], we
give a new-type design of the gain matrix K; as (7). And
the parameter f3; of K; could be easily obtained when solv-
ing matrix inequalities (11)-(13), which is less conserva-
tive.

4. NUMERICAL EXAMPLE

In this section, a numerical example demonstrates the
effectiveness of the method mentioned above. Consider
a CUSMILSs as (6) with 3 modes S = {1,2,3} and the
GUTR as

—32+A ? ?
=] 244+Ay —4+4+An 1.6+Ax3|,
9 1.7+ Asy 9

where Aj1,A € [—002,002], Ay, A3y € [—0.1,0.1};

Ay € [—0.08,0.08], and A = 0.2. The initial condition

isxj =[—1.5 1 —2]. The parameters are as follows.
When r, =i = 1, there are

1 00 6 0 -3
E=010|,4=|1 5 12f,
000 -1 -21 5
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25 9 ~0.12 02
B=|15 0 |,Dj=]018|.M = {_‘1],
0 -36 ~0.5

F=[045 —08 04], Ny =[0.8 1.6],

and A;(¢) = 0.75sin(r), E;(¢) = 0.5cos(2t).
When r, = i = 2, there are

1 0 O -5 3 9
E;=10 1 0[,A=]2 8 0 |,
10 0 0] -9 1 -36
[—9 9] —0.1 3
B,=|-1 2 |,D,=]02 | M= [1 2],
1 0.5 )
= [0.15 -2.1 0.1] , Ny = [0.2 0.6} ,
and A, (¢) = 0.25, E,(t) = 0.6.
When r; = i = 3, there are
1 0 0 6 -—-12 -6
E;=10 0 0f,A;=1{3 2.4 0 |,
0 0 0 -6 -9 -—15
[—1 6 —-0.3 12
B;=1|5 02 |,D3=|-0.1| ,M;= [ 1 } ,
|10 21 -0.5

Fy=[024 —02 02],N;=[-05 05],

and A3(1) = 0.8, E5(¢) = 0.4.

Firstly, assume the positive scalar pt = 0.64 such that
leu| < §. And it is easy to know that y = 0.55 by above
parameter uncertainties. Then, according to the condition
E¢;=0,i=1,2,3, we could choose that

0 0 0 0
Y =yh = 0 , Yz = 1 0 , Vi=V = 0
1 0 1 0.2
and
0 0
;=12 ol.
0 2

Secondly, we testify that the CUSMILS (6) with (14) is
regular and stochastically stable based on Theorem 1. By
the condition X;Ef = E;X; > 0 (i = 1,2,3) in Theorem 1,
it is easy to know that

[Xin Xiz 0] Xon X2 O
Xi= X2 X2 0 [, Xo= (X012 X220 O
L 0 0 X133_ 0 0 X233
and
X3=| 0 X3m Xsg3
L 0 Xz Xa33
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Nowleteg =0.24,6 =1.5,&=3,0, =16, 0, =0.6 and
o3 = 2. Utilizing the LMI toolbox of Matlab, we could
solve the matrix inequalities (11)-(13) and obtain the fol-

lowing results

[1.6930 —1.3822 0
X; = |—1.3822  9.9809 0 ,
| o 0 25.3911
[15.7035 1.2075 0
X, = (12075 19262 0 |,
| 0 0 0979
[5.4190 0 0
X;=| 0 21716 0.3899],
0  0.3899 0.1394
H - 10°. [—1.0943 0.2345  0.2814
= | 05472 —0.1173 —0.1407]"
- 10°. [—9.5141 —1.3214 2.1142
2 | 3.1714  0.4405 —0.7047]"
He = 10°. [0.5319 0.5532 —1.1700
T 0.5319  0.5532 —1.1701]°
2.8444  —0.6095 —0.7314
T3 = 10*- | —0.6095 0.1307  0.1567 |,
—0.7314  0.1567  0.1881
[2.9464 04092 —0.6548]
War = 10%- | 0.4092  0.6568 —0.0909 |,
| —0.6548 —0.0909  3.1455 |
[2.9457 04091 —0.6546]
Was = 10*- | 0.4091  0.6568 —0.0909 |,
| —0.6546  —0.0909  0.1455 |
[0.5047  0.6774  —0.9097]
Opn=10* | 06774 14185 —0.5520],
| —0.9097 —0.5520 2.5194 |

where [ = 3 satisfying E3X3E3T — E1X1E1T > 0 and

EsX;ET — ExXoET > 0.

Lastly, we design the quantizer ¢(u(z)) in Theorem 1 as

follows

o [07071
q(u()) =10 [0.3536

-x(t) — 1.1022sgn(B] (E1 X1 +V19!") " 'x(1)) +ey;

s [0.0581
9(u(t)) =10 [—0.0194

-x(¢) — 1.1022sgn(B3 (E2 Xz + V297 ) " 'x(1)) + ey

—98.1546
a(ulr)) = [—98.1546

0.0744
—0.0372

0.0322
—0.0107

—1.4070
0.7035

—1.0571
0.3524

—276.6000 585.0500
-x(t) — 1.1022sgn(B} (EsX3 + V307) "'x(1)) + ey

—276.6000 585.0000}

Above all, we know that there exist appropriate parame-
ter matrices X;, H; (i = 1,2,3), Ti13, Wa1, Waz and Vi, such
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Fig. 1. System switching modes.
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Fig. 2. Open-loop system state trajectories.
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State trajectories of the closed-loop system
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Fig. 3. Closed-loop system state trajectories with stabilis-
ing input quantizer.

e}

that all the inequalities in (11)-(13) hold in Theorem 1.
Therefore, this numerical example is stochastically stable
according to the above result.

The switching mode, open-loop system state trajecto-
ries and closed-loop system state trajectories are presented
in Figs. 1-3. Moreover, Fig. 1 shows a possible system
modes evolution which meets the GUTR given in this ex-
ample. Fig. 2 shows that the open-loop system states are
not stochastically stable. However, with the quantizer con-
troller designed as (14), Fig. 3 depicts the state response
curves of the closed-loop system. It can be seen that each
state trajectory of the closed-loop system is stochastic sta-
ble in spite of system uncertainty and GUTR.

5. CONCLUSIONS

In this paper, the regularity and stochastic stability
problem for a class of continuous-time uncertain singular
Markovian jump linear systems with generally uncertain
transition rates and input quantization have been investi-
gated. The input quantization controller is constructed by
two parts. The nonlinear part is proposed to eliminate the
effect of input quantization. The linear part is designed by
solving several inequality conditions against model uncer-
tainties and generally uncertain transition rates. In com-
parison with the existing result in the literature, less con-
servativeness has been derived by introducing new relaxed
inequality conditions. Finally, a numerical example is pro-
vided to show the effectiveness of the proposed results.
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