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Real-time Face Tracking with Instability using a Feature-based Adaptive Model 
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Abstract: Unstable object tracking usually happens in hand-held video sequences that consist of the 

movements of both tracked object and camera. The tracked objects in these sequences are highly un-

predictable in displacement and appearance changes, and create more challenge than tracking with a 

static camera. In this paper, we propose a two-mode tracking model for dealing with unstable situations, 

such as scaling, pose changes, and abrupt movements. The short-range tracking mode is for the scaling 

and appearance changes. This mode incorporates Lukas and Kanade’s optical flow and the CAMShift, 

in which to achieve high accuracy, both color and corner point features are fused. The long range-

tracking mode utilizes particle filter and CAMShift to capture fast and abrupt motion. We design a 

mode selection strategy based on a failure detection method for adaptation with each tracking case. 

The proposed tracking model shows high performance with difficult sequences against the recent 

tracking systems, as well as achieving real-time processing on smart phones. 
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1. INTRODUCTION 

 

Face tracking on hand-held cameras has different cha-

racteristics, compared with tracking with static devices. 

First, both the motion of the face and the camera have to 

be considered, which might result in large changes in 

appearance and scale. Abrupt movements and shaking of 

the camera also cause blurring with significant displace-

ments of the object. Secondly, there is a need to imple-

ment tracking modules on mobile platforms, such as 

smart phones or digital cameras. However, the lack of 

computing resources in those platforms makes it difficult 

to achieve performance for real-time tracking. Tracking 

algorithms proposed recently could be assigned into two 

main approaches: the generative, and the discriminative 

models. 

Generative tracking methods [1-5] try to find the most 

similar region to the target within a local image area. 

Recent researches have started to apply the sparse 

representation to visual tracking, by modelling the target 

appearance using a sparse approximation over a template 

set [1-4]. The common characteristic of these approaches 

is to solve an ℓ1 norm-related minimization problem. 

Although these trackers give good performance under 

certain conditions, they are time-consuming, and quite 

sensitive to changes in appearance.  

Discriminative methods try to train a binary 

classification, which distinguishes the target object from 

the background [6-8]. They try to extract the feature 

information of the object model and the background; and 

then, a binary classification is created, to linearly 

separate the two groups of features. Different types of 

features and classifications are proposed. The ensemble 

tracking [6] uses the local orientation histogram, and 

pixel colors as object features. The classification is a 

combination of weak classifiers, trained by AdaBoost. A 

Gabor filter is applied to extract the texture of tracked 

object and background regions [7]. While most of the 

update mechanisms adapt the classifier to the new object 

appearance, and remove the old one, Kalal et al. [8] 

propose a long term Tracking-Modeling-Detection 

(TMD) framework that trains the classifier online for all 

appearances of the object.  

When put into practice, the above algorithms are too 

heavy to be installed on mobile platforms. From another 

aspect, they also have problems under instable tracking 

situations, such as abrupt movements, or significant pose 

changes. In this paper, an adaptive model for real-time 

face tracking is proposed to cope with instability of video 

sequences captured by hand-held cameras. The entire 

process is shown in Fig. 1. In the proposed tracking 

system, the face detection method of Viola and Jones [9] 

is applied to locate the face beforehand. Once the face 

area is specified, features including corner points and 

color histogram are extracted. At first, the system is 

initialized to the short-range tracking mode. For 

accomplishing tracking accuracy, we incorporate both 

color and corner point features under the CAMShift [10] 

and optical flow [11] framework. The tracking model 

adapts to abrupt movements of the face and the mobile 

© ICROS, KIEE and Springer 2015 

__________  

 Manuscript received March 24, 2014; accepted August 28,
2014. Recommended by Associate Editor Myung Geun Chun
under the direction of Editor Euntai Kim. 
 This work was supported by the National Research Foundation
of Korea (NRF) grant funded by the Korea government (MEST)
(2014-024950) and by the MSIP (Ministry of Science, ICT &
Future Planning), Korea, under the ITRC(Information Technology
Research Center) support program (NIPA-2014-H0301-14-1014)
supervised by the NIPA (National IT Industry Promotion Agency).
 Vo Quang Nhat, Soo-Hyung Kim, Hyung Jeong Yang, and
Gueesang Lee are with the Department of Electronics and Com-
puter Engineering, Chonnam National University, 300, Yong-
Bong-dong, Kwangju, Korea (e-mails: vqnhat@gmail.com, shkim
@jnu.ac.kr, hjyang@chonnam.ac.kr, gslee@jnu.ac.kr).  
* Corresponding author. 



7

c
B
l
P
m

I
t
a

c
a

t
f
a
c

2

w

b
l

i
f

726 

camera, by det
Because featur
large displace
Particle Filter 
mode, to keep
stable in video
In both trackin
the search pos
and the feature

The rest of t
collaboration 
appearance and
Section 3, the 
the use of the 
for tracking ab
are given in S
conclusion. 

 
2. TRACKIN

OPTI
 

2.1. Feature tra
To detect th

we take advan
shown in Fig. 
by analyzing a
least n adjace
smaller than th
is considered 
feature points 

Vo 

tecting the fail
re tracking fai

ement of the 
[12] and CAM

p chasing the f
o frames, it is d
ng modes, the r
sition which is
e tracking. 
this paper is or

of CAMShi
d scale change
failure detectio
particle filter 

brupt movemen
Section 5 and 

NG IN SHOR
ICAL FLOW 

acking with FA
he feature point
ntage of FAST
2, it will class

a circle of 16 pi
ent pixels that
he intensity of p

as a corner 
in the detecte

Quang Nhat, So

lure of corner p
ils under the b

face, the sys
MShift in long-
face. When the
detected to rese
role of CAMSh
s given by the

rganized as foll
ift and optic
e is presented in
on is discussed
and CAMShi

nts. The experi
finally, Sectio

T-RANGE M
AND CAMSH

AST corners 
ts in the face r
T corner detec
sify pixel p as a
ixels around it.
t have intensi
p by a specific
point. Fig. 3 

ed face region

F

oo-Hyung Kim, 

point tracking.
blur effect and
stem employs
range tracking
e face remains
et the tracking.
hift is to refine
e particle filter

lows. First, the
cal flow for
n Section 2. In

d. In Section 4,
ft is presented
imental results
on 6 gives the

MODE WITH 
HIFT 

region quickly,
ction [13]. As
a corner point,
. If there are at
ities larger or
 threshold T, p

presents key
. These points

(a) Two-mod

(b) Entire t
ig. 1. The prop

Hyung Jeong Y

. 
d 
s 
g 
s 
. 
e 
r 

e 
r 
n 
, 

d 
s 
e 

, 
s 
, 
t 
r 
p 
y 
s 

mostly a
would be
flow [11]

By com
with the 
as the ra
secutive 

Fig. 2. Ex
 

(a) Extra
face r

Fig. 3. Fe

de tracking mo

tracking proces
posed tracking 

Yang, and Guee

appear at the 
e tracked in a 
]. 
mputing the di
average, the sc

atio of two ave
frames. 

xample of FAS

acted corners in
region. 
eature tracking

odel. 

ss. 
model. 

esang Lee 

eyes, the nos
frame sequen

istance of all p
cale is adjusted
erage distance 

ST corner detec

n the (b) The 
lem. 

g. 

 

se, and mouth
nce by using o

airs of corner p
d. Scaling is de

values at two

ction method.

divergence p

 

h, and 
optical 

points 
efined 
o con-

prob-



Real-time Face Tracking with Instability using a Feature-based Adaptive Model 

 

727

1

,

t

t

avgD
s

avgD
−

=  (1) 

1

1 1

2
,

( 1)

t t
N N

i j
t t t

t t i j i

avgD p p
N N

−

= = +

= −

−

∑ ∑  (2) 

where s is the ratio of scale changes. Nt and avgDt are the 

number of tracked corner points and the average distance 

of all pairs of corner points in frame t, respectively. i

t
p  

is the coordinate of the i-th feature point. It is assumed 

that the scale does not change too much between two 

consecutive frames. Therefore, the tracked window size 

is updated when the value of s is in the range [0.8, 1.2]. 

Usually the tracked window is centered at the mean 

position of the tracked corner points. However, this 

might cause a divergence problem, as the mean position 

deviates from the face center due to the unbalanced dis-

tribution of corner points. Therefore, in order to further 

improve the tracking accuracy, CAMShift is applied. 

 

2.2. Color probability distribution image 

Color probability distribution image, or the back 

projection image, represents the probability that a color 

pixel belongs to the tracked object. This probability is 

denoted as P(C | O), in which C represents the color 

value, and O is the tracked object. It is modeled from the 

color histogram of the tracked object region. For creating 

the color histogram, we could use RGB, the Hue channel 

in HSV, or the UV channels in YUV color systems. In 

this paper, the UV color channels in YUV are used, 

which is the default color system of the Android camera, 

so the time to convert the entire image to another color 

system could be saved. Let 
1..

{ }
i i k
x

=

 be the pixels 

inside the detected face region, and m and n be the 

number of bins in the U and V axis of the 2D color 

histogram, respectively. the histogram is construct 

according to the following equation: 
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where δ is the Kronecker delta function, and CU and CV 

functions map the color value of the pixel at location xi, 

to the corresponding coordinates on the U and V axes, 

respectively. 

Using the 2D histogram, the probability value is 

computed, and scaled to the range of [0, 255]. 

( | ) ,
max( )

uv

uv

H
P C O

H
=  (4) 

( | )*255,
uv uv
p P C O=  1... ,u m=  1... ,v n=  (5) 

where H is the 2D histogram, and Huv is the histogram 

value of a pixel color Cuv. 

Up to this time, we only consider the color histogram 

of the face region. In practice, the background region 

could have colors that are similar to colors in the face 

area. Therefore, this creates noise in the probability 

distribution image, and affects the efficiency, when apply 

tracking algorithms in the next steps. To create a better 

distribution image for tracking, the color background 

modeling [14] is applied, to stress the color value that 

appears in the face, but not in the background; and 

suppress the color features that appear both in the face, 

and the background. A new probability function is 

computed as: 

( | ) ( )
( | ) ,

( | ) ( ) ( | ) ( )

P C O P O
P O C

P C O P O P C B P B
=

+

 (6) 

where P(C | B) and P(C | O) are the color models of the 

tracked object and the background, respectively. P(O) 

and P(B) are computed by the ratio of the object and the 

background region. The probability is scaled to range [0, 

255] in the back projection image. 

' ( | )*255
uv uv

p P O C=  (7) 

Only the back projection image in a region surround-

ing the current tracked window is needed for tracking. 

This is based on the observation that the object locations 

between two consecutive frames are not too far from 

each other. This approach could reduce the effect of 

background colors and it can speed up the computation. 

Fig. 4 shows a color probability distribution image 

computed by (3). 

 

2.3. Refinement with CAMShift 

CAMShift is used to shift the search window of the 

previous frame, to the centroid of the distribution in the 

current frame. The summation of probability values of all 

pixels in the search window will decide the size of the 

window. CAMShift uses the first and the zero-th moment 

of the distribution image, to estimate the shift vector. 

10 00
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c
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where I is the back projection image. The mean position 

of corner points tracked by optical flow is computed, and 

set as the center of the initial search window for 

CAMShift. The collaborative method can be summarized 

in the following steps: 

 

Fig. 4. Color probability distribution image created in 

the region around tracked window. 
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1) Input the color probability distribution image created 

in Section 2.2. 

2) Calculate the mean position of corner points tracked 

by optical flow, and set it as the initial location for 

tracking. 
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where N is the number of corner points, and (xi, yi) is 

the coordinate of the i-th corner point. 

3) Compute the center of the tracked window, using (5). 

4) Center the tracked window in the position obtained 

from step 3, and iterate step 3 until convergence. 

When feature tracking is used, we only need to repeat 

the CAMShift operator a small number of times with the 

support of tracked corner points. Moreover, the 

combination of CAMShift and optical flow will prevent 

the search window from moving to other regions of 

similar color to the face, such as the neck or background. 

 

3. TRACKING MODE ADAPTATION 

 

The corner points in the face region may move to 

wrong positions under abrupt movements, hence, it can 

create a bad initial search position for CAMShift. In 

order to remove the failed tracked points, the error of 

local patches is measured in two consecutive frames. The 

sum of square differences [15] is used in three color 

channels of the YUV color system: 
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in which, pt is the coordinate of a corner point in the 

tracked image at time t, and Yt, Ut, and Vt are its color 

channel images. Finally, the error function is computed, 

as follows: 

*
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Tracked corner points with image patches having an 

SSD* value that surpasses a specific threshold would be 

eliminated from the tracking list. A further failure 

checking is performed by employing backward tracking. 

The corner point pt in frame t is tracked backward to 

frame t-1, to yield the point qt-1. The forward tracking of 

pt is considered successful, if the distance between two 

points is smaller than a specific threshold: 

Frame t-1     Frame t 

Fig. 5. Forward and backward feature tracking for fail-

ure detection. 
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Let Nt denote the number of corner points remaining at 

image It. The failure is detected, if: 

1
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−
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⎨
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where T is a specific threshold, and M is a defined ratio. 

Therefore, if the number of successful tracked points is 

too small, or it decreases too fast, the tracking is 

considered as a failure. 

 

4. TRACKING IN LONG-RANGE MODE 

 

If the feature tracking fails, the initial position of 

CAMShift is computed by particle filtering, which is 

better for tracking fast movements. In this paper, the 

particle filter [12] is used to capture the region of the 

rapidly moving face. To chase the face area, face 

detection is applied in a sub window around it to refine 

the search position, or to reset the tracking process.  

Particle filter describes the tracked object as a state 

vector Xt, and the observation as a vector Zt. It approx-

imates the probability distribution by a weighted sample 

set S = {(si, wi) | i =1…N}, in which each sample 

represents one hypothetical state of the object, with a 

sampling weight w [12]. Particle filter consists of three 

main steps: prediction, weight update, and resample. The 

prediction step, denoted as the probability P(Xt |Yt-1), 

propagates each sample according to a system model. 

Then, the weight of each sample is updated, based on the 

observation Zt, and the likelihood: wi = P(Zt | Xt = s
i

t). 

The mean state of an object is acquired by 

1

( ) .
N

i i

i

E S w s

=

=∑  (16) 

Finally, the resample step will be applied to eliminate 

small weight samples, and multiply samples with large 

weight. Each sample is presented by a rectangle with 

position (xi, yi), and fixed size: 

{( ( , , , ), ) | 1... }.i i i iS s x y w h w i N= = =  (17) 

In this paper, a fast particle weight computation me-

thod is proposed, which makes use of the probability 

distribution image I in Section 2.2. The particle weights 

are computed as below: 
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Fig. 6. Combining particle filtering and CAMShift. In 

the left side, the particle filter is used to get the 

mean window position. In the right side, the 

tracked window is shifted to the face region. 
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The mean state or the location of the face is then taken: 
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The sample weight is a summation of the values in the 

image region. Therefore, the weight values could be ob-

tained quickly, by creating the integral image of the color 

probability distribution image. Similar to the combina-

tion of optical flow and CAMShift, the mean location (xc, 

yc) acquired in equation (15) is set as the initial region 

for CAMShift. Fig. 6 shows a demonstration of using 

Particle filter for tracking, and CAMShift for refining. 

Based on the zero-th moment of the distribution image, 

the scaling is adjusted: 

00
/ 256,s Mα=  (20) 

where α is the parameter for controlling the scale. If the 

displacement of two tracked windows in two successive 

frames is smaller to a specific distance, the face is de-

tected again in long range tracking mode, after which the 

tracking process is initialized. 

 

5. EXPERIMENTS 

 

5.1. Experimental construction  

The proposed tracking system is implemented in a 

Samsung Galaxy SII Android 4.0 Smartphone, which has 

an 8 megapixel camera, and a 1.2 GHz dual core ARM 

Cortex-A9 processor. The application interface for dis-

playing results and capturing camera images is pro-

grammed in Java. The tracking system is developed with 

Android NDK for a better performance. An image se-

quence with size 640x480 is extracted from the input 

video, with above 30 FPS. 

The proposed method is compared with three latest 

state-of-the-art trackers, named L1 [1], Sparsity-based 

Collaborative Model (SCM) [4] and the TMD [8]. Four 

video sequences are tested. In each sequence, the error is 

measured using the Euclidian distance of the two center 

points of the tracked window, and the ground truth. The 

result shows that our method is more accurate than L1, 

TMD, or SCM trackers, in terms of appearance changes, 

and adapts better to abrupt movements. 

 

5.2. Tracking with appearance changes 

For demonstrating the performance of our proposed 

model with appearance variation, we perform the 

tracking with two video sequences. In the first sequence, 

we test the tracking with appearance changes of the 

rotated face. The L1 tracker loses the face after frame 71. 

The TMD and SCM trackers have a divergence problem, 

when the face appearance varies. However, our proposed 

method could track the face well.  

The appearance changes due to the variation of lumin-

ance are tested in the david sequence studied in [16]. 

TMD tracker and our method give good results. However, 

L1 and SCM trackers fail, under the variation of lumin-

ance and pose. The tracking results of several frames are 

shown in Figs. 7 and 8. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. The tracking error of yawpitch and david se-

quence. 

Table 1. Tested video sequences. 

Sequences Features 
Frame

length

Frame

size 

yawbitch Large pose changes 317 640x480

david Global illumination changes 766 320x240

Motinas

Fast and abitrary displace-

ment of the face, out of 

frame movement 

447 320x240

fast 

movement

Abrupt movement of the 

face and camera 
616 640x480
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5.3. Tracking with abrupt movements 
In this section, the adaptation of our model to abrupt 

movements is described. In the motinas_emilio_webcam 
sequence [17], the tracked face moves fast, and 
arbitrarily. In addition, the face sometime disappears 
from the video frame. L1 and SCM methods miss the 
tracking from the first frames, and after that, cannot 
reinitialize the tracking. The TMD method has large 
displacement of the tracking window, because of the 
wrong detection in the background, when the face moves 
out of the video frame. Our method can follow the face, 
and gives the best average tracking error. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 9. The tracking error of motinas and fast_movment 
movement sequence. 

The second sequence includes motion of the tracked 
face and the smart phone camera. This situation creates 
large motion and image blur. As we can see in Fig. 10, 
our method could capture fast motion, while the L1, 
SCM and TMD trackers miss the face, due to large dis-
placements, and the blur effect.  

 
5.4. Performance of tracking modes 

Our system implemented on Samsung Galaxy SII can 
process the tracking video at the speed of 30 FPS. In 
order to demonstrate more clearly the computation time 
as well as the order of tracking modes, we observe the 
fast movement sequence which includes both the normal 
and abrupt moments. Fig. 11 shows the distance of the 
tracked face between two consecutive frames in the fast 
movement sequence based on the ground truth data. Be-
sides that, the amount of tracking time, and the corre-
sponding tracking modes are displayed in each frame. 
We can see that the face is detected at frame 270 when 
the movement is stable and the tracking mode is 
switched from long-range to short-range. The system 
also reinitialize the face location after some period of 
time (each 30 frames in our experiment) at frames having 
small displacement. Although the detection step has most 
time-consuming, it doesn’t affect the performance of 
tracking due to the limited number of trigger time. 

In most of time, the short-range tracking mode can 
only deal with an acceptable shifting between frames. 
However, we observe that, in a special case, the short-
range tracking mode can track the face at frame 505 with 
large displacements. In this case, because the tracking 
can maintains the facial feature points, the tracking mode 
is unchanged. With the large movements, the long range 
tracking mode is employed. 

Depending on the size of tracked face and the number 
of detected feature points, the computation time may 
vary. In general, the average tracking time of short-range 
tracking mode is lower than the long-range tracking 
mode as shown in Fig. 11. The reason is that the long-
range tracking incorporates the particle filter framework 

   
(a) Tracking with yawpitch sequence. 

   
(b) Tracking with david sequence. 
ℓ1     TMD    SCM    Our method 

Fig. 8. Tracking with appearance changes. 

0

50

100

150

200

250

300

32 82 132 182 232 282 332 382 432

Er
ro

r

#motinas

L1

TMD

SCM

Our method

0

200

400

600

800

1000

1200

6 106 206 306 406 506 606

Er
ro

r

#fast movment 

L1

TMD

SCM

Our method



Real-time Face Tracking with Instability using a Feature-based Adaptive Model 

 

731

which has larger search range in order to deal with ab-

rupt and fast movements. 

 

6. CONCLUSION 

 

In this paper, we presented a face tracking system that 

is accurate, fast, and easy to implement. The proposed 

system utilizes both corner points and color features of 

the tracking framework of optical flow. Also, CAMShift 

and optical flow are used to create an adaptive model for 

unstable tracking situations. The implementation in a 

mobile device showed attractive performance, with the 

feasibility of the tracking system for future applications. 

However, the proposed method currently works only 

with a single face. Future research may include the issue 

of real-time multiple face tracking, which could be far 

more challenging. 
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