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Robust Adaptive Dynamic Surface Control of Uncertain Nonlinear Systems 
 

Ming-Zhe Hou and Guang-Ren Duan 

 

Abstract: This paper studies the robust adaptive dynamic surface control of a class of nonlinear sys-

tems with unmatched uncertainties. The unmatched uncertainties consist of not only the linearly para-

meterized terms but also the nonlinearly parameterized terms. The bound of each nonlinearly parame-

terized uncertainty term is supposed to be expressed by a known nonnegative function multiplied by a 

constant called bound parameter. According to whether the bound parameters are known or not, two 

different kinds of robust adaptive dynamic surface control algorithms are proposed. It is proved that in 

each case all the states of the closed-loop system are kept uniformly ultimately bounded, and the out-

put is driven to track a feasible desired output trajectory with an arbitrarily small error. An example is 

also employed to indicate the effect of the proposed methods. 
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1. INTRODUCTION 

 

Feedback control of uncertain nonlinear systems by 

robust or adaptive control techniques is a problem of 

paramount importance in the field of control and has 

received considerable attention, since nonlinearities and 

uncertainties exist inherently in many real systems [1,2]. 

A powerful tool for solving such a problem is the 

backstepping technique. This control design meth-

odology was first proposed for parametric strict-feedback 

systems with linearly parameterized uncertainties [3,4], 

and then extended to deal with nonlinearly parameterized 

uncertainties [5,6]. After nearly twenty years of develop-

ment, it has become one of the most popular design 

methods for a large class of nonlinear systems with 

uncertainties, especially with unmatched uncertainties 

[7,8]. 

However, the backstepping technique suffers from the 

problem of explosion of complexity arising from the 

repeated differentiations of the virtual controls. As a 

result, the complexity of controller grows drastically as 

the order of the system increases. In addition, it requires 

certain system functions to be .

n

C  To avoid these 

problems, the dynamic surface control (DSC) technique 

was proposed in [9] and [10] for nonlinear systems with 

unmatched uncertainties by introducing a first-order 

filtering of the synthetic input at each step of the 

traditional backstepping approach. So far, this control 

method has been implemented successfully in many 

practical applications such as friction compensation [11], 

anti-lock brake system [12], formation control [13], 

magnetic levitation system [14], underactuated 

mechanical system [15], and so on. More details about 

how to synthesize the design parameters in DSC can be 

found in [16]. In [17] the DSC method was applied to a 

class of nonlinear systems with linearly parameterized 

uncertainties. However, if this linear parameterization 

assumption is not satisfied, the adaptive dynamic surface 

control design will become more difficulty and 

challenging. For this problem, some results have been 

obtained combining with fuzzy control [18] or neural 

network control [19]. For more developments about DSC 

incorporating with intelligent control, the interested 

readers can see [20] and the references therein. 

In the current paper, we further consider the output 

tracking problem of nonlinear systems with unmatched 

uncertainties, which include both of the linearly 

parameterized parts and the nonlinearly parameterized 

parts. Specifically, we consider a class of single-input-

single-output uncertain nonlinear systems of the form 

1

1

( ) ( ), 1,2, , 1

( ) ( )

,

i i i i i i

n n n n

x x f x x i n

x u f x x

y x

θ δ

θ δ

+
= + + = −


= + +

 =

�
� �

�  (1) 

where T

1 2
[ ] ,

n

n
x x x x R= ∈� u R∈  and y R∈  

are the state, the input and the output of the system, 

respectively; for 1,2, , ,i n= �
i

θ  are all unknown 

constants, T

1 2
[ ] ,

i i
x x x x=

�

� ( ) : i

i i
f x R R→

�

 are 

C
1 functions, ( ) : n

i
x R Rδ → are continuous functions, 

the terms ( )
i i i
f xθ

�

 represent the linearly parameterized 

uncertainties, and the terms ( )
i
xδ  represent the 

nonlinear parameterized uncertainties and are supposed 

to satisfy the following assumption. 

Assumption 1: There exist a set of possibly unknown 

constants 0,
i

ρ ≥ 1,2, , ,i n= �  which are called as 
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bound parameters, and a set of known nonnegative C1 

functions ( )
i i
xϕ
�

 such that 

( ) ( ).
i i i i
x xδ ρ ϕ≤

�

 (2) 

The main objective of this paper is to develop the 

robust adaptive dynamic surface control (RADSC) 

methods for system (1) under Assumption 1 to make the 

output track a desired output trajectory x1d and keep the 

other states bounded. Here, the feasible desired output 

trajectories are supposed to satisfy the assumption below. 

Assumption 2: The desired output trajectory x1d is a 

sufficiently smooth function and available, and satisfies 

that 

T T 2 2 2

1 1 1 0 1 2 3 1 2 3 0
[ ] {[ ] : },

d d d
x x x B z z z z z z r∈ = + + ≤� ��  

where r0 is a known constant. 

In this paper, two different kinds of robust adaptive 

dynamic surface controllers are proposed according to 

whether the bound parameters 
i

ρ  are known or not. It 

is proved that by using the proposed robust adaptive 

controllers with proper design parameters, the output of 

the closed-loop system can track the desired output 

trajectory with arbitrary small tracking error, and the 

other states are kept bounded simultaneously. As a result, 

a systematic design procedure is established to handle 

the output regulation problem of a large class of 

nonlinear systems with unmatched uncertainties. 

Throughout this paper, ⋅  represents the absolute value 

of a real number, ⋅  represents the Euclidean norm of a 

vector or the spectral norm of a matrix. For convenience, 

we denote a vector T

1 2
[ ]

i
v v v�  by .

i
v

�

 

 

2. ROBUST ADAPTIVE DYNAMIC SURFACE 

CONTROL DESIGN 

 

This section first presents the robust adaptive dynamic 

surface control for system (1) under Assumption 1 when 

the bound parameters are known, and then gives the 

result when the bound parameters are unknown. 

 

2.1. Control design for known bound parameters 

2.1.1 Control algorithm 

When the bound parameters , 1, 2, ,
i
i nρ = �  are 

known, the RADSC algorithm for system (1) is described 

as follows. 

Algorithm 1: 

Step (1 1)i i n≤ ≤ − : 

i i id
S x x= −  

2 2

1
ˆ ( ) ( )

i id i i i i i i i i i
x x K S f x x Sθ ρ ϕ
+

= − − −

� �
�  

1 1 1 1 1 1
,  (0) (0)

i i d i d i i d i
x x x x xτ

+ + + + + +
+ = =�  

Step n : 

n n nd
S x x= −  

2 2ˆ ( ) ( ) ,
nd n n n n n n n

u x K S f x x Sθ ρ ϕ= − − −�  

where the design parameters 
1
, ,

n
K K�  are called as 

surface gains; 
2
, ,

n
τ τ�  are called as filter time 

constants; and ˆ
i

θ  is the estimate of the unknown 

parameter 
i

θ  and satisfies the following update law 

ˆ
i

θ
�
= ( ) 0

ˆ( ) ,  1,2, , ,
i i i i i i i
S f x i nλ π θ θ + − = 

�

�  

where ,
i

λ
i

π  and 
0i

θ  are all design parameters, and 

0i
θ  is the predictive value of the unknown parameter .

i
θ  

 

2.1.2 Stability analysis 

Define the boundary layer errors as 

,  2, , ,
i id i
y x x i n= − = �  

and the estimate errors as 

ˆ ,  1, 2, , .
i i i

i nθ θ θ= − =
� �  

Then the closed-loop dynamics can be expressed in 

terms of the surfaces (Si), the boundary layer errors (yi) 

and the estimate errors ( ).
i

θ�  The dynamics of the 

surfaces are expressed as, for 1,2, , 1,i n= −�  

1

1 1 1

2 2

1 1

( ) ( )

( ) ( )

( ) ( ) ( ),

i i id

i i i i i id

i i i i n i i id

i i i i i i i i i i i i

S x x

x f x x x

S y x f x x x

S y K S f x x S x

θ δ

θ δ

θ ρ ϕ δ

+

+ + +

+ +

= −

= + + −

= + + + + −

= + − + − +

� � �

�
�

�
�

� ��

 

and 

2 2

( ) ( )

( ) ( ) ( ).

n n nd

n n n nd

n n n n n n n n

S x x

u f x x x

K S f x x S x

θ δ

θ ρ ϕ δ

= −

= + + −

= − + − +

� � �

�

�

 

The dynamics of the boundary layer errors are expressed 

as, for 2, , ,i n= �  

1
.

i i i

i

y y x
τ

= − −
��  

The dynamics of the estimate errors are expressed as, for 
1, , ,i n= �  

ˆ
i i

θ θ= − =

��� ( ) ( )0
ˆ .

i i i i i i i
S f xλ π θ θ − + −
 

�

 

Let 

1 2 1

,

n n n

is iy i

i i i

V V V V
θ

= = =

= + +∑ ∑ ∑  

where 

21
,

2
is i

V S=   21
,

2
iy iV y=   21

,
2

i i

i

V
θ

θ
λ

=
�  

then one has 
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(1 ) ( )
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1 1 1
(1 ) ( ) ,
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n

V S S
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K S

θ
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θ
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=
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2

0

0

2

( ) ( ) ( )

( ) ( ) ( )

1
( ) ,

4

1

ˆ( ) ( )

ˆ( ) ( )

( )
2

n n n n n n n n n

n n n n n n n n n n n

n n n n n

i i i

i

i i i i i i i

i i i i i i i i i

i

i i i i i

S f x x S S x

K S S f x x S S x

K S S f x

V

S f x
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θ

θ ρ ϕ δ
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θ
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λ
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π
θ θ

+ − +

≤ − + − +

≤ − + +

=
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�

�
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0
( ) ,  1, , ,

2

i

i i
i n

π
θ θ+ − = �

 

and  

21
,  2, , .iy i i i i i

i

V y y y y x i n
τ

= = − − =
� �� �  

Simple computations show 

1 1 1

1 1 1
( , ),

d

d

x S x

S xψ

= +

=

 

2 2

2 2 2 1 1 1 1 1 1 1 1 1 1

2 1 2 2 1 1 1 1

ˆ ( ) ( )

( , , , , , , ),

d

d d

x S y x K S f x x S

S S y x x K

θ ρ ϕ

ψ θ

= + + − − −

=

�
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1 1 1 1 1 1

2 2

1 1 1 1

1 1 1 1 1

ˆ ( )

( )

( , , , , , , ),  3, , ,

i i i i d i i i i i

i i i i

i i i i d d i i

x S y x K S f x

x S

S y x x K i n

θ

ρ ϕ

ψ θ τ

− − − − − −

− − − −

− − −

= + + − −

−

= =

�
�

�

�� �� �� � �

 

where ,
i

ψ 1, , ,i n= �  are continuous functions, 

T

2
[ ] ,

i i
y y y=

�

�  

T

1 2 1
[ ] .

i i
τ τ τ

− −

=

�

�  

In addition, 

2 2

1 2 2 1 1 1 1 1 1 1 1 1 1

1 1 2 2 1 1 1

( ) ( ) ( )

( , , , , , ),
d

S S y K S f x x S x

S S y x K

θ ρ ϕ δ

φ θ

= + − + − +

≤

� �

�

 

2 2

2 3 3 2 2 2 2 2 2 2 2 2 2

2 3 3 2 1 1 2

( ) ( ) ( )

( , , , , , ),
d d

S S y K S f x x S x

S y x x K

θ ρ ϕ δ

φ θ

= + − + − +

≤

� �� �
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2 2

1 1
( ) ( ) ( )

i i i i i i i i i i i i i
S S y K S f x x S xθ ρ ϕ δ

+ +
= + − + − +
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1 1 1 1 1
( , , , , , , ),  3, , 1,
i i i i d d i i
S y x x K i nφ θ τ

+ + −
≤ = −
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2 2

1 1 1

( ) ( ) ( )

( , , , , , , ),

n n n n n n n n n

n n n n d d n n

S K S f x x S x

S y x x K

θ ρ ϕ δ

φ θ τ
−

= − + − +

≤

� �

�� �� �� �

 

where , 1, , ,
i
i nφ = �  are continuous functions. Further, 

considering that ( )
i i
f x

�

 and ( )
i i
xϕ
�

 are all C1 func-

tions, and 

1 1 1
,

d
x S x= +

�� �  

,
i i i i
x S y x= + +

� �� �  

then from 

( ) ( )

( )

2 21

2 1 1 1 1 1 1 1 1 1 1 1 1

1

2 1

1 1 1 1 1

1

ˆ ˆ

2

d

f
x x K S f x x x S

x

x S x
x

θ θ ρ ϕ

ϕ
ρ ϕ

∂
= − − − −

∂

∂
−

∂

�� �� �� �

�

 

one can easily obtain that 

2 2 1 2 2 1 1 1 1 1 1 1 10
( , , , , , , , , , , ),

d d d
x S S y x x x Kη θ λ π θ≤ �� � ��  

and by induction, it is easy from 

( )

( ) ( )

( )

1

1

1 1 1 1 1 1 1

1

1

2 2 2 1

1 1 1 1 1 1 1 1

1

1
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2

1 1
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ˆ ˆ

i
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i
i
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i
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i jji

i i

f
x x K S f x x

x

x S S x x
x

y x f
K S f x x

x

θ θ

ϕ
ρ ϕ ρ ϕ

θ θ
ττ

ρ ϕ

−

−

− − − − − − −

=

−

−

− − − − − − − −

=

−

− − −

− − − − − −

− =−

− −

∂
= − − −

∂

∂
− −

∂

∂
= + − − −

∂

−

∑

∑

∑

���� �� �

� �� �

� ��� �

( ) ( )
1

2 2 1

1 1 1 1 1 1

1

2 ,

i
i

i i i i i i j
jj

x S S x x
x

ϕ
ρ ϕ

−

−

− − − − − −

=

∂
−

∂
∑

� �� �

 

to conclude that for 3, , ,i n= �  

1 1 1 1 1 1 1 1 10
( , , , , , , , , , , ),

i i i i d d d i i i i i i
x S y x x x Kη θ λ π τ θ

− − − − − −

≤

�� � ��� � ��� � ��  

where ,
i

η 2, ,i n= �  are a set of nonnegative 

continuous functions. 

Given any r, the set 

{ }T

1 2 1
( , , , , , , , , ) :

r n n n
B S S y y V rθ θ= ≤

� �� � �  

is a compact set. Clearly, B0 is also a compact set, hence 

so is 
0
.

r
B B×  Therefore, the continuous function 

i
η  

has maximum, called Mi on 0
,

r
B B×  where Mi depends 

on 
1
,

i
K

−

�

1
,

i
λ

−

�

1
,

i
π

−

�

10i
θ

−

�

 and 
1i

τ
−

�

 (M2 depends on 

1
,K

1
,λ

10
θ  and 

1
).π  Hence, one has 

2

2 2

1

1 1
.

4

iy i i i

i

i i

i

V y y M

M y

τ

τ

≤ − +

 
≤ − + 
 

�
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Therefore, 

1 2 1

n n n

is iy i

i i i

V V V V
θ

= = =

= + +∑ ∑ ∑� � � �  

( ) ( )

( )

( ) ( )

1

2 2 2

1 1

1

2 2 2

2
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0

1

2 2 2

1 2 1

1 1 1
1

2 2 4

1 1 1

4 4

2 2

3 1 1

2 2 2

n

i i i i i i i i

i

n

n n n n n i i
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n

i i

i i i i i i i

i

n n n

i

i i i i

ii i i

K S S y S f x

K S S f x M y

S f x

K S M y

θ

θ
τ

π π
θ θ θ θ

π
θ

τ

−

+ +

=

=

=

= = =

 
≤ − + + + + 

 

  
− + + + − +  

   

 
+ − − + − 

 

  
≤ − + + − −  

   

∑

∑

∑

∑ ∑ ∑

��

�

�� �

�

( )

2

2

0

1

2 1
,

2 4

i

n

i

i i

i

nπ
θ θ

=

−
+ − +∑

 

where 

( )
2 2 1

02 4

1

.

i

n

n

i i

i

π

β θ θ −

=

= − +∑  

Let 

3 ,
2i

K
α +

=   2 11 ,
2i

i

M
α

τ

+
= +   ,

i

i

α
λ

π
=  

where α  is a positive scalar, then one has 

.V Vα β≤ − +�  (3) 

If V r=  and ,

r

β
α ≥  then 0.V ≤�  This implies 

that if (0) ,V r≤  then ( )V t r≤  for all 0,t ≥  that is, 

r
B  is a invariant set. By comparison principle [2], it is 

easy from (3) to conclude that 

( ) ( )0 0 .
t

V t V e
α

β β

α α

−
 

≤ ≤ + − 
 

 

Therefore, 
1
, , ,

n
S S�

2
, ,

n
y y�  and 

1
, ,

n
θ θ� ��  are all 

uniformly ultimately bounded. Furthermore, 
1
, , ,

n
x x�  

2
, , ,

d nd
x x�

2
, ,

n
x x�  and 

1
ˆ ,θ ˆ,

n
θ�  are all uniformly 

ultimately bounded. In addition, it is easy to see that for 

any given 
i

π  and 
0
,

i
θ β  is a unknown but bounded 

constant which is independent of .α  So 
β

α
 can be 

made arbitrary small by choosing proper .α  This 

implies that the tracking error S1 can be made arbitrary 

small ultimately. 

Based on the above analysis, we have the following 

theorem. 

Theorem 1: Consider the uncertain nonlinear system 

(1) satisfying Assumption 1. If the bound parameters 

, 1, 2, ,
i
i nρ = �  are known, then the robust adaptive 

dynamic surface control algorithm 1 with appropriate 

design parameters can keep all the states of the closed-

loop system bounded and drive the actual output to track 

a feasible desired output trajectory with an arbitrary 

small tracking error. 

 

2.2. Control design for unknown bound parameters 

2.2.1 Control algorithm 

In the RADSC algorithm 1, the bound parameters of 

the uncertainties , 1, 2, ,
i
i nρ = �  must be known a 

priori. In practice, however, sometimes the bound 

parameters may not be easily obtained due to the 

complexity of the uncertainties. One way to overcome 

this difficulty is to estimate these bound parameters by 

simple adaptation laws and to design an adaptive 

controller using these updated bound parameters. Based 

on this idea, the modified RADSC algorithm is stated 

below. 

Algorithm 2: 

Step i (1 1)i n≤ ≤ − :  

i i id
S x x= −  

2

1
ˆ ˆ( ) ( )

i id i i i i i i i i i
x x K S f x x Sθ ρ ϕ
+

= − − −

� �
�  

1 1 1 1 1 1
,  (0) (0)

i i d i d i i d i
x x x x xτ

+ + + + + +
+ = =�  

Step n :  

n n nd
S x x= −  

2ˆ ˆ( ) ( ) ,
nd n n n n n n n

u x K S f x x Sθ ρ ϕ= − − −�  

where 
1
, ,

n
K K�  and 

2
, ,

n
τ τ�  are all design 

parameters; ˆ
i

θ  and ˆ
i

ρ  are respectively the estimates 

of the unknown parameters 
i

θ  and ,
i

ρ  and satisfy the 

following update laws 

ˆ
i

θ
�
=

0
ˆ( ) ( ) ,  1,2, , ,

i i i i i i i
S f x i nλ π θ θ + − = 

�

�  

ˆ
i

ρ
� = 2 2

0
ˆ( ) ( ) ,  1,2, , ,

i i i i i i i
S x i nµ ϕ σ ρ ρ + − = 

�

�  

where ,
i

λ ,
i

π
0
,

i
θ

0
,

i
ρ

i
µ  and 

i
σ  are all design 

parameters, 
0i

θ  and 
0i

ρ  are respectively the predictive 

values of the unknown parameters 
i

θ  and .
i

ρ  

 

2.2.2 Stability analysis 

Similarly, define the boundary layer errors as 

,  2, , ,
i id i
y x x i n= − = �  

and the estimate errors as 

ˆ ,  1, 2, , ,
i i i

i nθ θ θ= − =
� �  

and 

ˆ ,  1,2, , .
i i i

i nρ ρ ρ= − =� �  

Then the closed-loop dynamics can be expressed in 

terms of the surfaces (Si), the boundary layer errors (yi) 

and the estimate errors (
i

θ�  and ).
i

ρ�  The dynamics of 

the surfaces are expressed as, for 1,2, , 1,i n= −�  
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1 1

1 1 1

2

1 1

( , , ) ( )

( ) ( )

ˆ( ) ( ) ( ),

i i id

i i n i i id

i i i i n i i id

i i i i i i i i i i i i

S x x

x f x x x x

S y x f x x x

S y K S f x x S x

θ δ

θ δ

θ ρ ϕ δ

+

+ + +

+ +

= −

= + + −

= + + + + −

= + − + − +

� � �

��

�
�

� ��

 

and 

1

2

( , , ) ( )

ˆ( ) ( ) ( ).

n n nd

n n i n nd

n n n n n n n n

S x x

u f x x x x

K S f x x S x

θ δ

θ ρ ϕ δ

= −

= + + −

= − + − +

� � �

��

�

 

The dynamics of the boundary layer errors are expressed 

as, for 2, , ,i n= �  

1
.

i i i

i

y y x
τ

= − −
��  

The dynamics of the estimate errors are expressed as, for 
1, , ,i n= �  

i
θ
�� = ˆ

i
θ−
�
=

0
ˆ( ) ( ) ,

i i i i i i i
S f xλ π θ θ − + − 

�

 

and 

i
ρ�� = ˆ

i
ρ−
� = 2 2

0
ˆ( ) ( ) .

i i i i i i i
S xµ ϕ σ ρ ρ − + − 

�

 

Let 

1 2 1 1

,

n n n n

is iy i i

i i i i

V V V V V
θ ρ

= = = =

= + + +∑ ∑ ∑ ∑  

where  

21
,

2
is iV S=  

21
,

2
iy iV y=  

21
,

2
i i

i

V
θ

θ
λ

=
�

 

21
.

2
i i

i

V
ρ

ρ
µ

= �  

Then by some computations, we have 

(

)
1 1

2

2 2 2

1 1

2 2

2 2 2

1 1

2 2

( )

ˆ ( ) ( )

1 1
(1 ) ( )

2 2

ˆ ( ) ( )

1 1
(1 ) ( )

2 2

( ) ,  1, , 1,
4

is i i

i i i i i i i i

i i i i i

i i i i i i i i

i i i i i i

i i i i i i i i

i

i i i i

V S S

S S y K S f x

x S x

K S S y S f x

x S S x

K S S y S f x

x S i n

θ

ρ ϕ δ

θ

ρ ϕ δ

θ

ρ
ρ ϕ

+ +

+ +

+ +

=

= + − +

− +

≤ − + + +

− +

≤ − + + +

+ + = −

��

��

�

��

�

��

�
� �

 

( )2

2 2 2

2 2 2

ˆ( ) ( ) ( )

ˆ( ) ( ) ( )

( ) ( ) ,
4

ns n n

n n n n n n n n n

n n n n n n n n n n

n

n n n n n n n n

V S S

S K S f x x S x

K S S f x x S S x

K S S f x x S

θ ρ ϕ δ

θ ρ ϕ δ

ρ
θ ρ ϕ

=

= − + − +

≤ − + − +

≤ − + + +

��

�

�

� �

 

0

2 2

0

1 ˆ

ˆ( ) ( )

( ) ( ) ,  1, , ,
2 2

i i i

i

i i i i i i i

i i

i i i i i i i

V

S f x

S f x i n

θ
θ θ

λ

θ π θ θ

π π
θ θ θ θ

=

 = − + − 

= − − + − =

���

��

�� � �

 

2 2

0

2 2 2 2

0

2

1

ˆ( ) ( )

( ) ( ) ,  1, , ,
2 2

1
,  2, , .

i i i

i

i i i i i i i

i i
i i i i i i i

iy i i

i i i

i

V

S x

S x i n

V y y

y y x i n

ρ
ρ ρ

µ

ρ ϕ σ ρ ρ

σ σ
ρ ϕ ρ ρ ρ

τ

=

 = − + − 

≤ − − + − =

=

= − − =

�� � �

�
�

�
� � �

� �

� �

 

Similar to the analysis in subsection 2.1.2, by 

straightforward calculations, we have 

(
)

2 2 1 2 2 1 1 1 1 1 1 1 1 1

10 10

, , , , , , , , , , , ,

, ,

d d d
x S S y x x x Kη θ λ π µ σ

θ ρ

≤ �� � ��

 

and for 3 ,i n≤ ≤  

(

)
1 1 1 1 1 1 1 1

1 1 10 10

, , , , , , , , , ,

, , , ,

i i i i d d d i i i i i

i i i i

x S y x x x Kη θ λ π τ

µ σ θ ρ

− − − − −

− − − −

≤

�� ��� � ��� � ��

� �� �
 

where ,
i

η 2, ,i n= �  are a set of nonnegative continu-

ous functions. Given some r, the set 

{ }T

1 2 1 1
( , , , , , , , , , , , ) :

r n n n n
B S S y y V rθ θ ρ ρ= ≤

� � � �� � � �  

is a compact set. Hence so is 
0
.

r
B B×  Therefore, the 

continuous function 
i

η  has maximum, called Mi on 

0
,

r
B B×  where Mi depends on 1

,
i

K
−

�

1
,

i
λ

−

�

1
,

i
π

−

�

1
,

i
τ

−

�

 

1
,

i
µ

−

�

10
,

i
ρ

−

�

10i
θ

−

�

 and 
1i

σ
−

�

(Particularly, M2 depends on 

1
,K

1
,λ

1
,π

1
,µ

10
,θ

10
ρ  and 

1
).σ  As a sequence, one 

has 

2

2 2

1

1 1
.

4

iy i i i

i

i i

i

V y y M

M y

τ

τ

≤ − +

 
≤ − + 
 

�

 

Therefore, 

1 2 1 1

1

2 2 2

1 1

1

2 2 2

1 1
(1 ) ( )

2 2

( ) ( )
4

n n n n

is iy i i

i i i i

n

i i i i i i i i

i

i
i i i i n n n n n

V V V V V

K S S y S f x

x S K S S f x

θ ρ

θ

ρ
ρ ϕ θ

= = = =

−

+ +

=

= + + +


≤ − + + +




+ + − +



∑ ∑ ∑ ∑

∑

� � � � �

��

� ��

 



Ming-Zhe Hou and Guang-Ren Duan 

 

 

166 

2 2 2 2

2

2 2

0

1

2 2 2 2

0

1

1 1
( )

4 4

( ) ( )
2 2

( ) ( )
2 2

n

n

n n n i i

ii

n

i i

i i i i i i i

i

n

i i

i i i i i i i

i

x S M y

S f x

S x

ρ
ρ ϕ

τ

π π
θ θ θ θ

σ σ
ρ ϕ ρ ρ ρ

=

=

=

  
+ + + − +  

   

 
+ − − + − 

 

 
+ − − + − 

 

∑

∑

∑

�

�� �

�
� �

 

2 2 2 2

1 2 1

2

1

3 1 1

2 2 2

,
2

n n n

i

i i i i i

ii i i

n

i

i

i

K S M y
π

θ
τ

σ
ρ β

= = =

=

  
≤ − + + − −  

   

− +

∑ ∑ ∑

∑

�

�

 

where 

( ) ( )
2 2

0 0

1

1
.

4 2 2 4

n

i i i

i i i i

i

n
ρ π σ

β θ θ ρ ρ
=

  −= + − + − + 
 

∑  

Let 

3 ,
2i

K
α +

=  2 11 ,
2i

i

M
α

τ

+
= +  ,

i

i

α
λ

π
=  ,

i

i

α
µ

σ
=  

where α  is a positive scalar, then one has 

.V Vα β≤ − +�  (4) 

Similar to the previous analysis, it is easy from (4) to 

conclude that 
1
, , ,

n
S S�

2
, , ,

n
y y�

1
, ,

n
θ θ� ��  and 

1
,ρ�  

,
n

ρ��  are all uniformly ultimately bounded. Further-

more, 
1
, , ,

n
x x�

2
, , ,

d nd
x x�

2
, , ,

n
x x�

1
ˆ ,θ ˆ,

n
θ�  and 

1
ˆ ,ρ ˆ,

n
ρ�  are all uniformly ultimately bounded. In 

addition, it is easy to see that for any given ,
i

π ,
i

σ
0i

ρ  

and 
0
,

i
θ  β  is a unknown but bounded constant which 

is independent of .α  So 
β

α
 can be made arbitrary 

small by choosing proper .α  This leads to arbitrary 

small tracking error S1. 

To sum up, we have the following theorem. 

Theorem 2: Consider the uncertain nonlinear system 

(1) satisfying Assumption 1. If the bound parameters 

, 1, 2, ,
i
i nρ = �  are unknown, then the robust adaptive 

dynamic surface control algorithm 2 with appropriate 

design parameters can keep all the states of the closed-

loop system bounded and drive the actual output to track 

a feasible desired output trajectory with an arbitrary 

small tracking error. 

Remark: It is noted that Theorems 1 and 2 only 

present the existence of the corresponding adaptive 

dynamic surface controllers. In fact, to achieve the 

design objective, one just needs to choose the design 

parameters ,
i

K
i

λ  and 
i

µ  big enough and 
i

τ  small 

enough. However, as shown in [9] and [10], the filter 

time constants can not be made arbitrarily small in real-

time implementation. So theoretically speaking, the 

tracking error can be arbitrarily small by choosing 

arbitrarily small filter time constants, but this results in 

that the dynamic surface controller can not be 

implemented in practice. Therefore, the design 

parameters should be adjusted by considering actuator 

and sensor limitations and the desired the tracking 

accuracy simultaneously. 

 

3. DESIGN EXAMPLE 

 

To indicate the effect of our results, consider the 

following system 

3 2

1 2 1 1 1 1 2

2

1

cos

,

x x x x x

x u

y x

θ ϑ = + +


=
 =

�

�  (5) 

here 
1
θ  and ϑ  are both constants, where 

1
θ  is 

unknown but ϑ  may be unknown. If ϑ  is known and 

equals to zero, then the output regulation problem of the 

above system can be solved by the result in [17]. 

However, to the best knowledge of the authors, when ϑ  

is nonzero or unknown, this problem is difficult to be 

solved by the existing dynamic surface control methods 

without incorporating with intelligent control methods. 

However, the intelligent control based dynamic surface 

control algorithms are usually complicated. Fortunately, 

by choosing 
1 1

ρ ϑ=  and 2

1 1 1
( ) ,x xϕ =  it is easy to 

check that system (5) satisfies Assumption 1, since 
2

1 1 2 1 1 1
( ) cos ( ).x x x xδ ϑ ρ ϕ= ≤  So no matter whether 

the bound parameter 
1

ρ  is known or not, according to 

the results of the current paper, the robust adaptive 

dynamic surface controller can be constructed for system 

(5) to make x1 track a given feasible desired output 

trajectory x1d with an arbitrarily small tracking error. 

When 
1

ρ  is known, according to Algorithm 1, the 

proposed robust dynamic surface controller is given as 

follows. 

RADSC-I: 

1 1 1
,

d
S x x= −  

2 2

2 1 1 1 1 1 1 1 1 1 1
ˆ ( ) ( ) ,

d
x x K S f x x Sθ ρ ϕ= − − −�  

1
θ̂
�
=

1 1 1 1 1 10 1
ˆ( ) ( ) ,S f xλ π θ θ + −   

2 2 2 2 2 2
,  (0) (0),

d d d
x x x x xτ + = =�  

2 2 2
,

d
S x x= −  

2 2 2
.

d
u x K S= −�  

For the numerical simulation, we choose 
1

3,θ =  

1
3,ϑ = −  the desired output trajectory 

1
sin ,

d
x t=  the 

initial states 
1
(0) 0,x =

2
(0) 1x =  the design parameters 

of controller 
1

0.1,π =
2

0.02,τ =
1 1 2

50K Kλ = = =  and 

10
2.5.θ =  The simulation results are shown in Fig. 1. 

When 
1

ρ  is unknown, the proposed robust dynamic 

surface controller is given below. 
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Fig. 1. Performace of the RADSC-I 
1

(ρ  is known). 
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Fig. 2. Performace of the RADSC-II 
1

(ρ  is unknown). 

 

RADSC-II: 

1 1 1
,

d
S x x= −  

2

2 1 1 1 1 1 1 1 1 1 1
ˆ ˆ( ) ( ) ,

d
x x K S f x x Sθ ρ ϕ= − − −�  

1
θ̂
�
=

1 1 1 1 1 10 1
ˆ( ) ( ) ,S f xλ π θ θ + −   

1
ρ̂
� = 2 2

1 1 1 1 1 10 1
ˆ( ) ( ) ,S xµ ϕ σ ρ ρ + −   

2 2 2 2 2 2
, (0) (0),

d d d
x x x x xτ + = =�  

2 2 2
,

d
S x x= −  

2 2 2
.

d
u x K S= −�  

For the numerical simulation, we choose 
1

2,θ =  

1
2,ϑ = −  the desired output trajectory 

1
sin ,

d
x t=  the 

initial states 
1
(0) 0,x =

2
(0) 1,x =  the design parameters 

of controller 
1

0.1,π =
1

0.1,σ =
2

0.02,τ =
10

1,θ =  

10
3,ρ =  and 

1 1 1 2
50.K Kλ µ= = = =  The simulation 

results are shown in Fig. 2. 

Obviously in each case, the actual output x1 is driven 

to track the desired output trajectory x1d with a small 

tracking error S1, and the remained state x2 is kept 

bounded. The simulation results indicate the effect of the 

proposed control strategies. 

 

4. CONCLUSION 

 

In this paper, the output tracking problem of a class of 

uncertain nonlinear systems is considered using robust 

adaptive dynamic surface control methodology. The 

unmatched uncertainties include both of the linearly 

parameterized terms and the nonlinearly parameterized 

terms. Under the assumption that the bound of each 

nonlinearly parameterized uncertainty term can be 

expressed by a known function multiplied by a possibly 

unknown parameter, two different kinds of robust 

adaptive dynamic surface control algorithms are 

proposed according to whether the bound parameters are 

known or not. The proofs and the design example show 

that each of the control algorithms with proper design 

parameters can make all the states of the corresponding 

closed-loop system uniformly ultimately bounded, and 

the output track a feasible desired output trajectory with 

a sastisfactory tracking error. These indicate the effect of 

our results. 

 

REFERENCES 

[1] J. J. Slotine and W. P. Li, Applied Nonlinear Con-

trol, Prentice Hall, Englewood Cliffs, NJ, 1991. 

[2] H. K. Khalil, Nonlinear Systems, 3rd Ed., Prentice 

Hall, New Jersey, 1996. 

[3] I. Kanellakapoulous, P. Kokotovic, and A. S. Morse, 

“Systematic design of adaptive controllers for feed-

back linearizable systems,” IEEE Trans. on Auto-

matic Control, vol. 36, pp. 1241-1253, 1991. 

[4] M. Krstic, I. Kanellakapoulous, and P. Kokotovic, 

Nonlinear and Adaptive Control Design, Wiley In-

terscience, New York, 1995. 

[5] Y. Hashimoto, H. S. Wu, and K. Mizukami, “Ro-

bust output tracking of nonlinear systems with 

mismatched uncertainties,” International Journal of 

Control, vol. 72, no. 5, pp. 411-417, 1999. 

[6] W. Lin and C. J. Qian, “Adaptive regulation of cas-

cade systems with nonlinear parameterization,” Int. 

J. Robust Nonlinear Control, vol. 12. pp. 1093-

1108, 2002. 

[7] P. Kokotovic and M. Arcak, “Constructive nonli-

near control: a historical perspective,” Automatica, 

vol. 37, pp. 637-662, 2001. 

[8] A. J. Koshkouei and A. S. Zinober, “Adaptive 

backstepping control of nonlinear systems with 

unmatched uncertainty,” Proc. of the IEEE Confe-

rence on Decision and Control, vol. 5, pp. 4765-

4770, 2001. 

[9] D. Swaroop, J. C. Gerdes, P. P. Yip, and J. K. He-



Ming-Zhe Hou and Guang-Ren Duan 

 

 

168 

drick, “Dynamic surface control of nonlinear sys-

tems,” Proc. of the American Control Conference, 

Albuquerque, NM, pp. 3028-3034, 1997. 

[10] D. Swaroop, J. K. Hedrick, P. P. Yip, and J. C. 

Gerdes, “Dynamic surface control for a class of 

nonlinear systems,” IEEE Trans. on Automatic 

Control, vol. 45, no. 10, pp. 1893-1899, 2000. 

[11] A. P. Maulana, H. Ohmori, and A. Sano, “Friction 

compensation via smooth adaptive dynamic surface 

control,” Proc. of the American Control Conference, 

San Diego, California, pp. 540-541, 1999. 

[12] R. Kazemi and K. J. Zaviyeh, “Development of a 

new ABS for passenger cars using dynamic surface 

control method,” Proc. of the American Control 

Conference, Arlington, VA, pp. 677-683, 2001. 

[13] A. R. Girard and J. K. Hedrick, “Formation control 

of multiple vehicles using dynamic surface control 

and hybrid systems,” International Journal of Con-

trol, vol. 76, no. 9, pp. 913-923, 2003. 

[14] Z. J. Yang, K. Miyazaki, S. Kanae, and K. Wada, 

“Robust position control of a magnetic levitation 

system via dynamic surface control technique,” 

IEEE Trans. on Industrial Electronics, vol. 51, no. 

1, pp. 26-34, 2004. 

[15] N. Qaiser, N. Iqbal, A. Hussain, and N. Qaiser, 

“Exponential stabilization of a class of underac-

tuated mechanical systems using dynamic surface 

control,” International Journal of Control, Automa-

tion, and Systems, vol. 5, no. 5, pp. 547-558, 2007. 

[16] B. Song, J. K. Hedrick, and A. Howell, “Robust 

stabilization and ultimate boundedness of dynamic 

surface control systems via convex optimization,” 

International Journal of Control, vol. 71, no. 12, pp. 

870-881, 2002. 

[17] P. P. Yip and J. K. Hedrick, “Adaptive dynamic 

surface control: a simplified algorithm for adaptive 

backstepping control of nonlinear systems,” Inter-

national Journal of Control, vol. 71, no. 5, pp. 959-

979, 1998. 

[18] X. Y. Luo, Z. H. Zhu, and X. P. Guan, “Adaptive 

fuzzy dynamic surface control for uncertain nonli-

near systems,” International Journal of Automation 

and Computing, vol. 6, no. 4, pp. 385-390, 2009. 

[19] D. Wang and J. Huang, “Neural network-based 

adaptive dynamic surface control for a class of un-

certain nonlinear systems in strict-feedback form,” 

IEEE Trans. on Neural Networks, vol. 16, no. 1, pp. 

195-202, 2005. 

[20] T. P. Zhang and S. S. Ge, “Adaptive dynamic sur-

face control of nonlinear systems with unknown 

dead zone in pure feedback form,” Automatica, vol. 

44, pp. 1895-1903, 2008. 

 
Ming-Zhe Hou received his B.Eng. 

degree in Automation in 2005 from Har-

bin Institute of Technology, China. Now, 

he is working toward a Ph.D. degree in 

the Center for Control Theory and Guid-

ance Technology at Harbin Institute of 

Technology. His main research interests 

include nonlinear control theory and 

integrated guidance and control for air-

crafts. 

 
Guang-Ren Duan received his Ph.D. 

degree in Control Systems Theory in 

1989 from Harbin Institute of 

Technology, China. From 1989 to 1991, 

he was a post-doctoral researcher at 

Harbin Institute of Technology, where he 

became a professor of control systems 

theory in 1991. Dr. Duan visited the 

University of Hull, UK, and the 

University of Sheffield, UK from December 1996 to October 

1998and worked at the Queen’s University of Belfast, UK from 

October 1998 to October 2002. Since August 2000, he has been 

elected Specially Employed Professor at Harbin Institute of 

Technology sponsored by the Cheung Kong Scholars Program 

of the Chinese government. He is currently the Director of the 

Center for Control Systems and Guidance Technology at 

Harbin Institute of Technology. Dr. Duan is a Chartered 

Engineer in the UK, a Senior Member of IEEE and a Fellow of 

IEE. His research interests include robust control, 

eigenstructure assignment, descriptor systems, missile autopilot 

design and magnetic bearing control.  

  


