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Robust H-infinity Estimation for Linear Time-Delay Systems: 

An Improved LMI Approach 
 

Ai-Guo Wu, Jin Dong, and Guang-Ren Duan 

 

Abstract: The problem of robust 
∞

H  estimation for the polytopic uncertain linear system with state 

delay is considered. Firstly, by introducing two auxiliary matrices a new LMI representation of 
∞

H  

performance is presented for the linear systems with a single time-varying state delay. The proposed 

criterion exhibits a kind of separation between the system matrices and the positive definite Lyapunov 

matrices. So the vertex-dependent Lyapunov functions can be adopted, and thus a less conservative 

result is expected to be obtained. 
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1. INTRODUCTION 

 

The problem of estimation consists of finding an 

asymptotically stable estimator to estimate the desired 

signals. The main advantage of 
∞

H  estimation 

approach is the fact that it is insensitive to the exact 

knowledge of the statistics of the noise signals. When the 

system under consideration is subject to uncertainties, 

robust
∞

H  filtering can provide powerful signal 

estimation. The aim of robust 
∞

H  estimation is to 

design an estimator such that the resulted error system is 

asymptotically stable and the 
2

L -induced gain related 

with the disturbance and the estimation error is less than 

a prescribed level irrespective of uncertainties [1-3].  

On the other hand, it turns out that the noise 

attenuation level guaranteed by a robust 
∞

H  estimation 

design without considering time-delays may collapse if 

the system actually exhibits non-negligible time-delays. 

So increasing interest is focused on the 
∞

H  estimation 

of the systems with time-delays. In [4], an 
∞

H  filtering 

methodology was proposed for precisely known systems 

with a single time-delayed measurement. In [5] and [6], 

the problem of robust 
∞

H  filtering for continuous-time 

linear systems subject to parameter uncertainty in all the 

matrices of the system state-space model and multiple 

time-varying state delays was considered, and an LMI-

based approach for the problem was established. In [7], 

the robust H∞ filtering problem of the corresponding 

discrete-time case was investigated. The aforementioned 

H∞ estimation design is conservative due to the usage of 

a common Lyapunov function for all polytopic 

uncertainties. In order to reduce the conservatism, new 

H∞ filtering approaches have been reported recently. In 

[8] and [9], by introducing a slack matrix new LMI 

representations for H∞ performances of discrete time-

delay systems are established. Since these criteria exhibit 

a kind of decoupling between the positive matrices and 

the system matrices, the parameter-dependent Lyapunov 

functions are allowed to use. Thus, such estimator design 

procedures based on these criteria are much less 

conservative. Moreover, by converting a time-delay 

system into a descriptor linear system improved 
∞

H  

performance criteria were well established [6,10].  

In this paper, we consider the problem of robust H∞ 

estimation for continuous-time single state-delayed 

systems with polytopic uncertainties. Before solving the 

problem of robust 
∞

H  estimation, based on an existing 

result in [11] an improved LMI representation of 
∞

H  

performance, which realizes the separation between the 

positive definite matrices and the system matrices, is 

firstly given by introducing two slack matrices. Based on 

the newly proposed criterion, we provide the procedure 

of designing robust
∞

H  estimators for polytopic 

uncertain time-delay systems.  

 

2. PROBLEM FORMULATION 

 

Consider the following linear time delay system: 

0 1
( ) ( ) ( ( )) ( )

( ) ( ) ( )

( ) ( ) ( ),

x t A x t A x t h t Bw t

y t Cx t Dw t

z t Lx t Tw t

= + − +


= +
 = +

�

 (1) 

where ( ) n
x t ∈�  is the system state vector, ( )∈w t  
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2
[0, )+∞

p
L  is the exogenous disturbance signal, 

( ) m

y t ∈�  is the measurement output and ( ) q
z t ∈�  is 

the signal to be estimated. For this system, we assume 

that the delay is time-varying and satisfies  

0 ( ) , ( ) 1.h t h t ρ≤ < ∞ ≤ <�  (2) 

In the sequel, we denote : 1 .= −ρ ρ  The state-space 

data is assumed to be subject to uncertainties in the form 

of a polytopic model: 

{

}

0 1

0 1

0 1

1

( , , , , , , ) ,

( ( ), ( ), ( ), ( ), ( ), ( ), ( ))

( , , , , , , ); ,
r

i i i i i i i i

i

A A B C D L T

A A B C D L T

A A B C D L T

α α α α α α α

α α

=

∈Ω

Ω =

= ∈Γ∑

 (3) 

where Γ  is the unit simplex 

1 2

1

: ( , , , ) : 1, 0 .
r

r i i

i

α α α α α

=

  
Γ = = ≥ 

  
∑�  

This kind of convex bounded parameter uncertainty has 

been widely investigated in control and estimation 

problem [2]. Note that in many practical cases, very 

frequently, only a few entries of the matrices in state 

space model are uncertain.  

For the system (1) the following linear estimator of 

order n  is introduced  

ˆ ˆ( ) ( ) ( ),

ˆˆ( ) ( ) ( ).

f f

f f

x t A x t B y t

z t C x t D y t

⋅

= +

= +

 (4) 

Let ˆ ˆcol( , ), ,x x e z zξ = = −  combining (1) and (4) 

yields the following estimation error dynamics 

0 1
( ) ( ) ( ) ( ),

( ) ( ) ( )

cl cl cl

cl cl

t A t A t h B w t

e t C t D w t

ξ ξ ξ

ξ

= + − +

= +

�

 (5) 

with 

0 1

0 1

0 0
, , ,

0 0

, .

cl cl cl
f f f

cl f f cl f

A BA
A A B

B C A B D

C L D C C D T D D

    
= = =    

    

 = − − = − 

 

The robust 
∞

H estimation problem to be addressed in 

this paper can be stated as follows. 

Robust H∞ estimation problem: For a given 0,γ >  

design a full-order linear estimator in the form of (4) 

such that the estimation error system (5) is 

asymptotically stable and satisfies the 
∞

H  performance 

bound γ  , that is, under zero initial condition for any 

nonzero 
2

( ) [0, ),∈ +∞
p

w t L  the estimation error satisfies 

2 2
( ) ( ) .≤e t w tγ  

3. PERFORMANCE ANALYSIS 

 

In this section, an improved representation of H∞ 

performance for the estimation error system (5) is 

presented by introducing two free matrices. Before 

giving this criterion, we need the following lemma, 

which can be found in [11]. 

Lemma 1: Given a scalar 0,>γ  the estimation error 

system (5) is asymptotically stable and satisfies the H∞ 

performance bound γ  if there exist positive definite 

matrices P and S such that  

0 0 1

1

0
0.

0 0

0

T T

cl cl cl cl cl

T T

cl cl

T

cl

cl cl

A P PA S PB PA C

B P I D

A P S

C D I

γ

ρ

γ

 + +
 
 −

< 
− 

 − 

 (6) 

In the following a new H∞ performance condition is 

established. 

Theorem 1: Given a positive scalar 0,>γ  the 

estimation error system is asymptotically stable and 

satisfies the H∞ performance bound γ  if there exist 

positive definite matrices P and S and matrices F and G 

such that 

0 0

0

1 1
0

0 0

T T

cl cl

T T

cl

T T

cl cl

T T

cl cl

cl cl

A F F A S

P F G A G G

B F B G I

A F A G S

C D I

γ

ρ

γ

 + + ∗ ∗ ∗ ∗
 
 − + − − ∗ ∗ ∗
 

− ∗ ∗ 
 

− ∗ 
 − 

 

 0.<  (7) 

Proof: Condition (6) can be equivalently rewritten as 

[ ]

0 0 1

1

1

0

0

0 0.

0

T

cl cl cl cl

T

cl

T

cl

T

cl

T

cl cl cl

A P PA S PB PA

B P I

A P S

C

D C D

γ

ρ

γ
−

 + +
 
 −
 

−  

 
 
 + <
 
  

 

Due to the strictness of the above matrix inequality, there 

exists a positive scalar 0>θ  such that  

[ ]

0 0 1

1

1

0

0

0

0

T

cl cl cl cl

T

cl

T

cl

T

cl

T

cl cl cl

A P PA S PB PA

B P I

A P S

C

D C D

γ

ρ

γ
−

 + +
 
 −
 

−  

 
 
 +
 
  
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[ ]

0

1

0 1

1

0.
2

T

cl

T

cl cl cl cl

T

cl

A P

B P P PA PB PA

A P

θ
−

 
 
 + <
 
  

 

This is equivalent to 

0 0 1 0

1 1

1

0 1

0

0 0

2 0
0.

00

T T T

cl cl cl cl cl cl

T T T

cl cl cl

T T

cl cl

cl cl cl

cl cl

A P PA S PB PA A P C

B P I B P D

A P S A P

PA PB PAP

C DI

θ

γ θ

ρ θ

θ θ θθ

γ

−

   + +
   
   − +
   

−      

  
<  

   

 

By Schur Complement, the above inequality is 

equivalent to  

0 0 1 0

1 1

0 1

0

0 0

2 0

0 0

T T T

cl cl cl cl cl cl

T T T

cl cl cl

T T

cl cl

cl cl cl

cl cl

A P PA S PB PA A P C

B P I B P D

A P S A P

PA PB PA P

C D I

θ

γ θ

ρ θ

θ θ θ θ

γ

 + +
 
 −
 

− 
 −
 
 −   
 0.<  

Applying appropriate congruent transformation to the 

above matrix inequality, gives 
 

0 0

0

1 1

2

0.

0

0 0

T

cl cl

cl

T T

cl cl

T T

cl cl

cl cl

A P PA S

P P PA P

B P B P I

A P A P S

C D I

θ θ

θ γ

θ ρ

γ

 + + ∗ ∗ ∗ ∗
 

− + − ∗ ∗ ∗ 
  <− ∗ ∗ 
 − ∗
 
 − 

  

 

Selecting = =
T

F F P  and ,= =
T

G G Pθ  we obtain (7). 

On the other hand, since the matrix  

0

1

0 0 0

0 0 0

0 0 0

0 0 0 0

 
 
 

=  
 
 
 

T

cl

T

cl

T

cl

I A

B I
T

A I

I

  

has full row rank, then pre- and post-multiplying the both 

sides of (7) by T  and ,

T
T  respectively, gives (6). 

Based on the above two aspects, (6) and (7) are 

equivalent. 

Remark 1: The above theorem proposes a new LMI 

criteria for H∞ performance of time-delay systems by 

introducing two slack matrices. Since such a criteria 

exhibits a kind of decoupling of Lyapunov matrices and 

the system matrices, it is allowed to use the vertex-

dependent Lyapunov functions.  

Remark 2: In the proof of the above theorem, the 

adopted method to obtain the newly established criterion 

is beyond the currently prevailing descriptor systems 

approaches. Due to the introduction of a small positive 

scalar, the method is called “Small Scalar Method”, 

which has been used in authors’ earlier paper [13]. 

 

4. ROBUST ESTIMATOR DESIGN 

 

By virtue of the property of polytopic uncertainties, 

the following conclusion is readily obtained from 

Theorem 1.  

Lemma 2: Consider the system (1) subject to the 

uncertainty (3). Then the estimation error system (5) is 

asymptotically stable with H∞ performance bound γ  if 

there exist positive definite matrices ,
i
P  ,

i
S  1,2,i =  

, r�  and matrices F  and G  such that 

0 0

0

1 1
0

0 0

T T

cli cli i

T T

i cli

T T

cli cli

T T

cli cli i

cli cli

A F F A S

P F G A G G

B F B G I

A F A G S

C D I

γ

ρ

γ

 + + ∗ ∗ ∗ ∗
 
 − + − − ∗ ∗ ∗
 

− ∗ ∗ 
 

− ∗ 
 − 
 0,<  (8) 

where 
 

0 1

0 1

0 0
, ,

0 0

, .

i ii
cli cli cli

f i f f i

cli i f i f cli i f i

A BA
A A B

B C A B D

C L D C C D T D D

    
= = =    

    

 = − − = − 
 

The above theorem is very efficient to evaluate the H∞ 

norm bound for the error system (5) when an estimator 

(4) is given. However, it may not be directly applicable 

to the robust H∞ estimator design problem due to the 

presence of the product of F with Acli and G with Acli. To 

enable the sub-optimal robust H∞ estimator design, 

motivated by the idea in [12] the matrix F is specialized 

as 

,F G= Λ  (9) 

where Λ = diag 
1 2

( , )n nI Iλ λ  with 
1
λ  and 

2
λ  being 

real scalars. Using the above ,F  (8) can be rewritten as  

0 0

0

1 1
0

0 0

T T

cli cli i

T T

i cli

T T

cli cli

T T

cli cli i

cli cli

A G G A S

P G G A G G

B G B G I

A G A G S

C D I

γ

ρ

γ

 Λ + Λ + ∗ ∗ ∗ ∗
 
 −Λ + − − ∗ ∗ ∗
 

Λ − ∗ ∗ 
 

Λ − ∗ 
 − 
 0.<  (10) 

The following result gives a sufficient condition for the 

existence of a robust H∞ estimator in the form of (4) for 

the polytopic uncertain system (1). 

Theorem 2: For given scalars 
1 2
, ,λ λ  consider the 

system (1) subject to the uncertainty (3) and let 0>γ  

be a given constant. Then the estimation error system (5) 
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is asymptotically stable with H∞ performance bound γ  

if there exist positive definite matrices 
11

,n n

iP
×∈�  

22
,

n n

i
P

×

∈�
11

n n

i
S

×

∈�  and 

22

n n

i
S

×

∈�  and matrices 

12
,

n n

i
P

×

∈�
12

,

n n

i
S

×

∈� ,

n n

X
×

∈� ,

n n

R
×

∈� U ∈

,

n n×

� ,

n n
fA

×

∈� ,

n m
fB

×

∈�
m n

fC
×

∈�  delete it 

such that for 1,2, , ,= �i r  

11 1 0

12 1 2 0

1 2 1

1 1 1 1 1

(1,1) * *

(2,1) (2,2) *

(3,2)

(4,2) (4,3)

(5,3)

0 0 0

(8,2) 0




 − + + − −

 − − +

 +




 −

i

i

T T
i i f i i

T T T
i i i i

T T T T
i i f i i

T T T
i i i

i f i i

P X X A B C X X

P X U R A

B X D B B R

A X A R A X

L D C

λ

λ λ

λ λ λ

λ λ

 

 

1 11

12 22

* * * * *

* * * * *

* * * * *

* * * *

* * *

0 * *

0 0 *

0 0 0

T

T
i

T
i i

T
i i

i f i

R R

B R I

A R S

S S

T D D I

γ

ρ

ρ ρ

γ







− − 


− 


− 
− − 
− − 

 

 0,<  (11) 

11 12

12 22

0,
i i

T

i i

P P

P P

 
> 

  
 

where  

1 0 0 2 11
(1,1) ( ) ( ) ,T T T T

i i i f i i f iX A A X B C C B Sλ λ= + + + +  

1 0 0 2 12
(2,1) ( ) ( ) ,T T T T T T

i i i i f f iR A A X C B A Sλ λ= + + + +  

1 0 0 22
(2,2) ( ) ,T T

i i i i
R A A R Sλ= + +  

12 1 0
(3,2) ,T

i i i f i fP R X A B C Aλ= − + + +  

22 1 0
(4,2) ,T

i i i
P R R Aλ= − +  

(4,3) ,T T

i
X U R= − − −  

(5,3) ,T T T
i i i fB X D B= +  

(8, 2) .i i f i fL D C C= − −  

In addition, an admissible estimator with the form of (4) 

can be given by  

1 1, , , .f f f f f f f fA U A B U B C C D D
− −

= = = =  (12) 

Proof: Since (11) implies  

0,

T

T T T

X X

X U R R R

 + ∗
> 

 + + + 

 

where X  and R  are also nonsingular. Then we can 

construct the matrix G  and 1−
G  as 

1
1 1 1

2 3 2 3

, .

X X R Y
G G

X X Y Y

−

−

  
= =   

    
 

Introduce matrices  

1

1 2

22

, ,
00

−    
Ψ = Π = Π =    

     

X II I R

XR Y

 

then we have 
1 2

.Π = ΠG  Without loss of generality, it 

is assumed that both 
2

Y  and 
2

X  are nonsingular. 

Therefore, 
1

Π Ψ  is also nonsingular. By some algebraic 

operations we can obtain 

11 12

1 1

12 22

,

i iT T

i T

i i

P P

P

P P

 
Ψ Π Π Ψ =  

  
 

11 12

1 1

12 22

,
i iT T

i T

i i

S S

S

S S

 
Ψ Π Π Ψ =  

  
 

1 1

2 2

,

T T

T T

X R

G

X R Y X R

 
Ψ Π Π Ψ =  

+  
 

1 0 1

0 2 0 2 2 2

0 0

,

T T T
cli

T T T T T
i f i i f i f

T T
i i

G A

X A X B C X A X B C X A Y R

R A R A

Ψ Π Π Ψ =

 + + +
 
  

 

1 1
1 1

,
0 0

T T
T i i
cli

A X A R
A G

 
Π Ψ =  

  
 

1 2
,

T T T T T
cli i i f iB G B X D B X B R Π Ψ = +

 
 

1 2
.cli i f i i f i fC L D C L D C C Y R Π Ψ = − − −   

Based on the above relations, let 
1

,J = Π Ψ  and define  

2 2 2 2 2

2

, , ,

, .

T T T
f f f f

f f f f

U X Y R A X A Y R B X B

C C Y R D D

= = =

= =

 (13) 

Then it can be readily established that (10) reads as 
 

0

1 1

[1,1]

0

0 0

0

i

T T

i cli

T T T

cli cli

T T

cli cli i

cli cli

P G G A G G

J B G B G I

A G A G S

C D I

J

γ

ρ

γ

∗ ∗ ∗ ∗ 
 

− Λ + − − ∗ ∗ ∗ 
 

Λ − ∗ ∗ 
 Λ − ∗ 
 − 

<

�

�

with 
0 0

[1,1] = Λ + Λ +
T T

i cli cli iA G G A S  and diag( ,J J=
�  
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, , , ).J I I I  By virtue of the nonsingularity of ,J  

performing congruence transformations to the above 

inequality by 1−�J  yields (9). Therefore, we can 

conclude that an estimator can be given from (13). In 

view of the following relation 
 

1 1 1 1 1

2 2 2 2

1 1 1

( )

( )

T T
f f f f

f f f f

C R Y sI X A R Y X B D

C sI U A U B D

− − − − − − −

− − −

− +

= − +

 

 

we can obtain an admissible estimator (12). 

Corollary 1: A suboptimal full-order 
∞

H  estimator 

in the form of (4) for the system (1) subject to the 

uncertainty (3) can be found by solving the following 

optimization problem: 
 

11 22 12 11 22 12 1 2, , , , , , , , , , , , , ,

min

s.t. (11), 1,2, , .

i i i i i i f f f fP P P S S S X R U A B C D

i r

λ λ

γ

= �

 

Observe that for fixed 
1
λ  and 

2
,λ  (10) are linear 

with respect to 
11 12

, , , , , , ,i i f fP P X R U A B ,f fC D  

and hence can be solved by LMI Toolbox. The problem 

is then how to find the optimal values of 
1
λ  and 

2
.λ  

This can be completed by using the Matlab command 

fminsearch. 

Note that Theorem 2 has been derived with a 

specialized matrix F  of the form (10) in order to 

linearize the matrix inequality. This, however, is 

restrictive. Along the line in [12], in the following we 

develop an iterative algorithm which can be applied to 

refine the estimator design using Theorem 2. 

Notice that  

0

0

00 0
,

00 0

00

0

i
cli

f i f

i
f f

i

i i
cli f f

f i i

A
A

B C A

IA
A B

CI

B B
B A B

B D DI

 
=  
 

    
 = +       

     

      
 = = +        

      

 (14) 

the following iterative procedure can be applied. 

Algorithm 

Step 1: Given the estimator parameters ( ,fA  ,fB  

,fC  ),fD  ,F  ,G  ,
i
P  and 

i
S  may be found by 

minimizing γ  subject to (8). The initial ( ,fA ,fB ,fC  

)fD  can be the suboptimal estimator designed by (11). 

Step 2: With the ,F ,G
i
P  and 

i
S  obtained in Step 

1, an improved estimator can be obtained by minimizing 

γ  subject to (8) with the consideration of (13). 

Step 3: If 
1

| | ,
−
− <k kγ γ µ  stop the iteration where 

µ  is a prescribed tolerance. Otherwise, increase :k =  

1k +  and go to Step 1. 

5. A NUMERICAL EXAMPLE 

 

Consider an uncertain linear system given by (1) with 

the following parameter [5]:  

[ ] [ ]

0 1

0 3 0.1 0
, ,

4 5 0.2 0.2

0.4545
,

0.9090

0 100 , 1, 0 100 , 0, 0.3,

A A
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C D L T
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− 
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 

= = = = =

 

where the uncertain parameters satisfy 0.3,θ ≤  σ ≤  

0.1.  For this system, a strictly proper estimator is 

designed by imposing the condition 0.fD =  According 

to the Corollary 1, when 
1 2

( , )λ λ  is chosen to be 

(2000, 2000),  the robust 
∞

H  estimator is given by  

[ ]

0.0032 0.0339
,

0.0690 3.0402

0.0002
,

0.0148

0.0004 100.0003

f

f

f

A

B

C

 
=  
 

− 
=  − 

=

 

with the 
∞

H  guaranteed cost value of 0.1384. Using 

LMI Tool and fminsearch command, when the original 

of 
1 2

( , )λ λ  is chosen to be (1, 1),  the robust estimator 

is given by  

[ ]

0.0189 0.0029
,

0.4146 18.1800

0.0000
,

0.0885

0.0006 100.0003

f

f

f

A

B

C

− − 
=  
 

− 
=  − 

= −

 

with the H∞ guaranteed cost value of 0.1362, when the 

parameter 
1 2

( , )λ λ  is (216.4842, 278.3531).  By the 

method proposed based on Lemma 1, the minimum 

guaranteed 
∞

H  cost is given by *
0.1404.γ =  From 

the comparison it is easily seen that the proposed 

approach is less conservative. 

 

6. CONCLUSION 

 

An improved LMI representation for the H∞ 

performance of the linear system with time-varying state 

delay is first proposed. The newly proposed criterion 

exhibits a kind of decoupling between the system 

matrices and the positive definite matrices, it is thus 

intended to achieve much less conservativeness since the 

convex-dependent Lyapunov function can be allowed to 

use. The new criterion is then applied to design robust 

H∞ estimators for polytopic uncertain time-delay 

systems. 
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