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Abstract
Purpose A literature review reveals that, at the moment, all usability tests for Software as a Medical Device (SaMD) 
are designed in compliance with international standards but it also reveals a lack of formalization in the implementa-
tion and administration of such usability tests, which prevents the comparison of results from different tests for the 
same class of SaMD. This study aims to provide a reproducible usability testing framework for SaMD to establish a 
standardized protocol which can ensure repeatability and comparisons of similar SaMD for the visualization of medi-
cal images and data.
Methods The devised protocol aligns with international standards and literature recommendations for usability and human 
factors engineering. It encompasses participant selection, testing environments, equipment setup for various testing methods 
(HDMI vs. wireless), and hardware interfaces (keyboard/mouse vs. touchscreen), as well as the roles of the required testers. 
The protocol consists of two distinct sections: exploratory tasks and specific scenarios, to assess software functions and real-
life tasks, respectively. Effectiveness and efficiency are evaluated using video analysis and a custom Stopwatch software, 
while user satisfaction is measured through post-test questionnaires.
Results The usability testing protocol was applied to a Multimodal Biomedical Imaging Platform All-in-One software 
developed by Imaginalis S.r.l. (Sesto Fiorentino, Italy) for validation. The results of the usability testing protocol applied 
to the case-study software demonstrate good values of software’s effectiveness and efficiency, along with user satisfaction 
supporting the prior heuristic evaluation. The outcomes confirm the robustness, applicability, and reproducibility of the 
usability testing protocol, aligning with best practices.
Conclusions The proposed usability testing framework enables reliable usability assessment and comparative analysis of 
medical software. Furthermore, the obtained results can serve as a reference for assessing other biomedical imaging platforms 
under development or ready for release.
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1 Introduction

In healthcare systems, new technologies and medical devices 
(MDs) have become more significant during the latter part of 
the last century [1]. The increasing use of MDs contributed 
to the improvement of health care and its quality, leading to 
new requirements regarding their characteristics and safety. 
In this sense, the usability of MDs gained interest, making the 
adoption of standards such as IEC 62366-1:2015 [2] essential 
for new products released in the market. As a consequence, 
usability is now part of the whole risk management process 
and is systematically considered and evaluated in the design, 
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construction and implementation of MDs. The content of 
standards and scientific literature dealing with usability 
shows that the concept of usability is widespread [3].

Among standards addressing usability, UNI EN ISO 
26800:2011 describes ergonomic principles for interfaces 
to improve safety, performance and usability by analysing 
the target audience, environment, goals, and expected results 
[4]. EN ISO 9241-11:2018 provides a framework for under-
standing the concept of usability and applying it to situations 
where people use interactive systems, other types of systems 
(including built environments), products (including indus-
trial and consumer products), and services (including techni-
cal and personal services). The standard describes usability 
as “the extent to which a system, product, or service can be 
used by specified users to achieve specified goals with effec-
tiveness, efficiency, and satisfaction in a specified context 
of use” [5]. Finally, EN ISO 25066:2019 addresses various 
usability testing approaches such as inspection and heuristics 
review of the interface, tests and post-market surveys [6]. 
The term usability is, therefore, very broad, and additional 
features to the list of ISO parameters are included in the sci-
entific literature, such as ease of use, learnability, flexibility, 
attitude, and memorability [7], considered very important in 
promoting positive outcomes for both healthcare profession-
als and patients [3].

Given the complexity of MD usability issues across sec-
tors, disciplines such as Human Factors Engineering (HFE) 
actually study the topic. HFE addresses the user interface 
in addition to the design of tools, machines, and systems, 
by taking into account human capabilities, limitations, and 
characteristics [8]. The goal is to ensure safe, comfortable, 
and effective use. Ergonomics, usability engineering, and 
user-centred design are considered synonyms [9]. The ele-
ments that influence user experience, especially in the use 
of medical software, need to be studied extensively because 
the way people perceive and use informatics tools can affect 
how well they understand the data and the outcomes of the 
analysis [10, 11]. Because of this, it is becoming more cru-
cial to research the usability of medical software because 
a poorly made or designed interface might be challenging 
to use and lead to mistakes when using it [12]. Problems 
affecting medical device interfaces can also be the cause of 
recalls due to software interface errors. In this sense, inter-
face usability testing is a highly-effective methodology for 
identifying usage errors and barriers, as well as a practical 
method for improving the efficacy and efficiency of prod-
ucts, services and systems [13].

Usability testing can be performed during the develop-
ment stage to reduce errors and optimize the design. Fur-
thermore, testing can be repeated after the product has been 
distributed, allowing for a prompt identification of problems, 
and highlighting critical issues [14]. Conducting usability 
evaluations can face numerous obstacles, such as the lack of 

adequate and validated guidelines [15] and clear indications 
of the environment, parameters, data type, and team charac-
teristics. Moreover, the costs associated with evaluating the 
usability of MDs can be a major limitation. The description 
of the current context related to usability testing shows that 
there is an urgent need to define a systematic method to 
design a cost-effective usability validation procedure.

Zhang et al. [16] modified the existing heuristic evalua-
tion method for software usability evaluation, applying it to 
medical devices, and using it to evaluate the patient safety of 
the device by identifying and evaluating usability problems. 
Shin and Lee [17] proposed a method to design and imple-
ment a time-cost effective test procedure for a comprehen-
sive usability validation test by selecting the scenario with 
the lowest time–cost, starting from an activity diagram based 
on uFMEA (Use Failure Mode and Effects Analysis). Qual-
ity Function Deployment (QFD) is a structured approach 
to defining customer needs or requirements and translating 
them into specific plans to produce products to meet those 
needs. Despite being more suited to different kinds of analy-
sis [18], it may also be used as a tool to develop usability 
evaluation models. However, using the QFD methodology 
has limitations, being not a procedure that searches for the 
optimal solution, but rather a technique designed to match 
designers’ and users’ needs in designing a product. Moreo-
ver, the QFD methodology is insufficient to understand the 
correlations among the physical design factors of a product, 
which is indeed a crucial outcome of usability tests [19].

The literature review reveals that, at the moment, all 
usability tests for Software as a Medical Device (SaMD) 
are designed in compliance with international standards or 
with few changes to the protocol, as described by Zhang 
et al. [16]. The review also reveals a lack of formalization 
in the implementation and administration of such usability 
tests, preventing the comparison of results from different 
tests for the same class of SaMD. The scope of this study 
is to provide a reproducible usability testing protocol for 
medical software to ensure repeatability and comparisons 
of similar SaMD for visualising medical images and data.

The developed protocol was applied to a Multimodal 
Biomedical Imaging Platform All-in-One, designed by 
Imaginalis S.r.l. (Sesto Fiorentino, Italy) with different users 
tested in a real-life scenario. To ensure the reproducibility 
of the testing protocol, custom software was designed and 
developed for recording and calculating test results (see 
Section 2.5).

2  Materials and methods

The Graphic User Interface (GUI) of the tested software 
allows users to view medical data, images, and other rel-
evant information. The designed protocol admits only two 
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modalities for mirroring the screen during the test: cabled 
(via High-Definition Multimedia Interface - HDMI con-
nection) or wireless. These modalities are available on all 
possible devices on which the tested SaMD can be installed 
regardless of its type: workstations, laptops, and tablets. 
These modalities are mandatory and cannot be changed to 
reduce variability and ensure the reproducibility of the test-
ing protocol. Therefore, the machine on which the SaMD is 
installed must have an Operative System (OS) that supports 
display mirroring and at least one HDMI port or a stable 
WiFi connection.

According to the IEC 62366-1:2015 [2], the goal of usa-
bility testing is reducing risks. However, for this specific 
scope, the fastest access to all basic functionalities and over-
all user satisfaction was identified as the main goal beyond 
the evaluation of the risks. Moreover, the usability test may 
also reveal missing useful functionalities in the current 
release of the software [20] which were not detected with 
analytical approaches.

2.1  The multimodal biomedical imaging platform

The platform under testing is intended for pre-, post-, and 
intra-operative usage in the human and veterinary fields. 
Despite the imaging platform supports the visualization 
of any DICOM (Digital Imaging and COmmunications in 
Medicine) image, it was mainly developed to satisfy the 
needs of orthopaedics, and, therefore, is mainly focused on 

Computed Tomography (CT), fluoroscopy, and radiography. 
However, at the moment of preparing the first iteration of 
the usability testing procedure, the CT modality was the one 
with the highest level of readiness, leading us to limit the 
tasks in the administered tests, as described in this work, 
to CT acquisitions only. The proposed software provides a 
three-dimensional (3D) representation of the CT volumetric 
data, including Multiplanar Reformation (MPR) and 3D vol-
umetric reconstruction views (see Fig. 1). The basic controls 
(zoom, pan, rotation, and scroll) enable the series navigation. 
The MPR functionalities include image enhancement, colour 
inversion, slab thickness control, annotation and measure-
ment, histogram window control, and intensity presets. 3D 
functionalities cover different volume crop and rendering 
modes, auto-play, transfer functions control, and preset sav-
ing. Moreover, advanced functionalities such as compare, 
surgical planning, and multislice viewing are supported.

The set of proposed functionalities is based on the inter-
view of a large group of orthopaedics, radiologists, and 
veterinaries. Additionally, the imaging software systems 
already present in the market were analysed. The GUI was 
developed according to Gestalt visual design principles. 
Moreover, the law that predicts the time taken to acquire 
a target (Fitts) and the human choice-reaction time (Hick-
Human) were taken into account.

After completing the first proposal of the GUI design, 
the method of heuristic evaluation proposed by Zhang was 
applied. The result of the evaluation was analysed and the 

Fig. 1  Multimodal Biomedical Imaging Platform All-in-One
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requested modifications and fixes were implemented. The 
heuristic evaluation process was repeated until only minor 
issues remained. At that point, the development was sus-
pended and the current version of the software was used for 
usability testing.

2.2  Participants

The complexity of the software and the environment in 
which it is meant to be utilized determine the optimal num-
ber of participants. According to research [21–23], between 
three and twenty people can yield trustworthy results, with 
five to ten being a good start. Generally speaking, a higher 
number of testers is needed for more difficult, risky initia-
tives, but fewer participants are needed to test more creative 
ideas. Following these considerations, twelve volunteers 
were recruited to compose the testing population.

2.3  Environment

According to the above-mentioned requirements, only two 
modalities are allowed for mirroring the screen during the 
administration of the usability test: HDMI cable and wire-
less. In both modalities, the testing occurred in person.

2.3.1  HDMI testing

The environment for the HDMI test consisted of two adja-
cent rooms: one room designated as the test room and a 
second one as the observation room (see Fig. 2).

The chosen rooms were adjacent to allow an HDMI cable 
to be passed through. That enabled the duplication of the 
test machine screen on the monitor of the observer (see Sec-
tion 2.4). As a precaution, the test machine was not con-
nected to the Internet, while superfluous operative system 
processes were suspended to avoid compromising software 
productivity (see Appendix A).

2.3.2  Wireless testing

For wireless testing, no external cable was needed for mir-
roring, as a Google Meet session was set up on the same 
machine where the tested software was installed to share 
the screen. In this scenario, the superfluous operative sys-
tem processes were not suspended, to evaluate their impact 
on the performance of the SaMD during the test.

2.4  Test conductors

The testing procedures require a minimum set of two peo-
ple for conducting the test:

• Moderator: in charge of managing the progress of the 
test; responsible not only for administering the tasks, but 
also for observing the user’s facial expressions, resolv-
ing any problems, and answering the possible questions 
arising during the session;

• Observer: responsible for reporting the user’s performance 
of the tasks, tracking down the time taken to perform each 
task, and leaving comments on eventual issues and user’s 
difficulties. In specific cases, when reporting the task per-
formance while taking notes may result complicated, the 
presence of more than one Observer can be useful.

Optionally, a third person (namely the Recorder) can be 
involved. The Recorder observes and analyses the footage 
coming from the camera which frames the user from the 
entire scene’s perspective during the test. In the absence 
of this third person, the footage recorded with the external 
camera can still be analysed after the conclusion of the test.

2.5  Equipment

A list of tools needed for carrying out a usability test for both 
HDMI and wireless modalities for touchscreen and mouse/

Fig. 2  Test Environment 
Scheme
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keyboard configuration was defined in Appendix A. The 
settings for the different modalities/configurations are quite 
similar and are described in Tables A.1 and A.2.

Custom Stopwatch software was developed to ease the 
observer’s tasks. The software is developed in C/C++ and 
the source code has been made publicly available at https:// 
github. com/ eleti ri93/ Stopw atch. The software enables the 
observer to record the amount of time spent on each task 
during the usability test while also noting any noteworthy 
user behavior: the GUI shows the current task, a stopwatch, 
and a space for taking notes. On the right side of the screen, 
a table summarises the recorded times and notes. After the 
completion of each task, the observer is able to export a CSV 
(Comma Separated Values) file containing the recorded 
times and notes.

2.6  Exploratory tasks and specific scenarios

Based on the experience acquired during the heuristics eval-
uation, the list of 55 exploratory tasks (see Appendix F) 
was produced. The objective was to ensure that participants 
did not become overly fatigued, while covering all of the 
most crucial capabilities within realistic time constraints. 
The tasks had to be clear, short, and as independent as pos-
sible (e.g., the failure of one task should not compromise 
the success of the following tasks). Moreover, four specific 
scenarios were developed with the help of an external radi-
ologist consultant (see Appendix G). The exploratory tasks 
and specific scenarios can be modified to allow the testing 
protocol to be tailored to the specific application and the 
provided functionalities of the tested software.

2.7  Test evaluation

Tests were evaluated in terms of effectiveness, efficiency, 
and user satisfaction. The first two parameters were evalu-
ated with the aid of a purposely developed Stopwatch soft-
ware, notes taken by the Observer, and a camera footage. 
User satisfaction was evaluated by using a post-test question-
naire administered at the end of each test session.

More specifically, the effectiveness evaluates the partici-
pant’s capacity to finish each suggested task, independent 
of the amount of time required. It is evaluated through the 
following score system:

• Score: 1. Failure. The user fails to complete the task, 
despite some suggestions

• Score: 2. Partial success. The task is partially completed 
or completed after suggestions

• Score: 3. Complete success. The task is completed with-
out any difficulties or suggestions

On the other hand, the efficiency measures how fast each 
participant completes each assignment and is evaluated by 
timing the performance of each task. The above-mentioned 
Stopwatch software was used to record timestamps. The 
recorded value corresponds to the time interval between the 
end of the reading of the task by the moderator, and the 
moment when the user asserts the completion of the task.

Finally, scores given to each of the statements proposed in 
the post-test questionnaire were analysed to assess user satis-
faction. The agreement scale was used, where 5 represented 
the fully agree and 1 represented strongly disagree options. 
All statements were designed to have consistent meanings 
(e.g., “The software is intuitive to use”, “I had no problem 
using the basic features”).

For comparison purposes, it is important to evaluate only 
the functionalities common to all thecompared SaMD. This 
enables a direct comparison of effectiveness and efficiency, 
task by task, and scenario by scenario. It is also crucial for 
assessing the user satisfaction evaluation: if the tasks and 
scenarios differ between the assessed SaMD, user satisfac-
tion may be higher for the simpler test suite and lower for the 
specific and innovative features tested. However, the meth-
ods for comparing similar SaMD using the proposed testing 
protocol are beyond the scope of this paper.

2.8  Statistical analysis

Efficiency, effectiveness, and user satisfaction variables’ 
distribution were tested using the Shapiro-Wilk test. The 
variables were statistically described as mean ± standard 
deviation (SD) for normally distributed quantitative data; 
median and interquartile range (IQR) for non-normally dis-
tributed data; frequency count and percentage for qualitative 
data. The difference between the groups of participants and 
the hardware modalities was evaluated using the independ-
ent t-test for normally distributed quantitative variables and 
the Mann-Whitney test for non-normally distributed quanti-
tative variables. The relationship between efficiency, effec-
tiveness, and user satisfaction was tested with the Spearman 
test. When a significant difference was detected, Cohen’s 
d (for normal distribution) or Cliff’s delta (for non-normal 
distribution) was calculated as a measure of the difference. 
The significance level for all tests was set to 0.05 ( p < 0.05).

2.9  Pilot testing

Three weeks before the test administrations, the Pilot Test in 
touchscreen mode was carried out to validate the proposed 
test method, as well as the above-described environment, 
equipment, and tasks. Four persons were involved in the 
pilot test administration: a moderator, two observers, and a 

https://github.com/eletiri93/Stopwatch
https://github.com/eletiri93/Stopwatch
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user. The observers prepared all the necessary environment 
and equipment, while the moderator made sure that all the 
procedures were followed correctly. The pilot test was very 
useful, as it uncovered some task-related issues, such as the 
duration of some of them or the used lexicon.

2.10  Testing procedure

After the administration of the pilot test and its further 
analysis, the final testing procedure was set up. Before the 
participant arrived, the moderator and the observers verified 
the instrumentation, making sure that nothing was missing 
or abnormally working by using a dedicated checklist (see 
Appendix B). A single testing session performed by one 
user took about 1.5 h and consisted of the following steps: 

1. Introduction to the test, including the software description 
and the desirable goals (about 5 mins). See Appendix C

2. Signing of the recording agreement (about 2 mins). See 
Appendix E

3. Compilation of the pre-test questionnaire (about 5 mins). 
See Appendix D

4. Execution of exploratory tasks (45-50 mins). See 
Appendix F

5. Specific scenarios (10-15 mins). See Appendix G
6. Compilation of the post-test questionnaire, including 

user’s feedback (10-15 mins). See Appendix H

Figure 3 illustrates the entire workflow of the testing pro-
tocol as described in this section.

3  Results

Tests were conducted from October 12, 2022, to November 
24, 2022. Figure 4 illustrates the environment and equip-
ment configuration.

According to the observations, done in Section  2.2, 
twelve users were recruited for the testing. Six of the partici-
pants had a clinical background, and six had an engineering 
background (see the detailed distribution of the sample of 

Fig. 3  The flow chart of the proposed testing protocol illustrates the sequence of steps to perform before testing (I), during testing (II), and after 
testing (III). Dashed-border boxes represent the steps that could be repeated more than once
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users in Fig. 5). Seven tests were conducted via HDMI con-
nection and five using Google Meet. Ten tests were admin-
istrated in touchscreen modality, while the remaining two 
were administrated using a mouse/keyboard.

The statistical analysis of the participants did not reveal 
any significant differences between the groups of engi-
neers and clinicians. Only two explorative tasks showed a 
significant difference in the efficiency (task 6 with Cliff’s 
� = −0.6944 , and task 33 with Cliff’s � = −1 ). One task 
showed a significant difference in the efficiency between 
the two modalities (HDMI vs. wireless - test 7 with Cliff’s 
� = −0.8857 ), and one showed a significant difference, 
again on the efficiency only, between mouse/keyboard vs. 
touchscreen (task 19 with Cliff’s � = −1 ). Consequently, the 
results of all participants were combined for evaluation. Data 
collected during the pilot test was not included in the analy-
sis, as the final version of the protocol was edited afterwards 
due to the subsequent considerations.

Figure  6 shows the statistical description of the 
effectiveness as frequency count and percentage for 

each explorative task, while Fig. 7 shows the statistical 
description of the efficiency for each task in terms of 
median and IQR. Figure 8 presents effectiveness and effi-
ciency for the specific scenarios.

Figure 9 reports the statistical description of user satis-
faction as frequency count and percentage for each assess-
ing question.

The statistical analysis of efficiency and effectiveness 
indicated a statistically significant negative monotonic 
relationship ( � = −0.658495 , see Figs. 10 and 11), while 
no statistically significant relationship with satisfaction 
was found. Two outliers were detected.

At the end of testing, user feedback was collected to 
improve the existing functionalities in future software updates.

4  Discussion

A number of considerations were made at the end of the first 
usability testing iteration.

Fig. 4  Test Environment & Equipment Setup
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Fig. 5  Pretest questionnaire results. Distribution of test samples in terms of gender (a), experience (b), frequency of use of medical software (c), 
approach to new technologies (d), and professions (e)

Fig. 6  Effectiveness for explorative tasks, evaluated as frequency count and percentage obtained for each task
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As demonstrated in Section 3, the analysis of the two 
environmental testing modes (HDMI and wireless) revealed 
no significant variations. This suggests that any of the two 
modes can be chosen for testing, based on hardware specifi-
cations and the preferences of the test conductors. Further-
more, the results highlight that the suspension of superflu-
ous operating system processes on the test machine has no 
impact on the performance of the software and the test suite, 
and it is therefore discretionary.

Remote testing may allow a larger group of participants 
while obtaining similar results as those performed in-person 
[24, 25], but it shows some limitations and drawbacks. The 
main challenge of remote testing consists of the participants 
being in charge of the whole environment and equipment 
set-up, which may lead to an unwanted and unexpected 
set of problems. Another issue which might be faced are 
the possible different time zones for the participants and 
the test conductors. Due to these reasons, the developed 
usability protocol takes into consideration only in-person 
testing, minimizing the sources of variability that remote 
testing could introduce, thus improving its reproducibility 
and consistency.

It is worth noting, that the test description and the termi-
nology used can greatly influence the success (or failure) 
of the test results. It is indeed very important to carefully 
formulate the tests and the tasks, asking, when possible, for 
the help of an external specialised end user for implementing 
the appropriate terminology and lexicon.

The results show that none of the participants from the 
selected testing group chooses to learn a new technology by 
reading the technical documentation.

Overall, the results for user satisfaction showed that the 
tested software was deemed intuitive to use and that the 
majority of users believed that it could improve their work. 
Users did not encounter any difficulties using basic features 

Fig. 7  Efficiency evaluation for explorative tasks. In the graph, the 
box represents the IQR, spanning from the 25th to the 75th percen-
tile. Higher IQRs suggest significant variability in the time taken to 

complete the task. Smaller IQRs with medians (red line inside the 
box) close to the bottom indicate tasks completed very quickly. Outli-
ers are denoted as (+)

Fig. 8  Effectiveness and efficiency evaluation for specific scenarios. 
Effectiveness: frequency count and percentage. Efficiency: median, 
IQR, range, and outliers
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in the mouse/keyboard or in the touchscreen configuration. 
However, the vast majority of them reported the need for 
initial support in the software usage. The touchscreen was 
preferred by the majority of involved users.

The results also highlight that statistically significant dif-
ferences emerged only on the efficiency of four exploratory 
tasks: engineers were faster in performing tasks 6 and 33, 
task 7 was completed faster with HDMI compared to the 

Fig. 9  Post-test questionnaire. Responses in a range from 1 to 5, were evaluated as frequency count and percentage obtained for each question

Fig. 10  Top to bottom: effectiveness in terms of success percentage; 
efficiency in terms of overall time spent. Two outliers were detected

Fig. 11  Correlation between effectiveness and efficiency. Each point 
on the scatter plot represents the relationship between effectiveness 
(y-coordinate) and efficiency (x-coordinate), providing a visual rep-
resentation of the distribution and spread of data and confirming the 
presence of two outliers



681Health and Technology (2024) 14:671–682 

wireless setting, and task 19 was completed more quickly 
with mouse than with touchscreen. This aspect underlines 
that, together with the HDMI modality and the mouse con-
figuration, the academic background/profession is the only 
personal feature among the analysed five users (Fig. 5) that 
can slightly influence the performance of the test in terms 
of time. Finding no significant differences in the effective-
ness points out that the successful completion of each task 
is not related to any personal background or administration 
modality. Therefore, the effectiveness outcomes of the tested 
software reveal that some specific tasks (e.g., task no. 7, 
12, 22, 24) actually shed light on possible weak points of 
the GUI. Moreover, the statistical analysis of efficiency and 
effectiveness indicated a statistically significant negative 
monotonic relationship, which suggests that as more time 
passes during task execution, the probability of successfully 
completing the task decreases.

5  Conclusion

This work presents a usability study on medical imaging 
software, focusing on the Multimodal Biomedical Imag-
ing Platform All-in-One by Imaginalis S.r.l., compliant 
with the DICOM standard. The article provides a formal 
protocol for repeatable analysis, allowing for comparison 
of tests on similar SaMD for the visualization of medical 
images and data.

The protocol adheres to international standards, covering 
participant selection, testing environment setup, minimum 
number of required testers, as well as their roles and specific 
assignments, equipment requirements for HDMI and wire-
less modalities, and hardware interfaces (keyboard/mouse, 
touchscreen). The usability test comprises exploratory tasks 
and specific scenarios for evaluating software functions in 
real-life tasks.

Results were evaluated in terms of effectiveness, effi-
ciency, and user satisfaction. The study validates the initial 
heuristic evaluation of the GUI, confirming the protocol’s 
robustness, applicability, and reproducibility, aligned with 
best practices.

The exploratory tasks and specific scenarios are the only 
aspects of the proposed protocol that may need adjustment 
for different visualization SaMD. This is because different 
software may have varying functionalities.

Thus, the proposed usability testing framework enables 
reliable usability assessment and comparative analysis of 
medical software. Besides, the obtained results can serve 
as a reference for comparing biomedical imaging plat-
forms under development or ready for release.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s12553- 024- 00859-2.
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