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Abstract
Purpose Breast cancer is a tumour affecting the breast tissues and is detected commonly in women. Computer-aided diagnosis 
aids in mass screening and early detection of breast cancer. Technological advancements in deep learning are driving the 
growth of automated breast cancer diagnosis. Various breast cancer image modalities like histopathology, mammograms, 
thermography, and ultrasound-based images are used for detecting breast cancer. This paper tends to explore a review of 
current studies related to breast cancer classification using deep learning techniques.
Methods The review highlights the imaging modalities, publicly available datasets, augmentation techniques, preprocessing 
techniques, transfer learning approaches, and deep learning techniques used by various researchers in the process of breast 
cancer early detection. In addition, the study also presents a comprehensive review of the performance of the existing deep 
learning algorithms, challenges, and future research directions.
Results The various methods proposed so far have been compared based on performance metrics including accuracy, sensitiv-
ity, specificity, AUC, and F-measure. Many research works have attained an accuracy of more than 90% in the classification 
and analysis of breast cancer detection using histopathological images.
Conclusion This review has pointed out various limitations that have to be improved for accurately identifying breast cancer 
using image modalities. Incorrect labelling of data due to observer variations with regard to image segmentation datasets, 
computation time, and Memory overhead has to be analyzed in future for resulting an enhanced CAD system.

Keywords Breast Cancer · Deep learning · Machine learning · Convolutional neural network · Histopathological images · 
Transfer learning · Mammograms

1 Introduction

Cancers are one of the main public health concerns. Accord-
ing to projections by the IARC (International Agency for 
Research on Cancer) of the WHO (World Health Organiza-
tion) and GBD Global Burden of Disease Cancer Collabora-
tion, cancer cases rose by 28 percent between 2006 and 2016, 
and there will be 2.7 million new cancer cases emerging in 
2030 [1]. Almost anywhere in the human body, cancer can 
start. Breast cancer is one of the most prevalent and deadly 
in women among the different forms of cancer (1.7 million 
incident cases, 535,000 deaths, and 14.9 million life-years 
adjusted for disability) [2]. Breast cancer is a disease affect-
ing breast cells and is the major cause of death among women 
[3]. More than 25, 0000 cases of US women suffering from 
breast cancer are reported in 2017 [4]. Around 15% of all 
cancer deaths among women have been found to be due to 
breast cancer [5], and rates are found to be rising. The diag-
nosis of breast cancer has now become very relevant.
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Masses or lumps and microcalcifications that feel differ-
ent from the other tissues are the main symptoms of breast 
cancer, whereas all masses are not cancerous. Masses are 
categorized as two types i) benign and ii) malignant. Benign 
masses are harmless abnormal growth that do not grow out-
side the breast and not cancerous. Malignant masses are can-
cerous and might be non-invasive cancer (carcinoma insitu) 
or invasive cancer. Non-invasive carcinoma does not spread 
outside the breast whereas Invasive carcinoma occurs outside 
the breast and is found in linings of duct. The commonly 
occurring carcinoma is invasive [6]. The death rate due to 
breast cancer can be reduced to a great extent if detected at an 
early stage [7–10]. But this is a very time-consuming process 
and the results obtained may not be that accurate [11]. The 
medical terms and their definitions are presented in Table 1 
for better understanding.

Breast cancer is a disease with different characteristics 
in biological, histological, and clinical properties. This can-
cer arises from the multiplication of abnormal breast cells 
and has the potential to spread to nearby healthy tissues. 
Screening is performed with the use of radiological images, 
like digital mammography breast X ray (DMG) and ultra-
sound imaging (ULS) and MRI (Magnetic Resonance Imag-
ing), Biopsy (histological Images), Computerized /tomog-
raphy (CT). In mammography images, the auto-detection of 
lesions, their volume, and their shape is a notable indicator 
that is particularly useful in recognizing the deformed edge 
of a malignant tumor and the smooth edge of a benign tumor.

However, these non-invasive imaging methods might not 
be capable of accurately identifying malignant regions. So, 
the biopsy technique is commonly used to examine the malig-
nancy in breast cancer tissues to a greater extend [14]. Fur-
thermore, comprehensive monitoring of biochemical indica-
tors and imaging modalities is required for the initial detection 
of breast cancer. Breast cancer multi-classification concerns 
can be resolved using CAD systems as a second alternative. It 
can be used as a low-cost, voluntarily accessible, quick, and 
consistent source of breast cancer early detection. It can also 
help radiologists diagnose breast cancer anomalies, which can 
lower the death rate from 30 to 70% [15].

The gathering of tissue samples, mounting them on micro-
scopic glass slides, and staining these slides for enhanced 
viewing of nuclei and cytoplasm are all part of the biopsy 
procedure [16]. The microscopic investigation of these slides 
is subsequently carried out by pathologists in order to confirm 
the diagnosis of breast cancer [17]. Manual examination of 
complex-natured histopathology images, on the other hand, is a 
time-consuming and tedious procedure that might lead to errors. 
Furthermore, the morphological parameters used in the clas-
sification of these images are somewhat subjective, resulting in 
a diagnostic concordance of roughly 75% across pathologists. 
As a result, computer-assisted diagnosis plays an important role 
in assisting pathologists with histopathology picture analysis.

It specifically enhances breast cancer diagnostic accuracy 
by minimizing inter-pathologist differences in diagnostic 
choices. Breast cancer histopathology images may exhibit 
intra-class variation and inter-class consistency that tradi-
tional computerized diagnostic methods, such as rule-based 
systems and machine learning techniques, may not be able 
to address satisfactorily [18]. Majority of these methodolo-
gies rely on feature extraction techniques like scale-invariant 
feature transform, speed robust features, and local binary pat-
terns, all of which are based on supervised data and can pro-
duce biased results when used to classify breast cancer histo-
pathology images. Deep learning [19] is a sophisticated set of 
computer models constructed on several layers of nonlinear 
processing units in response to the need for speedy diagnosis.

Several machine learning (ML), artificial intelligence 
(AI), and neural network technologies have recently been 
investigated for image processing.. The CAD system have 
created an authentic and trustworthy system which can 
reduce experimental errors and can perform benign and 
malignant lesions differentiation with increased accuracy. 
With these systems image quality can be improved for 
human judgement and automate the image readability pro-
cess for perception and interpretation. Recently, a number of 
papers applying machine learning and artificial intelligence 
algorithms for breast cancer detection, segmentation, and 
classification were published [15, 20, 21]. Deep learning 
models [17, 19, 22] have recently made significant progress 

Table 1  Definition of medical terms used

S: No References Term Definition

1 Sharma et al. [6] Breast cancer Erratic cell growth and proliferation
that originates in the breast tissue

2 Sharma et al. [6] Masses Symptom of breast cancer. Tissues that are different from the surrounding tissue
3 SanaUllah Khan et al. [12] Benign Benign masses are not cancerous
4 Sharma et al. [6] Malignant Cancerous masses
5 Sharma et al. [6] In-situ Restricted to the ducts and does not penetrate the breast's surrounding fatty and  

connective tissues
6 Rakhlin et al. [13] Invasive ductal 

carcinoma(IDC)
Cancer cells split through the duct walls' basal membrane and infiltrate into surrounding 

tissues
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in computer vision, particularly in biomedical image pro-
cessing, due to its ability to automatically learn complicated 
and advanced features from images. This has prompted a 
number of researchers to use these models to classify breast 
cancer histopathology images [17]. Because of its ability 
to effectively communicate parameters across several layers 
within a deep learning model, convolutional neural networks 
(CNNs) [23] are commonly utilised in image-related tasks.

According to the research, it has been found that the shapes 
of breast (abnormal) tissues vary greatly, thus the screening 
method can remove the benchmarks. Micro calcification 
morphology, based on the distance between each micro cal-
cification is an important factor for determining ROI. Fixed 
scale and invaraint scale approaches are there in which the the 
former is based on the distance between individual calcifica-
tion used for defining the micro calcification cluster and the 
latter is a pixel level approach visualizing the morphological 
aspects like calcification cluster shape density, size etc. to the 
radiologist. For the segmentation and classification of masses 
and classification, histogram based methods and selection of 
optimal threshold can be used and from the literature it can 
be seen that none of the study has implemeted this approach.

A novel CAD system needs to be developed based on this 
approach to classify the calcification and masses. A content-
based image retrieval is a new approach based on mammo-
gram indexing and ROI patches classification. From literature, 
it is found that none of a study used indexing on ROI patches 
to classify calcification and mass using a mammogram. 
However, indexing and ROI classification-based CAD sys-
tem needs to be developed with the help of expert radiologist 
to get precise results. Furthermore, some challenges faced 
by DL algorithms for breast cancer diagnostics are related 
to ultrasound images because of its low signal-tonoise ratio 
(SNR) comparative to others. However, echogram is a new 
ULS imaging technology, which is much cheaper for breast 
screening. So, the development of a new DL algorithm is a 
significant task to break through the echogram image analysis. 
The CT or MRI image modalities are spatial 3D data which 
are very large in size and need higher computation resources.

1.1  Motivation

The prime objective of this review is to support the research-
ers to explore the current CAD tools inorder to develop an 
efficient method for breast cancer classification which is 
computationally efficient. This review sumarizes the imag-
ing modalities used for breast cancer classification. It helps 
the researchers a detailed analysis of the various datsets 
available publicly. The highlights of the various transfer 
learning and deep learning techniques used for breast can-
cer classification and the performance parameters used to 
evaluate the models are presented. Also unlike other breast 
detection reviews a detailed insight into the various data 

augmentation techniques and image preprocessing tech-
niques are summarized.

1.2  Paper structure

The remainder of this paper is structured as follows. Sec-
tion 2 describes breast cancer image modalities. Deep learn-
ing techniques for breast cancer diagnosis are discussed 
in Sect. 3. Various breast cancer datasets are discussed in 
Sect. 4. Various pre-processing techniques used to enhance 
the images are discussed in Sect. 5. Section 6 discusses dif-
ferent data augmentations techniques that are performed to 
increase the size of the dataset. Section 7 includes transfer 
learning techniques and Sect. 8 covers convolutional neural 
network techniques used for breast cancer analysis. Perfor-
mance metrics are discussed in Sect. 9. Section 10 discusses 
the issues and challenges in breast cancer image analysis and 
Sect. 11 is conclusion.

2  Materials and methodology 
and contributions:

The main goal of this study is to use AI methods and vari-
ous multi-imaging modalities to study about breast cancer 
classification. When creating this comprehensive study, the 
following questions are taken into account.

• Types of imaging modalities that have recently been used 
to diagnose breast cancer.

• The types of datasets used to develop AI models (public 
and private).

• Different types of DL classifiers that have recently been 
employed to classify breast cancer.

• The difficulties that classifiers encounter in accurately 
detecting masses.

• The various parameters that are used to assess breast 
cancer classifiers.

Breast cancer images have been analyzed to find out 
whether a tissue is benign or malignant. The various imag-
ing modalities used by authors includes histopathological 
images, mammograms, and ultrasound images.

2.1  Breast cancer detection using cancer diagnosis

Computer-aided detection systems serve as a source for the 
detection of lesions that could indicate the presence of breast 
cancer, and radiologist decisions were made. Figure 1(a) 
shows the distribution of breast cancer research area and 
Fig. 1(b) represents the Year wise Contribution provided by 
various researchers.

The CAD system's main goal is to diagnose suspicious 
areas of the breast and mark regions of interest that could 

1135Health and Technology (2022) 12:1133–1155



1 3

be lesions. According to Zemmal et al. [24] and Saraswathi 
et al. [25], CAD detection systems have improved the radi-
ologist's accuracy in detecting breast cancer. This section 
outlines the methods for using CAD to screen for breast 
cancer. Screening plays a major concern in detection of 
breast cancer. Although the primary causes of breast can-
cer are unknown, it is known to cause major difficulties in 
people based on their gender, age, and genetic history [26]. 
Because of its small size, early discovery of a breast tumor 
is curable and can enhance patient surveillance. The Ameri-
can Cancer Society recommends a breast cancer screening 
to determine the presence of cancer symptoms is detailed 
in Table 2.

2.2  Medical imaging modalities

Breast screening is the use of medical multi-image modali-
ties to detect breast abnormalities so that cancer can be diag-
nosed early and can be prevented from spreading [25].A 

Table 2  Screening recommendation for mammography

Age Screening recommendation

Between 40–44 To start screening yearly wise
Between 45 to 54 Should perform screening every year
Above 55 Screen yearly basis or once in two years

Fig. 1  a Distribution of breast 
cancer research area b Year 
wise Contribution of the 
research work
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range of image modalities are utilized to detect breast can-
cer; a few contemporary multi-image modalities employed 
for breast cancer prediction via the CAD system is detailed 
in Fig. 2.

2.2.1  Screen‑film mammography (SFM)

Screen-film mammography (SFM) [27] is a powerful tool 
for detecting suspicious lesions. Fluorescent screen and film 
are used in standard screen-film mammography and hence 
it fails to detect a large percentage of cancers especially soft 
tissue lesions in the presence of dense glandular tissues. The 
film serves simultaneously as the image receptor, display 
medium, and long-term storage medium. This limitation can 
lead to loss of image contrast, especially when exposure or 
film-processing conditions lead to lower optical densities in 
lesion-containing tissues.

2.2.2  Histopathological images

Histology is the study of the microscopic anatomy of cells 
and tissues of organisms in which a thin slice (section) of 
tissue is examined under a light (optical) or electron micro-
scope. For cancer diagnosis the histology image analysis has 

been carried out by the histopathologists by visually exam-
ining the shape of the cells and tissue distributions thereby 
evaluating whether the tissue regions are cancerous or not 
and can assess the level of malignancy present. For breast 
cancer detection and ranking applications, histopathologi-
cal research has been used extensively [28]. The primary 
diagnosis method used is manual analysis which requires 
the expertise of an experienced histopathologist and also 
vulnerable to errors due to the ambiguity and variety of 
histopathological images [29]. Time consumption is very 
high for such analysis and also there may be interpersonal 
variations among the observations i.e., the experience of the 
pathologists doing the analysis can influence the result of the 
work. Hence computer assisted analysis of histopathogical 
images is very important.

Whole slide digital scanners can be used to digitize his-
tology slides and can be stored in a digital form [30]. Com-
putational data analysis together with traditional methods 
of diagnosis reduced the burden of pathologists. Due to the 
specific features of histology imaging, including the vari-
ability in image preparation methods, clinical interpretation 
procedures, the complex structures and very large size of 
the images, automated histology image analysis is generally 
not easy.

The method of designing tools for histopathological anal-
ysis is not an easy task. Fine-grained, high-resolution images 
that show rich geometric structures and complex textures are 
histopathological images of breast cancer. The variability 
within a class and the consistency between classes, espe-
cially when dealing with multiple classes, can make classifi-
cation extremely difficult. Figure 2a shows several examples 
of histology images.

Instead of using binary classification, Nahid et al. [31] 
used many categories to classify breast cancer, and WSI 
color images allow for the production of numerous ROI 
images to train the model. To categorize invasive and non-
invasive breast cancer, Shibusawa et al. [32] generate ROI 
patches from HP images. In comparison to mammograms, 
Ultrasonic, and MRI, auto-classification of breast tumors 
using Histopathological  images provides a number of 
advantages.

2.2.3  Mammogramic images

The most common effective screening technique for early 
detection of breast cancer has been the digital mammogram 
[28, 29, 33]. An X-ray image of the breast is a mammogram. A  
photographic film is created by film screen mammography, 
while digital mammography produces digital images. The 
person getting the mammogram will put their breast between 
two clear plates to hold it in place, which will compress it 
between them. For a better image, this flattens the breast 
and prevents the image from blurring. From two sides, the  

a: Breast cancer histopathology images

b: Mammogram images from the BCDR-FM dataset

Fig. 2  a Breast cancer histopathology images b Mammogram images 
from the BCDR-FM dataset
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machine takes an image of the breast. The mammogram is 
then examined by a doctor for something irregular that may 
be a symptom of cancer. Figure 2b shows several examples 
of mammogram images.

Mammography is a low-dose x-ray image modality 
that uses the CAD system to classify minor differences in 
breast tissues. The x-ray beam easily goes through the dense 
breast's fibro-glandular tissues to study the lump and cal-
cification that is a common indicator of breast cancer. The 
contrast between the mass and the calcification is nearly 
non-existent, anatomically heterogeneous, and highly irregu-
lar, making clinical diagnosis challenging. mammography 
images, on the other hand, utilized two methods for breast 
cancer screening. The entire breast, including all glandular 
structures, is examined in the cranial-caudal view. The black 
strip depicts the fatty tissues, while the shape depicts the 
nipple.

2.2.4  Ultrasound images

Ultrasound imaging of the breast creates representations 
of the internal structures of the breast using sound waves. 
It is usually used during a physical examination, mammo-
gram or breast MRI to help detect breast lumps or other 
irregularities that the doctor may have noticed. Ultrasound 
is secure and non-invasive, and radiation is not used [34, 35]. 
Breast images can be collected from any orientation using 
ultrasound technology. Figure 3 depicts ultrasound breast 
images with cyst, fibroadenoma lesion and invasive ductual 
carcinoma.

The various imaging modalities are successful in detect-
ing abnormal masses and microcalcifications in breast tis-
sues. But the breast tissue overlapping present in these imag-
ing modalities hides breast information which may hide the 
suspicious cells from the vision.

2.2.5  MRI images

MRI stands for Magnetic Resonance Imaging. It uses strong 
magnetic field and computer-generated radio waves to create 
images of the breast by altering the alignment of hydrogen 
atoms in the body. MRI has a higher sensitivity for the detec-
tion of breast cancer and is not affected by breast density 
compared with mammography [36]. MRI is effective in 
detecting invasive ductual carcinoma.

2.2.6  Infrared thermography (irt) images

IRT uses an infrared camera to detect the breast cancer by 
measuring the variations in the temperature on the surface 
of the breasts. Due to breast cancer the cells multiply as a 
result the blood flow to the cells increase thereby increas-
ing the temperature near the malignant cells. Table 3 shows 
the image modalities used by various authors. The range 
of image modalities utilized to detect breast cancer via the 
CAD system is detailed in Fig. 4. The comparison analy-
sis, as well as the pros and cons of different modalities, are 
shown in Table 4

3  Deep learning techniques for breast 
cancer diagnosis

With the advent of technology, CAD (Computer-Aided 
Design) methods have been proposed for detecting can-
cer with increased accuracy. Initially, the machine learn-
ing approaches, an application of artificial intelligence  
was used where machines were provided with the ability to 
learn by themselves without being programmed explicitly. 
Supervised machine learning schemes used labeled data-
set and unsupervised learning analyzed data that is neither 
classified nor labeled [64]. The steps involved in machine 
learning schemes are shown in Fig. 5. Various machine 
learning algorithms have been proposed. Abbas et al. [65] 
proposed BCD-WERT for feature selection and classifica-
tion using extremely randomized tree and whale optimiza-
tion algorithm which obtained better results than many of 
the existing machine learning methods with an accuracy 
of 99.30%. Safdar et al. [66] proposed a method for the  

Table 3  Image modalities used by various authors

References Image Modality

[37–46] Mammograms
[12, 13, 28, 30, 33, 47–60] Histopathological Images
[40, 61] Ultrasound images
[62, 63] MRI ImagesFig. 3    Ultra sound breast images a) images with cyst b) images with 

fibroadenoma lesion c) images with invasive ductual carcinoma

1138 Health and Technology (2022) 12:1133–1155



1 3

binary classification of images using support vector machine 
(SVM), logistic regression (LR), and K-nearest neighbor to 
obtain accuracy of 97.7%

Recent enhancements lie with deep learning techniques, 
in which multiple layers are deployed to obtain high-level 
features from the input [67]. Deep learning outperforms 
machine learning in various fields such as speech recogni-
tion, natural language processing, computer vision etc. [68]. 
The relationship between deep learning, machine learning 
and artificial intelligence are shown in Fig. 6.

Deep learning based on convolutional neural networks 
(CNN) are now widely used for disease diagnosis, detec-
tion and classification, where CNNs can directly learn the 
features from images [69–72]. Deep learning mimics work-
ing of neurons in brain which uses different layers to learn 
from the data. Number of layers determines the depth of the 
model. The input layers process data and the final result is 
given by the output layer. Between the input layer and the 

output layer, any number of hidden layers can be used. The 
process flow of deep learning is shown in Fig. 7.

The process of applying deep learning to detect breast 
cancer involves the following steps.

• Image acquisition
• Data Augmentation
• Deep Learning Method
• Problem Application

To detect whether an image is cancerous or not, machine 
learns by itself from large set of images during analysis. 
Images can be obtained from public databases or pri-
vate databases. The acquired images are pre-processed to 
improve the image quality. The number of images in the 
dataset is increased using various data augmentation tech-
niques like rotation, flipping etc. Training phase in deep 
learning method includes either convolutional neural  

Table 4  Comparison analysis of different image modalities

Imaging Modality advantages Cost disadvantages

Screen film Mammography images Effective and high sensitivity for breast with fatty tissue Low Not effective for dense breast
Digital Mammogram images Higher contrast resolution

Increases detection of invasive cancer
Low Increased false positivity rate

Not effective for dense breast
High radiation exposure

Histopathological Images Fast processing
Less equipment requirement

Low Low quality of final slide

Mammogram Images Exact method for IDC Low Chances of false positive and false 
negative results

Radiation exposure
MRI Images Can detect abnormalities not detected by mammography 

or ultrasound imaging
Effective for dense breast

High Patient discomfort during scanning
Low specificity
Expensive

Ultrasound Images Effective for dense breast low Operator dependent
Infrared thermography images No radiation low High false positive rate

Fig. 4  Percentage utilization of 
different image modalities
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network or the transfer learning models. Problem applica-
tion predicts whether the image belongs to which class i.e., 
cancerous or not.

4  Breast cancer image data sets

To diagnose breast cancer various techniques including 
mammograms, breast ultrasound, biopsy, Magnetic Reso-
nance Imaging (MRI) and histology images are used [10]. 
A mammogram is a commonly available method to detect 
malignant cells by acquiring x-ray images of the breast. In 
ultrasound breast images are captured using sound waves to 
distinguish between benign and malignant tumours.. MRI 
is performed as a follow up of mammogram and ultrasound 
in which different images of the breast are taken and com-
bined to aid the doctors in the detection of tumours in MRI, 
images of the interior of the rest are created using a magnet 
and radio waves. Since the underlying tissue architecture 
is maintained during preparation, histopathology images 
provide a more in-depth look at the breast cancer and how 
it affects tissues. A lot of histopathological databases are 
generated of which a few are publicly available.

Ayana, Gelan, et al. [61] used publicly available Men-
deley dataset with 250 breast ultrasound images, of which  
150 are malignant cases and the rest are benign cases. Zhang 
et al. [43] used mini MIAS dataset with 322 mammogram 
images of which 209 are benign and 113 are malignant. 
All the images are of size 124 X124. Monika et al. [73] 
used wisconsin breast cancer dataset with 569 images. Tsai, 
Kuen-Jang, et al. [45] used digital mammogram dataset 
provided by the E-Dahospital, Taiwan. With 5733 mammo-
grams of 1490 patients, including 1434 left craniocaudal 
view (LCC), 1436 right craniocaudal view (RCC), 1433 left 
mediolateral oblique view (LMLO) and 1430 right mediolat-
eral oblique view (RMLO) views.

Alruwaili et al. [46] used MIAS(Mammographic Image 
Analysis Society) dataset with 51 benign masses and 48 
malignant masses. Phan, Nam Nhut, et al. [59] used two 
datasets – TCGA-BRCA dataset with 388 WSIs and one 
in house dataset comprising 233 WSIs. Thapa, Ashu, et al.  
[60] used datasets of ICIAR 2018 challenge and per-
formed tests using various datasets. Suh et al. [44] used  
1501 digital mammogram images and the dataset consists of 
200 images of which 98 are benign and 102 are malignant. 
Dataset available at https:// wiki. cance rimag ingar chive. net/  
is used by Zheng, Jing, et al. [63].

Celik, Yusuf, et al. [57] used 162 WSIs and multiple 
image samples were extracted from each patient’s images. 
Expert pathologists identified cancerous areas in the images 
and the images were segmented 277,524 samples of which 
78,786 were IDC positive and 198,738 were IDC negative. 
BreaKHis dataset [74] is a publicly available dataset with 
7909 histopathological images of benign and malignant 
tumors of four different resolutions. Both benign and malig-
nant tumors include four subclasses of each.. Sample images 
from the BreaKHis dataset are shown in Fig. 8.

Gour et al. [33], Bardou et al. [51], and Fabio A. Spanhol 
et al. [53, 54] used BreaKHis dataset for detecting breast 
cancer at early stages. Zerouaoui et al. [58] used BreakHis 
and FNACdatasets. FNAC consists of images from 56 
women of which 36 are benign and 24 are malignant. Zhu, 

Fig. 5  Methodology of machine 
learning classification of images

Fig. 6    Relation between Deep Learning, Machine Learning and Arti-
ficial Intelligence
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Chuang, et al. [28] used two datasets namely, BreaKHis [74] 
and the BACH [67] dataset. BACH includes two datasets 
namely, microscopy dataset and whole slide image dataset. 
The BACH microscopy dataset consists of 400 similarly 
dimensioned images of Hematoxylin & Eosin stained breast 
histology (2048 X 1536), and each image is labeled with one 
of four groups, namely benign lesion, normal tissue, invasive 
carcinoma, and in situ carcinoma. The WSI subset consists 
of 20 very large annotated whole-slide images that can have 
several regions of normal, benign, in situ carcinoma and 
invasive carcinoma. Medical experts carried out the annota-
tion of the whole-slide pictures.

Li et al. [30] used Hematoxylin and Eosin stained breast 
cancer histology digitized images. Li, Xingyu, et al. [47] 
used a breast cancer dataset published by Israel Institute of 
Technology [75] with 361 histology images out of which 
119 are normal and rest are malignant in which 102 malig-
nant images are of carcinoma in situ, and 140 are of invasive 
carcinoma. Nadia Brancati et al. [48] used Invasive Ductal 
Carcinoma (IDC) dataset that included 162 whole slide 
images. Each image is partitioned into a set of patches out 
of which 46,633 patches represent invasive carcinoma and 
124,011 patches represent non-invasive carcinoma. Baris 
Gecer et al. [49] analysed breast cancer using 240 breast 
histopathology images. Ahmad et al. [50] used publicly 
available Hematoxylin and Eosin stained dataset with 260 
labelled images of which 240 were used for training and 20 
for testing.

Alexander Rakhlin et al. [13] used 400 breast histology 
microscopy images. Araújo et al. [52] used 269 Hematoxylin 
and Eosin stained labeled breast histology images of which 
249 were used for training and rest for testing. Wiscon-
sin Breast Cancer dataset with 683 benign and malignant 
samples was used by Ahmed M. Abdel-Zaher et al. [55]. 

Dan C. Cireşan et al. [56] used a Public MITOS dataset 
that included 50 images. SanaUllah Khan et al. [12] ana-
lysed two breast cancer microscopic images of which one is 
a standard dataset and the other from a hospital in Pakistan. 
400 mammogram images of which 200 malignant and 200 
benign images, generated using the Senographe 2000 D all- 
digital mammography camera are used by Wang et al. [37] 
for diagnosis of breast cancer. Perre et al. [38] used 736 
mammogram images from the Breast Cancer Digital Reposi-
tory. Ragab et al. [39] used two public datasets. Two differ-
ent datasets collected from US were used by Yap et al. [40]. 
Dataset A included 306 images of which 60 were malignant 
and rest benign images. The second dataset included 163 of 
which 53 were cancerous and 110 were benign. 1874 pairs 
of mammogram images were analysed by Wenqing Sun et al. 
[41] of which 1434 were malignant and 1724 were benign.

Ahmed et al. [42] used two publicly available datasets 
namely Mammographic Image Analysis Society (MIAS) 
digital mammogram dataset and Curated Breast Imaging 
Subset of (Digital Database for Screening Mammography) 
(CBIS-DDSM). The datasets used by different authors are 
listed in Table 5. Out of the various datasets analysed some 
are publicly available [28, 33, 39, 40, 50] etc. BreakHis [28, 
33] is a publicly available dataset with 9109 histopathologi-
cal images. It can be seen that it is the most commonly used 
dataset in the papers we have taken for study.

5  Pre‑processing the images

Histopathological images are high resolution images with 
complex structure and are large in size. The complexity and 
the disturbing factors can slow down the analysis process. To 
remove the different types of noise in tissue images and for 

Fig. 7  Process Flow of Deep Learning

Fig. 8  Sample images from 
the BreaKHis dataset, (a−d)
represents benign images with 
resolution 50, 100, 200 and 400 
X, (e–f)represents malignant 
images with resolution 50, 100, 
200 and 400X
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improved quantitative analysis, pre-processing is performed. 
Also, mammograms have to be preprocessed in order to 
improve the image quality for further analysis.

Ayana, Gelan, et al. [61] pre-processed and segmented 
images using OpenCV and scikit-image [83]. The acquired 
color images were transferred into grayscale images and then 

Table 5  Summary of histopathological image datasets for breast cancer detection

References Image Size Dataset

[57] 162 WSI Images
[58] 56

790
FNAC dataset
BreakHis

[61] 250 Mendeley dataset
[45] 5733 digital mammogram dataset
[46] 99 MIAS dataset
[59] 388 TCGA-BRCA dataset

233 in house dataset
[60] 34,560 ICIAR 2018 challenge
[44] 1756 Digital mammography images from the department of breast and endocrine surgery of Hallym  

University Sacred Heart Hospital
[43] 322 Mini Mias Dataset

Mammogram images
[62] 200 MRI images from Department of Radiology, Haseki Training and Research Hospital in ˙Istanbul, Turkey
[73] 569 Wisconsin Breast Cancer Dataset
[57] 162 WSIs collected from the Hospital of the Cancer Institute of New Jersey and University of Pennsylvania
[33, 51, 54, 56] 7909 BreaKHis dataset
[28] 7909 BreaKHis dataset

400 BACH microscopy dataset
20 WSI dataset

[30] 249 Breast histology classification Bioimaging 2015 challenge [76]
[47] 361 Dataset of breast cancer benchmark biopsy issued by the Israel Institute of Technology
[77] 162 IDC dataset
[49] 240 Histopathology images collected as part of NIH [35, 78, 79]
[50] 260 Publicly available H&E stained dataset with labelled images
[13] 400 Hematoxylin and eosin stained breast histology microscopy images
[52] 269 Breast histology classification Bioimaging 2015 challenge
[55] 683 Wisconsin Breast Cancer Dataset
[56] 50 Public MITOS dataset
[12] 8000 Microscopic image datasets

1) Standard benchmark dataset
2) Dataset developed locally at LRH hospital Peshawar, Pakistan

[37] 400 Mammogram images
200 benign images and 200 malignant images

[38] 736 BCDR-F03 dataset
Grey level digitized mammograms

[39] 2620 Digital database for screening mammography
1644 Curated Breast Imaging Subset of digital database for screening mammography

[40] 306 Dataset A with 60 malignant and 246 benign images
163 Dataset B with 53 cancerous and 113 benign images

[41] 1874 Mammogram images
[42] 332 MIAS database

2620 CBIS-DDSM
[80] 8009 M.G. Cancer Hospital & Research Institute, India 
[81] 28,694 BreastScreen Victoria dataset
[82] 16 802 Duke Health Systems Duke
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to binary images using adaptive thresholding. The noise is 
removed using dilation function and the segmented image 
with only the cell body part was obtained.

Alruwaili et  al. [46] performed adaptive contrast 
enhancement on the basis of redistribution of the lightness 
values of input image which improves the small details, low 
contrast and textures of the input image thereby improving 
the visibility of curves and edges in all parts of the image. 
Image normalization is performed to reduce noise and to 
make sure that the values are within a specified range.

Phan, Nam Nhut, et al. [59] generated high resolution 
patches from each WSI and the Macenko method [84] is uti-
lized for normalizing hematoxylin and eosin staining of the  
generated patches. Blurry images are removed using Lapla-
cian algorithm by calculating variance thresholding for the 
blurry images using a customized script. Thapa, Ashu, et al. 
[60] performed color normalizations to reduce the color 
variation in hematoxylin and eosin stained images. Image 
enhancement is done by reduction by filtering through con-
trast limited adaptive histogram equalization (CLAHE). The 
problem of edge shadowing is also reduced. Zhang et al. 
[43] preprocessed the original images to obtain the region 
of interest of the breast. The original mammogram image 
is passed through seven steps: (1) AN reduction; (2) MN 
reduction; (3) CLAHE; (4) BG removal; (5) PEM removal; 
(6) SSBC; and (7) Down sampling, to obtain the preproc-
essed image. All images were resized into the 1000 × 1300 
pixels by Suh et al. [44]. To minimize inter image contrast 
differences the images were preprocessed using a contrast 
limited adaptive histogram equalization (CLAHE) algorithm  
[85] in which the brightness of each pixel in the image  
is transformed by applying histogram equalization locally 
[86] in the neighboring pixel regions to improve the local  
contrast of the image.

Yurttakal et al. [62] cropped tumorous regions from the 
MRI slices and each image was resized to 50 X 50 with 
the pixel values normalized between 0 and 1. Images were 
denoised using image denoising deep neural network [87]. 
Zhu, Chuang, et al. [28] performed color correction [88] to 
compensate for the color variations occurred during stain-
ing of breast histology images, in which a simple statistical 
analysis is carried out to enforce the color characteristics 
of one image on another. Li et al. [30] performed stain nor-
malizations [88] which by separately measuring the mean 
and standard deviations for each channel, translated the 
RGB images into a decorrelated color space and performed 
a collection of linear transformations to match the source 
and target image color distributions and then converted the 
image back to RGB. Li, Xingyu, et al. [47] normalized the 
images using illuminant normalization method [77] and the 
normalized image is rescaled to [0, 1] after converting to 

the grayscale version which reduces the effect of color vari-
ations. Baris Gecer et al. [49] pre-processed the images by 
subtracting the average of the RGB values from each pixel. 
Alexander Rakhlin et al. [13], normalized the amount of H 
& E stained on the tissues using stain normalization [89]. 
By decomposing the RGB colour into the H&E colour space 
of the tissue, the quantity of H&E is changed, followed by 
multiplying the magnitude of the H&E of each pixel by two 
uniform random variables in the [0.7, 1.3] range.

Ahmad et al. [50] performed two image normalization 
techniques [84, 88] to help better quantitative analysis. To 
convert colored images to optical density, a logarithmic 
transformation is applied. The 2D projection of 0D tuples 
is then determined through which the original images are 
passed and histogram equalization is applied. Araújo et al. 
[52] normalized the images using the staining technique pro-
posed in [84], in which the colors of the images are trans-
formed into optical density and singular value decomposi-
tion is applied. The resulting color space transformation is 
applied to the original image and the histogram is extended 
so that the dynamic cover is less than ninety percent of 
the data. Spanhol et al. [53] reduced the dimensionality 
of the image from 700 X 460 to 350 X 430 to obtain the 
best results. Patches were extracted from the image and the 
model was trained using the extracted patches.

Sana Ullah Khan et al. [12], performed stain normaliza-
tions using the method proposed by Macenko et al. [84]. 
Wang et al. [37], eliminated the noise during diagnosis 
using an adaptive mean filter algorithm [90]. A sliding 
window is used to calculate noise, where a spatial correla-
tion, variance and mean is computed for the sliding window 
to detect the presence of noise. If noise is present, pixel 
values of the windows are replaced by mean. To enhance 
the contrast between masses and surrounding a contrast 
enhancement algorithm was used [91]. Perre et al. [38] pre-
processed the images by cropping a region of interest using 
the bounding box information of the segmented region. The 
aspect ratio is preserved even when the region of interest is 
smaller than lesion’s dimensions. The square crop is trans-
lated and the surrounding breast patterns are included by 
changing image coordinates when the lesion is close to the 
image border.

Ragab et al. [39] adapted contrast limited adaptive histo-
gram equalization to improve the image contrast. Wenqing 
Sun et al. [41] covered the truth files of most data to simulate 
unlabelled data. Ahmed et al. [42] proposed a pre-processing 
algorithm which includes two modules a) artifact and noise 
removal and b) muscle removal. The various pre-processing 
methods used are shown in Table 6. Pre-processing stage 
resulted with an enhanced image or noise free images that 
will be latter used for training.
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6  Data augmentation

Deep learning networks show an improved performance 
when the amount of data available is more. Since the data-
set available is small in certain papers, the technique of data 
augmentation is applied. It is a method by which the size 
of dataset is increased artificially by creating versions of 
images in the dataset. Augmented data can be obtained from 
the original images by applying various geometric trans-
formations like translation, rotation, scaling, shearing, etc. 
[96]. Alruwaili et al. [46] performed rotation, reflection, 
shifting, and scaling and augmented images were gener-
ated for each image in the dataset. Thapa, Ashu, et al. [60] 
performed 90,180 and 270 degrees of rotation and flipping 
which results in seven times more images than the original 
database number.

Suh et al. [44] performed data augmentation of non-
malignant class of images since the number of nonmalig-
nant class images were only one fifth of the malignant class. 

Hence the imbalance was compensated. Yurttakal et al.  
[62] performed horizontal and vertical translations. Also, 
rotation up to angles of 20 degrees. Gour et al. [33] used 
data augmentation methods including affine transformation, 
image patches generation algorithm and stain normalization 
which increased the dataset size by 11%. Zhu, Chuang, et al. 
[28] used flipping, random rotation and shearing transforma-
tions to avoid overfitting, as a result of which eight images 
are generated for each training sample. Images are resized 
to 1120 X 672 after augmentation.

The technique of augmented patch dataset is used by 
Ahmad et al. [50] to decrease overfitting and to increase 
the size and dimensions of the dataset. Data augmentation 
method performed generated 72,800 images from the origi-
nal 260 images. Araújo et al. [52] created augmented patch 
dataset and performed mirroring and rotation to generate 
70,000 patches. Bardou et al. [51] used two data augmenta-
tion techniques including rotation at angles of 90◦, 180◦, and 
270◦ and horizontal flip. Rakhlin et al. [13] performed 50 

Table 6  Pre-processing 
Methods used for cancer 
detection

Reference Preprocessing method

Ayana et al. [61] pre-processed and segmented images using OpenCV and scikit-image
Alruwaili et al. [46] Adaptive contrast enhancement

Image normalization
Phan et al. [59] Patch normalization using Macenko method [52]

Blurry images are removed using Laplacian algorithm
Thapa et al. [60] Color normalizations

Image enhancement using CLAHE
Zhang et al. [43] Seven preprocessing steps
Suh et al. [44] Contrast limited adaptive histogram equalization
Yurttakal et al. [62] Cropping, Denoising
Zhu et al. [28] Color correction
Li et al. [30] Stain normalizations
Li et al. [47] Illuminant normalization method
Baris Gecer et al. [49] Mean subtraction
Alexander Rakhlin et al. [13] Stain normalizations
Ahmad et al. [50] Normalization
Araújo et al. [52] Stain normalizations
Spanhol et al. [53] Dimensionality reduction
Sana Ullah Khan et al. [12] Stain normalizations
Zhiqiong Wang et al. [37] Adaptive mean filter algorithm
Ana C. Perre et al. [38] Cropping the region of interest
Dina A. Ragab et al. [39] Contrast limited adaptive histogram equalization
Wenqing Sun et al. [41] Covered truth files of data to simulate unlabelled data
Ahmed et al. [42] Artifact and noise removal, muscle removal
Prabhpreet Kaur et al. [92] K-means clustering
Shen, L et al. [93] Batch normalization (BN)
Helen ML Frazer et al. [82] Background cropping with text removal (BCTR) and contrast  

adjustment (CA) for enhancing data quality
Neela A G et al. [94] Noise Removal using Median Filter
Yiwen Xu et al. [95] Imaging data was interpolated to get a homogeneous resolution
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random colour augmentations for each image. Sana Ullah 
Khan et al. [12] increased the size of data set by scaling, 
rotation, translation and colour modelling to generate a total 
of 8000 images where 6000 images are used for training 
and rest are used for testing. Perre et al. [38] performed a 
combination of flipping and rotation transformations of 90°, 
180° and 270°. Dina A. Ragab et al. [39] used rotation for 
data augmentation where each image is rotated by angles 
0°, 90°, 180° and 270°, which results in four images instead 
of a single image. Most of the research works performed 
data augmentation techniques to increase the data set and 
reduce the over-fitting problems and the commonly used 
augmentation techniques are translations and rotations. It 
can be seen that models show an improved accuracy over 
an augmented dataset. For instance, in the model proposed 
by Gour et al. [33] accuracy improved around 8% when an 
augmented dataset is used.

Shen et al. [93] has performed random transformations: 
horizontal and vertical flips, rotation in [−25, 25] degrees, 
zoom in [0.8, 1.2] ratio and intensity shift in [− 20, 20] pixel 
values. Various methods such as image flipping, translation, 
rotation, and deformation were utilized by Yiwen Xu et al.  
[95] to augment the data. Viridiana Romero Martinez et al. 
[97] carried out augmentation methods such as random rota-
tion, random resize crop and random horizontal flip. Elefthe-
rios Trivizakis et  al. [98] used rotation, flipping, elastic 
deformation and mirroring amplifies model properties, such 
as translation, rotational and scale invariance to perform aug-
mentation. Augmentations techniques used by various authors  
are shown in Table 7.

7  Transfer learning methodologies

In transfer learning knowledge gained from one problem  
can be used to solve another problem [29, 100, 101]. Transfer  
learning is used when the training data is costly or difficult 
to obtain [102]. The network trained for a particular task is 
transferred to the target task trained by target dataset [103]. 
More than twenty hybrid architectures utilizing the deep 
learning techniques namely DenseNet 201, Inception V3, 
Inception ResNet V2, MobileNet V2, ResNet 50, VGG16, 
and VGG19), and four classifiers viz MLP, SVM, DT, and 
KNN for binary classification of breast histopathological 
images were evaluated by Zerouaoui et al. [58] and the  
best results were obtained using DenseNet 201. 99% accu-
racy is obtained over the FNAC dataset and for the breakhis 
dataset accuracies of 92.61%, 92%, 93.93%, and 91.73% are 
obtained over the four magnification values: 40X, 100X, 
200X, and 400X.

EfficientNetB2, InceptionV3, and ResNet50 are used in 
multistage transfer learning (MSTL) algorithm proposed by 
Ayana et al. [61] and ooptimized using Adagrad, Adam and 
stochastic gradient descent.: Adam, Adagrad, and stochastic 
gradient de-scent (SGD). A test accuracy of 99 ± 0.612% 
on the Mendeley dataset and 98.7 ± 1.1% on the MT-Small-
Dataset was achieved using ResNet50 with Adagrad opti-
mizer. Alruwaili et al. [46] performed binary classification 
of breast images into benign and malignant using Nasnet-
mobile and an advanced version of ResNet 50 named MOD-
RES…. It can be seen that oversampling increases the over-
all accuracy of the mage.

Table 7  Augmentations techniques used

References Augmentation techniques used for breast cancer  
detection

Resulting Dataset size

Alruwaili et al. [46] rotation, reflection, shifting, and scaling Augmented images were generated for each image in the 
dataset

Thapa et al. [60] 90,180 and 270 degrees of rotation and flipping Seven times more image than the original number
Suh et al. [44] Malignant group was amplified Malignant group were amplified as large as five times
Gour et al. [33] Affine transformation, image patches generation  

algorithm and stain normalization
11% increase in dataset

Yurttakal et al. [62] Horizontal and vertical translations, rotations
Zhu et al. [28] Flipping, random rotation and shearing  

transformations
8 images are generated for each sample

Ahmad et al. [50] Patch rotation, vertical rotation, horizontal flip 72,800 images
Araújo et al. [52] Augmented patch dataset, mirroring, rotation 70,000 images
Bardou et al. [51] Rotation, horizontal flip Not specified
Alexander Rakhlin et al. [13] Color augmentations 300 descriptors for each image
Sana Ullah Khan et al. [12] scaling, rotation, translation and colour modelling 8000 images
Ana C. Perre et al. [38] Combination of flipping and rotation transformations
Dina A. Ragab et al. [39] Rotation Four images instead of one
Ragab DA et al. [99] Rotation. Each original image is rotated by 0, 90, 180, 

and 270 degrees
Therefore, each image is augmented to four images
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Phan et al. [59] proposed a dual step transfer learning 
which used the pretrained models like ResNet101, VGG16, 
ResNet50 and Xception for feature extraction. During the 
first step an in house breast cancer dataset is used and the 
TCGA-BRCA dataset is used for the secondary step. Com-
pared to the one step process of transfer learning the two 
step process improved model performance and also the 
training time is reduced. Four class classification into four 
image subtypes like basal-like, HER2-enriched, luminal A, 
and luminal B are performed. Lastly, for model prediction 
visualization, gradient-weighted class activation mapping 
is used.

Gour et al. [33] proposed ResHist which is a CNN based 
on residual learning, with 152 layers for the binary classi-
fication of histopathological images into benign and malig-
nant. The ResHist model achieves an accuracy of 84.34% 
and an F1-score of 90.49% for the classification of histo-
pathological images and achieved an accuracy of 92.52% 
and F1-score of 93.45% on augmented dataset.

Image classification is done using Residual Network 
(ResNet) and densely connected convolutional networks 
(DenseNet) by Celik et al. [57]. An accuracy of 91.57% is 
obtained using DenseNet-161 model and F-score of 94.11% 
is obtained using ResNet-50 model. Li et al. [30] classified 
breast histopathology images into four classes. The classes 
depend upon the variations found in the cell density, vari-
ability and cell morphological organization. Patches of two 
kinds with distinct sizes that contains tissue and cell level 
features were extracted to preserve important data. Discrim-
inative patches were selected and features were extracted 
and classification was performed. ResNet50 [104] is used to  
extract features from patches, P-norm pooling [105] is used to  
get final image features and support vector machine (SVM) 
is used for final image-wise classification with an accuracy 
of 95%. Li, Xingyu et al. [47] used a fully convolutional 
autoencoder, where autoencoders are neural networks with 
no fully connected layers [26]. Dominant structural patterns 
from the normal images are learned and the patches that do 
not have these features are detected as abnormal by neural 
network and support vector machine. Due to the small data  
set the accuracy achieved by this scheme is 76%.

Nadia Brancati et  al. [48] suggested a technique for 
detecting invasive ductal carcinoma of the breast. The whole 
slide images are separated as patches which are marked 
either as invasive ductual carcinoma or non-invasive duc-
tual carcinoma. Features were extracted initially by training 
in unsupervised model and the input images were recon-
structed. Back propagation was implemented using stochas-
tic gradient descent algorithm and overfitting is prevented 
by including sparsity constraints in hidden units..A convo-
lutional autoencoder entitled supervised encoder Fusion-
Net (SEF) performed supervised classification. FusionNet 

is a residual network with skip connection and this method 
obtained an accuracy of 97.67%.

Four fully connected convolutional neural networks 
which can handle images of different resolutions are used 
by Baris Gecer et al. [49] to localize the regions of interest 
by removing unwanted information. Another convolutional 
neural performed multiclass classification into four classes 
and the method obtained an accuracy of 55%. Ahmad et al. 
[50] used three pretrained convolutional neural networks 
namely AlexNet, ResNet and GoogleNet for breast histo-
pathological image classification to obtain an accuracy of 
85%. Bardou et al. [51] proposed a convolutional neural net-
work with five convolutional layers and two fully connected  
layers and Rectified Linear Unit (ReLU) activation function 
is used which is implemented using BVLC Caffe [106]. This 
method made a comparison between convolutional neural 
network and features based classification for binary and 
multi class. Binary classification obtained higher accuracy 
than multi class classification in the range between 96.15% 
and 98.33%.

Rakhlin et al. [13] used a deep convolutional feature repre-
sentation [107] method with unsupervised feature representa-
tion extraction. Deep convolutional neural networks trained 
on ImageNet [108] were used. VGG, Inception V3, VGG-16 
and ResNet-50 were used for feature extraction. From each 
model, fully connected layers are removed to allow images of 
arbitrary size. The last convolutional layer of ResNet-50 and 
VGG-16 are converted to a one-dimensional feature vector. 
Internal four blocks of VGG-16 are concatenated into a single 
vector. Sparse descriptors of low dimensionality are obtained 
followed by supervised classification using LightGBM for 
implementing gradient boosted trees [109]. Two class clas-
sification into carcinomas and noncarcinomas and four class 
classification into invasive carcinoma, in situ carcinoma, 
benign and normal classes were performed and achieved an 
accuracy of 93.8 ± 2.3% and 87.2 ± 2.6% respectively.

Fabio A. Spanhol et al. [53] used extracted features from 
the images as the input to classifier. Output of a previously 
trained convolutional neural network is fed into these clas-
sifiers that are trained on problem-specific data. The pre-
trained CaffeNet model is used and was trained on the 
ImageNet. 86.3% and 84.6% are the accuracies obtained 
for two class classification and for four class classification 
respectively. Sana Ullah Khan et al. [12] analyzed the cancer 
detection process through GoogLeNet [110], VGGNet [111], 
and ResNet [104], where they extracted different low-level 
features separately. Low level features are combined using 
a fully connected layer. The method achieved an accuracy 
of 97.525%, without training from scratch thus improving 
the classification efficiency. Ana C. Perre et al. [38] used 
three pre-trained models which are CNN-F, CNN-M [112],  
and Caffe [106].
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Yap et  al. [40] investigated three methods for breast  
ultrasound lesion detection—a patch-based LeNET [113], 
U-Net [114] and using AlexNet [115]. The disadvantage of the  
method is that it required training and negative images in the 
experiment. Ahmed et al. [42] used DeepLab V3 framework 
and Mask RCNN. Xception 65 is the backbone of DeepLab 
V3 and for Mask RCNN, Resnet 101 is the backbone model. 
By analyzing the various literature surveyed it was found 
that the commonly used transfer learning models are VGG-
16, VGG-19 & Resnet. Xie J et al. [116] performed analysis 
of histopathological binary and multiclass image classifi-
cation using Inception_V3 and Inception_ResNet_V2. The 
performance of Inception_ResNet_V2 network was found 
to be more suitable than the Inception_V3 network archi-
tecture [116].

8  Convolution neural network models

Convolutional neural network (CNN) is a deep learning-
based algorithm for image recognition and image classifi-
cation which includes input layer, output layer, and hidden 
layers [117]. Convolutional neural network consists of convo-
lution, pooling and fully connected layers and the operation 
performed is convolution, which extracts the features from 
images [118]. Zhang et al. [43] used an eight-layer convolu-
tional neural network with batch normalization and dropout 
and the max pooling is replaced by rank based stochastic 
pooling. In this convolutional neural networks are used to 
learn image-level features and relation-aware representa-
tion features are learned using graph neural networks. The 
method proposed is termed Net-5. The method achieved high 
accuracy but cannot be used to deal heterogenous data. Also, 
the dataset used is small so optimization in large dataset is  
necessary before clinical usage.

Tsai et al. [45] proposed a deep neural network (DNN)-
based model for the classification of breast mammogram 
images into BI-RADS categories 0, 1, 2, 3,4A, 4B, 4C and 
5. Mammogram dataset was segmented to generate block 
based image segments which are provided as the inputs to 
the model and the BI-RADS category is predicted as the 
output.

Thapa et al. [60] proposed a Deep Convolutional Neu-
ral Network (DCNN) using Patch-based Classifier (PBC). 
The convolutional neural network uses a tangent function 
together with convolution, max pooling, dropout and soft-
max layers. The tangent function is modified by obtained by 
combining arc Tan function and ReLU to reduce the process-
ing time and to increase the accuracy.

Suh et al. [44] used two convolutional neural networks 
DenseNet-169 and EfficientNet-B5. Yurttakal et al. [62] 
proposed a convolutional neural architecture with six 
groups of convolution, batch normalization, ReLU and five 

max-pooling layers, followed by one dropout, one fully con-
nected layer and softmax layer. Adam optimizer was used. 
Zheng et al. [63] used Deep Learning Assisted Efficient 
AdaBoost Algorithm (DLA-EABA) for breast cancer detec-
tion and deep CNNs are employed for tumour classification 
with multiple convolutional layers, LSTM, max-pooling lay-
ers, fully connected layer and soft max layer.

Zhu et al. [28] performed histopathological image clas-
sification using multiple compact convolutional neural net-
works. A hybrid convolutional neural network is designed 
which includes a local model branch and a global model 
branch. Patches are generated for a histopathological image 
using a patch sampling strategy which are passed to a local 
model branch and yield predictions for all the patches. Out-
put for the local model branch is obtained by performing 
patch voting of all predictions. To the global model branch 
the down sampled image as a whole is given and obtained 
the prediction. Local predictions and global predictions are 
weighted together to obtain better representation ability. 
Squeeze-Excitation-Pruning (SEP) [119] decreased overfit-
ting and achieved higher accuracy. Multiple models are built 
with different composition and data partition to improve the 
generalization ability of the model. 87.5% patient level and 
84.4% image level accuracy are obtained for the multimodal 
assembling scheme.

Araújo et al. used [52] convolutional neural networks for 
four class classification of histological images in to normal 
tissue, benign lesion, invasive carcinoma, in situ carcinoma 
and two class classification into non-carcinoma and carci-
noma. 77.8% is the accuracy obtained for four class clas-
sification and for two class classification, an accuracy of 
83.3% is obtained. Spanhol et al. [54] extracted nonoverlap-
ping grid patches either using a sliding window or randomly. 
Supervised training was performed using a stochastic gra-
dient descent method where fusion rules like sum, product 
and max [120] are used to combine the results of the image 
patches. Patient level accuracy of 88.6 ± 5.6% and image 
level accuracy of 89.6 ± 6.5% is obtained.

Abdel-Zaher [55] proposed a deep belief path for breast 
cancer detection and an accuracy of 99.68% was obtained. 
Cireşan et al. [56] proposed a method in which the central 
coordinate of single mitosis is found out and based on that 
training is done. A deep neural network architecture is used 
with successive layers of convolution and max pooling and 
obtained an F-score of 0.782.

Wang et al. [37], extracted region of interest using a mass 
detection method. Classifiers are trained using the features 
extracted from the region of interest and labels, with all the 
images from the dataset. Both the objective features and sub-
jective features are combined. ELM classifier is used since 
it outperforms multidimensional classification. A 7-layer 
convolutional neural network is used which included three 
convolution layers, three max-pooling layers, and one fully 
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connected layer. The fully connected layer has 48 neurons 
which are the features for further analysis.

Ragab et al. [39] used two segmentation approaches. Ini-
tially region of interest was determined manually and then 
threshold and region-based segmentation was performed. 
Deep convolutional neural networks were used for feature 
extraction, with SVM replacing the last layer to classify 
the images into benign and malignant categories for the 
DDSM and CBIS-DDSM datasets. For manual segmen-
tation, Alexnet [115] achieved an accuracy of 79%, and for 
the automated ROI procedure, an efficiency of 94%. Only  
a minor portion of the data used by Wenqing Sun et al. [41] 
was labelled, whereas the majority of the data was unla-
belled. Three convolutional layers are used and sub patches 
extracted from ROI’s are given as input to the network. The 
method is useful when labelled data is difficult to obtain and 
the accuracy obtained was 82.43%.

Shen et al. [93] proposed a deep learning based model for 
the classification of mammograms which requires an anno-
tated dataset only during the initial stages and it can further 
proceed without a ROI annotated dataset. Monika Tiwari et al. 
[73] used deep learning and machine learning techniques 
including Regression, Support Vector Machine (SVM) and K 
Nearest Neighbor (KNN), Multi-Layer perceptron classifier, 
Artificial Neural Network (ANN)) etc. on the dataset taken 
from Kaggle. The results showed that SVM and Random For-
est Classifier have got an accuracy of 96.5%. CNN and ANN 
were employed to achieve an accuracy of 99.3% and 97.3% 
respectively. Umar Albalawi et al. [121] used Convolutional 
Neural Network classifier for diagnosing breast cancer with 
MIAS (Mammographic Image Analysis Society)-dataset. Wie-
ner filter is used to remove the noise and background of the 
image and the K-means clustering technique was employed for 
the fragmentation. Authors concluded that the performance 
of the CNN model achieved 0.5–4% high test accuracy and 
3–13% specificity when compared to other models.

Mi et al. [80] has worked on two-stage architecture based 
on deep learning method and machine learning method for 
the multi-class classification (normal tissue, benign lesion, 
ductal carcinoma in situ, and invasive carcinoma) of breast 
digital pathological images. Model could achieve accuracies 
of 85.19% on multi-classification and 96.30% on binary classi-
fication (non-malignant vs malignant). Methods used by vari-
ous authors, the convolutional neural networks and the image 
modality are shown in Table 8.

9  Performance metrics

Using various performance metrics such as accuracy, speci-
ficity, sensitivity, and F1-score, the efficacy of the models  
is evaluated. The resultant performance metric values are 
detailed in this section.

9.1  Accuracy

Accuracy is the fraction of predictions made correct by the 
model and frequency with which the predicted value matches 
with the actual value divided by total prediction made and 
the expression for accuracy is given in Eq. (1). Accuracies 
obtained by various models are shown in Table 9.

9.2  Sensitivity, specificity & AUC 

Sensitivity is the fraction of correct positive predictions and 
Specificity is the fraction of negative data predictions. The 
expression for sensitivity is given in Eq. (2) and expression 
for specificity is given in Eq. (3).

Area under Curve (AUC) is area under ROC (receiver oper-
ating characteristic curve) and is calculated using the Eq. (4).

where xi is the abscissa of the ith point in the ROC curve and 
yi is the ordinate of the ith point in the ROC curve. Table 10 
shows the Sensitivity, Specificity & AUC obtained for breast 
cancer classification.

9.3  F‑measure

The weighted harmonic mean of recall and precision is 
F-measure and the expression is shown in Eq. (5). F-measure 
obtained for breast cancer classification of histopathological 
images is shown in Table 11.

10  Future trends and challenges in breast 
cancer image analysis

This section outlines future research directions for breast 
cancer classification and detection, and significant efforts 
are needed to improve the efficiency of classification of 
breast cancer. This review highlighted the current trends of 
breast cancer detection and classification using deep learn-
ing approaches. Despite the good outcomes of the literature 

(1)Accuracy =
TP + TN

TP + TN + FP + FN

(2)Sensitivity = 100 ∗ TP∕(TP + FN)

(3)Specif icity = 100 ∗ TN∕(TN + FP)

(4)AUC =
∑N

i=1

(

yi + yi−1
)

× (xi+1 − xi)∕2

(5)F − measure =
2 × TP

(2 × TP) + FP + FN
.
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Table 8  Methods used, Convolutional neural network architectures and the image modalities

References Method used CNN Architecture Image Modality

[58] Transfer leaning DenseNet 201, Inception V3, Inception ReseNet V2, 
MobileNet V2, ResNet 50, VGG16, and VGG19

Histopathological images

[61] Transfer learning EfficientNetB2, InceptionV3, and ResNet50 Ultrasound images
[45] Deep Neural Network EfficientNet Mammograms
[46] Transfer Learning MOD-RES, Nasnet-Mobile network Mammograms
[59] Dual step transfer learning process ResNet101, VGG16, ResNet50, Xception Histopathological images
[60] Deep convolutional neural network Deep CNN Histopathological images
[43] Convolutional Neural Network

Graph Neural Network
Net-5 model Mammograms

[44] Convolutional Neural Network DenseNet-169 and EfficientNet-B5 Mammograms
[62] Convolutional Neural Network Custom CNN MRI
[63] Deep Learning assisted Efficient AdaBoost Algorithm Custom CNN MRI
[93] Deep Neural Network Custom CNN Mammograms
[73] Convolutional Neural Network

Artificial Neural Network
Custom CNN Histopathological images

[122]
[57] Transfer learning ResNet and DenseNet Histopathological Images
[33] Convolutional Neural Network ResHist Histopathological Images
[28] Assembling multiple compact hybrid convolutional 

neural networks
Hybrid convolutional neural network Histopathology Images

[30] Multi-classification
Extract patches and split patches
Feature extraction from patches

ResNet50 Histology images

[47] Fully convolutional autoencoder Convolutional autoencoder Histopathology Images
[48] Detection of invasive carcinoma breast cancer

Patch formation
Supervised and unsupervised classification
Supervised Encoder FusionNet

FusionNet Histology images

[49] Multiclass classification
Five classes

Fully convolutional neural network Histopathology Images

[50] Transfer Learning AlexNet, GoogleNet, and ResNet Histology Images
[51] Convolutional Neural Network

Comparison between convolutional neural network and 
features based classification

BVLC Caffe Histology Images

[13] Deep convolutional feature extraction
Supervised and unsupervised classification

VGG, Inception V3, VGG-16 and ResNet-50 Histology Images

[52] Four class classification Convolutional Neural Network Histology images
[53] Pre-trained convolutional neural network BVLC CaffeNet Model Histopathological images
[54] Supervised training using patches

Classification by combining the patches
AlexNet Histopathology images

[55] Deep belief path followed by back propagation path Deep belief networks Histopathology images
[56] Mitosis Detection DNN-Deep Neural Network Histology images
[12] Transfer Learning GoogleNet, VGGNet, and ResNet Microscopic images
[37] ROI using mass detection

Feature extraction
Labeled classification

7-layer CNN Mammogram Images

[38] Transfer learning CNN-F, CNN-M and Caffe Mammogram Images
[39] Threshold and region-based segmentation

Feature extraction and classification using deep convo-
lutional neural network

Alexnet Mammogram Images

[40] Transfer learning LeNet,U-Net,AlexNet Ultrasound images
[41] Semi-supervised learning 7-layer CNN Mammogram Images
[42] Transfer Learning Xception65, ResNet101 Mammogram Images
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Table 9  Accuracies obtained for breast cancer classification

References Accuracy Classes

Zerouaoui et al. [58] FNAC Dataset- 99% Binary
BreakHis Dataset 40x—92.61%,

100x—92%,
200x- 93.93%,
400x—91.73%

Ayana et al. [61] Mendeley dataset 99 ± 0.612% Binary
MT-Small-Dataset 98.7 ± 1.1%

Tsai et al. [45] 94.22% Eight class
Alruwaili et al. [46] MOD-RES Model

(Oversampling) – 89.5
Binary

MOD-RES Model -70%
Nasnet-Mobile network – 70%

Phan et al. [59] 0.68- 0.78 Four class
Thapa et al. [60] 94% Four class
Zhang et al. [43] 96.10 ± 1.60% Binary
Suh et al. [44] DenseNet 169—88.1 ± 0.2 Binary

EfficientNet-B5—87.9 ± 4.7
Yurttakal et al. [62] 0.9833 Binary
Zheng et al. [63] 97.2%, Binary
Celik et al. [57] 91.57% Binary
Gour et al. [33] 92.52% Binary
Brancati et al. [48] 97.67% Binary
Baris Gecer et al. [49] 55% Binary
Ahmad et al. [50] 85% Binary
Bardou et al. [51] Between 96.15% and 98.33% Binary
Abdel-Zaher et al. [55] 99.68% Binary
Zhu et al. [28] 84.4% Binary
Spanhol [53] 84.6 Binary
Spanhol [54] 89.6 ± 6.5% Binary
Rakhlin et al. [13] 93.8 ± 2.3% Binary

87.2 ± 2.6% Four class
Araújo et al. [52] 83.3% Binary

77.8% Four class
Sana Ullah Khan et al. [12] 97.525% Binary
Zhiqiong Wang et al. [37] 76.25% Binary
Dina A. Ragab et al. [39] 79% DDSM Dataset

(ROI manually)
Binary

80.9%
DDSM Dataset
(Threshold and region based segmentation)
87.2%
CBIS-DDSM Dataset

Wenqing Sun et al. [41] 82.43% Binary
Ahmed et al. [42] MaskRCNN – 98% Binary

Deep Lab – 95%
Mogana Darshini Ganggayah et al. [123] 82.7% Binary
Shahnorbanun Sahran et al. [64] 90.8%
Monika Tiwari et al. [73] SVM and RF Classifier-96.5%

ANN—97.3%
CNN—99.3%

Binary

Remya et al. [124] 94.38%
Mi et al. [80] 85.19%

96.30%
Multi-classification
Binary-classification
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search, there are still few limitations and difficulties with 
regard to our current search study and are presented below:

• Lack of large publicly available datasets- deep learning 
requires large datasets for efficient detection.

• The majority of the studies observed the private data-
bases obtained from clinics or cancer research organiza-
tions. For evaluating and comparing the performance of 
these datasets along with the developed models is strenu-
ous.

• Incorrect labeling of data due to observer variations with 
regard to image segmentation datasets.

• Computation time, Memory overhead are not presented.
• Benchmark dataset is not available to large extend.

Future work includes:

• A reliable CAD system with explainable AI is essential 
for doctors/ radiologists to diagnose breast cancer at an 
early stage.

• Different image modalities (Histopathology, MRI, CT, 
Thermal, Mammogram) of affected individuals should 
be gathered. Labeled multi class cancer data set should 
be included for improving the performance of detection.

• Development of automatic annotator that can segment the 
cancer images without the help of radiologist/clinicians.

• Appropriate selection of pre-processing algorithms to 
enhance the image quality will improve the model accu-
racy.

• Unsupervised / saliency maps can be used to overcome 
the unlabelled datasets.

• A multi hybrid models for analyzing multi-image modali-
ties using deep learning can be investigated.

• Major challenge with computer aided diagnosis is the 
availability of large dataset. Few shots learning can be 
explored to overcome the limitations of small datasets.

• Implementation of deep learning models for multi-class 
classification similar to BRAIDS (Breast Imaging-
Reporting and Data System) and TNM (Tumour Node, 
Metastasis).

Table 10  Sensitivity, Specificity 
& AUC obtained for breast 
cancer classification

Author Sensitivity Specificity  AUC 

Tsai et al. [45] 95.31% 99.15% 0.9725
Phan et al. [59] - - 0.88 – 0.94
Zhang et al. [43] 96.20 ± 2.90% 96.00 ± 2.31% -
Suh et al. [44] 87.0 ± 0.0

88.3 ± 4.7
88.4 ± 0.2
87.9 ± 4.7

0.952 ± 0.005
0.954 ± 0.020

Yurttakal et al. [62] 1.00 0.9688
Zheng et al. [63] 98.3% 96.5% -
Shen et al. [93] CBIS-DDSM 86.1% 80.1% 0.91
Shen et al. [93] FFDM 86.7% 96.1% 0.95
Rakhlin et al. [13] 96.5% 88% 0.973
Abdel-Zaher et al. [55] 100% 99.4%
Wenqing Sun et al. [41] 0.88

Table 11  F-measure obtained for breast cancer classification of histopathological images

References F-measure

Alruwaili et al. [46] MOD-RES Model -89.5
(Oversampling)
Nasnet-Mobile-75
MOD-RES Model-62.5

Yurttakal et al. [62] 0.9825
Celik et al. [57] 94.11%
Gour et al. [33] 93.45%
Li et al. [47] 0.77
Cireşan et al. [56] 0.782
Yap et al. [40] LeNet Dataset A 0.91 LeNet Dataset B 0.91 U-Net Dataset A 0.89 U-Net Dataset B 0.78
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11  Conclusion

In this paper we presented a survey on the methods for 
detecting breast cancer using various image modalities. 
Traditional method of manually analysing breast images  
is time consuming, tedious and error prone [125]. With the 
advent of computer aided design methods, it is possible to 
analyse the images automatically. Deep Learning techniques 
which can extract the features automatically can be used 
efficiently for breast cancer detection. Convolutional neural 
network (CNN) which is a deep learning technique have 
been widely used for analysing breast images. It has been 
found that the usage of transfer learning is very high. This 
paper discusses about datasets, image pre-processing meth-
ods, data augmentations and deep learning models adapted 
by various authors. The performance metrics used by the 
different models includes accuracy, specificity, sensitivity 
and AUC. Even though many effective methods have been 
proposed for the detection of breast cancer, it is still risking 
the lives of thousands. A major pitfall in most of the deep 
learning technique is the need for a large dataset and the dif-
ficulty to get an appropriate dataset. Computational power 
and time also should be considered while analysing breast 
images and often very high computing power is required. 
Hence much efficient methods need to be found out which 
can detect breast cancer at an earlier stage with reduced cost 
and time requirements.
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