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Abstract
Polycystic ovary syndrome (PCOS) has been determined as one of the serious health problems among women which affects 
women’s fertility and leads to crucial health conditions. Hence, early diagnosis of polycystic ovary syndrome can be effective 
in the treatment process. Recently, machine learning methods have acquired promising results in medical diagnosis. Further-
more, feature selection techniques which generate the most significant subset of features, can reduce the computational time 
and improve the performance of classifiers. Conventional single machine learning algorithms classify datasets in a single 
process with an individual model whereas ensemble machine learning algorithms create multiple process with a combination 
of two or more models which can achieve more accurate results. Therefore, considering the advantages of ensemble classifiers 
and feature selection methods, in this study, traditional and ensemble classifiers were applied on the Kaggle PCOS dataset 
to diagnose polycystic ovary syndrome. Furthermore, the performance of various classifiers (i.e., Ensemble Random Forest, 
Extra Tree, Adaptive Boosting (AdaBoost) and Multi-Layer Perceptron (MLP)) were investigated using the dataset with all 
features and reduced subsets of features which were generated by filter, embedded and wrapper feature selection methods. 
The experimental results demonstrated that the feature selection methods had beneficial effects on the improvement of the 
performance of all classifiers. Moreover, Ensemble Random Forest classifier by using the reduced subset of features based 
on the embedded feature selection method surpassed other classifiers with Accuracy of 98.89% and Sensitivity of 100% in 
this study and other studies in the literature.

Keywords Polycystic ovary syndrome diagnosis · Feature selection · Machine learning · Random forest · Ensemble 
learning

1 Introduction

Polycystic ovary syndrome (PCOS) is one of the most preva-
lent endocrine disorders which affects 8–13% of women in 
productive age and 6–18% of younger females [1]. More-
over, approximately 70% of PCOS diagnosed women are 
infertile due to the accumulation of various cysts in their 
ovary which leads to ovulation failure. Although, geographic 
location, and genes are the major causes of this disorder, 
unhealthy diet, infectious diseases can aggravate the condi-
tion [2].

Not only do PCOS-patients suffer from infertility, but they 
also experience symptoms of imbalanced female hormones, 

high levels of male hormones and hair loss. Furthermore, 
PCOS can result in other serious disorders such as high blood 
pressure, mental disorders, heart diseases, diabetes (type 2) 
and endocrine disorders, as well. Hence, early prognosis of 
PCOS which mostly relies on both physical symptoms (e.g., 
abnormal hair growing under females’ chin) and biochemical 
and clinical examinations is an essential issue and it can be 
beneficial in the treatment process [3, 4].

Since the advent of various technologies in biomedical 
and healthcare has resulted in acquisition of huge amount of 
data, extraction of rational conclusions to identify diseases 
has become a challenging task. Therefore, machine learning 
techniques as the sub-branch of artificial intelligence meth-
ods can learn relations and patterns among data to make log-
ical decisions about unseen data in different fields of study 
particularly diagnosis of diseases such as diabetes, infec-
tious diseases, Autism, etc. [5–7], in order to assist physi-
cians and accelerate the process of diagnosis and prediction. 
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Furthermore, as recently machine learning techniques have 
achieved satisfying results in terms of diagnosis of diseases 
which contributes to early treatment and reduction of death 
toll, scientists have been inclined to take the advantage of 
different machine learning methods to predict diseases [8].

Classification methods which can discriminate different 
categories, are the most prevalent machine learning tech-
niques in medical diagnosis. However, the accuracy of clas-
sifiers can be affected by high dimensional data, due to the 
overfitting conditions and costly computational tasks. Thus, 
selecting the most significant data can reduce the overfitting 
risk and improve the processing time and accuracy of the 
classification methods [9].

Although different studies have focused on detection 
of follicle and classification of PCOS in women using 
ultrasound images [10, 11], in general the first stage of 
prognosis of PCOS is screening patients based on clinical 
examinations. Hence, in this study, to diagnose PCOS, dif-
ferent machine learning algorithms (i.e., Multi-Layer Per-
ceptron (MLP), Ensemble Random Forest (RF), Ensemble 
Boosting and Ensemble Extra Tree) were applied on Kag-
gle PCOS clinical dataset [12]. Moreover, the accuracy 
rate of each classifier was evaluated after applying various 
feature selection methods (i.e., wrapper, filter and embed-
ded methods).

The rest of the paper is organized as follows: a literature 
review of other studies which have used various machine 
learning algorithms and feature selection methods to diag-
nose PCOS using the Kaggle PCOS dataset and other dif-
ferent datasets, is presented in the second section; a brief 
explanation of the used classification algorithms and fea-
ture selection methods as well as dataset description are 
presented in the third section. Additionally, the description 
of classification and feature selection processes which were 
applied in this study were given in the fourth section. The 
experimental results and discussion of the used methods and 
conclusion were presented in the fifth and sixth sections, 
respectively.

2  Literature review

In this section a brief description of studies which applied 
machine learning methods and feature selection techniques 
to classify different clinical PCOS datasets, are presented.

Mehrotra et al. [13] evaluated the performance of LR and 
Bayesian classifiers in terms of classification of selected 
features of PCOS dataset which was collected from Ghosh 
Dastidar Institute for Fertility Research (GDIFR), Kolkata. 
Furthermore, statistical methods of t-value and p-value were 
used as feature selection methods. Experimental results dem-
onstrated that Bayesian classifiers achieved higher accuracy 

rate (93.93%) than LR [13]. Meena et al. [15] proposed Neu-
ral Fuzzy Rough Subset Evaluating (NFRSE) as a feature 
selection method and used Information Gain Subset Evo-
lution (IGSE) to provide selected features of their PCOS 
patients’ dataset [14] for ID3 and J48 decision tree classifiers. 
Results showed that NFRSE-ID3 obtained less error rate than 
the others [15]. Meena et al. [15] evaluated the performance 
of their proposed hybrid feature selection and classification 
method (a combination of Neural Fuzzy Rough Set (NFRS) 
and ANNs) and various feature selection methods (PCA, 
Gain Ration, Information Gain and Correlation based Fea-
ture Selection (CFS)) and classifiers (SVM, ANNs, Deci-
sion Tree and NB) in classification of their PCOS dataset. 
Experimental results demonstrated that the hybrid method 
could achieve the highest classification accuracy (83.83%) 
among other methods [16]. Balogun et al. [17] used C4.5 
Decision Tree, NB and MLP to classify PCOS dataset of 
Obafemi Awolowo University and the results presented that 
C4.5 Decision Tree and MLP surpassed NB, by the accuracy 
rate of 74.359 [17]. Vikas et al. [19] compared performance 
of three classifiers (NB, Decision Tree and ANNs) in clas-
sification of the PCOS survey dataset [18] and the results 
showed that NB obtained higher accuracy rate (97.65%) than 
the other two classifiers [19]. Denny et al. [20] applied Prin-
cipal Component Analysis (PCA) to identify optimal features 
of their PCOS dataset which was gathered from infertility 
treatment centers at Thrissur and applied various classifica-
tion methods (i.e., CART, KNN, Gaussian NB, RF, SVM 
and LR) to early diagnosis of PCOS. Results demonstrated 
the Superiority of RF (by 89.02% accuracy rate) over other 
classifiers [20]. Bharati et al. [21] applied filter based uni-
variate feature selection method to select the most impor-
tant features using Kaggle PCOS dataset. Furthermore, they 
used gradient boosting, RF, Logistic Regression (LR) and 
Hybrid Random Forest and Logistic Regression (RFLR) to 
classify PCOS using selected ten features. The results dem-
onstrated that RFLR could surpass other classifiers in terms 
of the accuracy of classification (91.01%) and recall value 
(90%) [21]. Hassan and Mirza [22], used different machine 
learning methods (i.e., RF, Support Vector Machine (SVM), 
CART, Naïve Bayes (NB) and LR) to classify Kaggle PCOS 
dataset. Moreover, experimental results presented that RF 
could outperform other classifiers by achieving 96% clas-
sification accuracy rate [22]. Neto et al. [23], compared the 
performance of different classifiers (i.e., SVM, MLP, RF, LR 
and Gaussian NB) in classification of PCOS Kaggle dataset. 
RF could surpass other classifiers by achieving the accuracy 
rate of 95% and a precision of 96% [23]. Munjal et al. [24] 
used three machine learning methods (i.e., Extra Trees, RF 
and Decision Tree) and Genetic Algorithms (GA) as a fea-
ture selection method to diagnose PCOS using Kaggle PCOS 
dataset with nine features. Results showed that Extra Trees 
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could surpassed the other two classifiers with the highest 
accuracy rate (88%) [24]. Nandipati et al. [26] compared dif-
ferent classification methods and feature selection methods 
in Python and Rapid Minder tools to classify Kaggle PCOS 
dataset. Their results showed that RF (using RapidMiner) 
without feature selection could achieve accuracy rate of 
93.12% and KNN and SVM gained 90.83 accuracy rate using 
ten selected features [25]. Prapty and Shitu [25] applied Deci-
sion Tree to select effective features of their PCOS dataset 
and they also applied RF, SVM, NB and KNN to classify the 
dataset. Finally, results indicated that RF could outperform 
other classifiers by 93.5% accuracy rate [26]. Pushkarini and 
Anusuya [27] applied RF, Linear Regression and K-Nearest 
Network (KNN) methods on a collected PCOS dataset from 
infertility clinic and research center in order to classify the 
dataset. Experimental results demonstrated that RF could 
achieve the highest  R2 compared to the other two methods 
[27]. Tanwani [28] applied filter methods to find correlation 
between features of Kaggle PCOS dataset and classified the 
dataset using LR and KNN. Results showed that LR achieved 
higher accuracy rate by 92% (with ten selected features) 
compared to KNN [28]. Thomas and Kavitha [29] applied 
hybrid classification method (combination of ANNs and NB) 
to classify clinical PCOS dataset which was gathered from 
hospitals and scanning center at Thodupuzha. Moreover, their 
hybrid classifier could obtain 95% accuracy rate [29]. Inan 
et al. [30] used statistical methods (i.e., Chi-Square and Anal-
ysis of Variance (ANOVA)) for feature selection of Kaggle 
PCOS dataset to provide inputs for different classifiers (i.e., 
SVM, KNN, RF, Ensemble Adaptive Boosting (AdaBoost), 
XGBoost, NB and MLP). Experimental results showed that 
XGBoost could achieve higher classification accuracy rate 
(95.83) compared to the other classifiers [30]. Zhang et al. 
[31] applied XGB, KNN, RF and stacking classifier model 
including KNN, RF and XGB in its first layer and XGB in its 
second layer for classification of two datasets obtained from 
Raman spectra of the Shengjing Hospital of China Medical 
University. Additionally, the dataset included two groups of 
data from follicular fluid samples and the plasma samples. 
Experimental results indicated that the stacking classifier 
model achieved higher accuracy rate (89.32%) by using fol-
licular fluid than using plasma samples and it could surpass 
other classifiers as well [31].

3  Materials and methods

Different classification algorithms (i.e., Ensemble RF, 
Ensemble AdaBoost, ANNs (MLP) and Ensemble Extra 
Tree) and also filter, wrapper and ensemble feature selec-
tion methods which were used to diagnose PCOS, are 
explained in this section.

3.1  Artificial neural networks (ANNs)

Artificial Neural Networks (ANNs) [32] which are inspired 
by the networks of the nerve cells of human brain, include 
artificial interconnected neurons imitating the process of 
biological central nervous system. The structure of ANNs is 
based on the modification and adjustment of weights during 
training of the network. Additionally, after calculation of the 
output based on the class labels, weights will be re-calculated 
by considering the differences between the actual class labels 
and the predicted output labels. One of the prevalent types 
of ANNs is Feed Forward Neural Networks in which the 
calculated weight values of each previous layer is sent to the 
next layer.

Multi-Layer Perceptron (MLP) is one of the most signifi-
cant classes of Feed Forward Neural Network which uses 
Back Propagation algorithm in training process to reduce 
the error rate of weight adjustment of the network [33] and 
has achieved satisfying results in classification of different 
biomedical datasets [34, 35].

3.2  Ensemble learning approach

In Ensemble learning the combination of classifiers are 
aggregated to generate a single improved predictive model 
which makes decision based on the classification results of 
all individual classifiers. As a result, it usually can achieve 
higher accuracy rate than individual classifiers [36]. Ensem-
ble AdaBoost, RF and Extra Trees which were used in this 
study as three types of ensemble learning models, are 
described below.

3.2.1  Random forest (RF)

RF which was introduced by Breiman [37] is based on the 
combination of various decision trees. This Ensemble super-
vised method can decrease the prediction error rate of the 
classification task due to the use of bootstrap aggregation 
and bagging to select a sample. Therefore, after arbitrary 
selection of x numbers of features among all features, a node 
is chosen among x features as a candidate split node. Sub-
sequently, feature selection is done at each division and the 
splitting process will stop when decision tree is completed. 
The capability of RF in dealing with high dimensional data 
and various types of data particularly nonparametric data 
makes it as a desirable and efficient method [38].

3.2.2  Ensemble adaptive boosting (AdaBoost)

AdaBoost [39] which is one of the most common ensemble 
boosting algorithms, takes the advantage of using the combi-
nation of independent singular hypothesis to boost the accu-
racy by improving the performance of each individual weak 
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learners. During training process, it changes the distribution 
of training set among individual classifiers to minimize the 
training error and after the completion of training process in 
each iteration, weights are adjusted. Consequently, for each 
correctly classified instance, weights will be reduced and 
final decision will be made by considering the result of all 
single classifiers. Furthermore, boosting algorithms are less 
vulnerable to overfitting problem.

Various machine learning classification algorithms such 
as Decision Tree, SVM or any other algorithms can be used 
as a base classifier of AdaBoost [40].

3.2.3  Ensemble extra tree

The Extra Tree which is also known as Extremely Rand-
omized Tree, is a type of ensemble machine learning algo-
rithm generating numerous unpruned decision trees among 
training set alongside top-down procedure. Contrary to the 
RF, it randomly selects features and cut-points through the 
process of splinting the nodes. Moreover, not only does 
Extra Tree differ from other ensemble-based trees in terms 
of randomly selecting the cut-points, but it also uses the 
entire training set to expand the tree which can result in effi-
cient reduction of variance. Therefore, the final decision of 
the classifier is made based on majority voting [41].

3.3  Feature selection

Feature selection method is applied to reduce features’ 
dimensions as well as to select a subset of dataset in which 
the distribution of classes does not differ from the origi-
nal datasets. Consequently, through feature selection, not 
only the most significant and relevant features to the main 

class/classes are defined, but also irrelevant features are 
removed. However, attempting to create the smallest subset 
can deceive the classifier and result in unrealistic results. 
As a result, selecting the most effective subset is a crucial 
issue. Furthermore, feature selection is beneficial in terms 
of size reduction of data and storage space, shorter training 
time, improvement of the accuracy, and reduction of over-
fitting problem. Thus, the major purpose of feature selec-
tion is creating the smaller subset from the original dataset 
which determine the main and pivotal features to facilitate 
classification process and improve the performance of the 
classifiers as well as interpretation of features. Feature selec-
tion methods are categorized in three groups, filter, wrapper 
and embedded methods (Fig. 1) which generate subset of 
features from original dataset and evaluate the merit of the 
subset by considering their own criteria to provide the most 
optimal feature set [42, 43].

However, the combination of feature selectin methods can 
be developed as hybrid models to take the advantage of the 
efficiency of each method in creating an appropriate feature 
set. Each feature selection methods are discussed below.

3.3.1  Filter method

Filter method which is known as the earliest feature selection 
methods, selects features by considering their characteris-
tics such as distance or their rank among others, rather than 
using machine learning algorithms. Although filter methods 
use statistical techniques to select and evaluate the subset 
which make them scalable and swift, they ignore depend-
ency among features and the interaction with classifiers 
(Fig. 2) [44]. In this study Pearson method was selected as a 
filter feature selector, since it could improve the accuracy of 

Fig. 1  Different kinds of feature selection methods with some examples
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classifiers on PCOS dataset and it was faster than other filter 
methods such as Information Gain and Chi Square, etc. The 
process of Pearson method is described below.

The Pearson feature selection method is a kind of statis-
tical filtering methods which measures the correlation of 
features ranging between –1 and 1. 1 indicates high cor-
relation and –1 indicates low correlation of two features. 
Since Pearson method is efficient in computing correlation 
of features compared to other methods, it is considered as 
the most popular filter method in various studies [45, 46].

3.3.2  Wrapper method

Wrapper Method is known as close-loop feature selec-
tion method. In this method, feature selection algorithm is 
wrapped around the machine learning algorithm and the 
efficiency of the feature selection algorithm is assessed by 
accuracy or error rate of the classifier. Thus, the most opti-
mal subset will be selected when the error rate of the clas-
sifier during feature selection process is not conspicuous 
indicating that the wrapper method depends on the learn-
ing algorithm to select the most efficient subset of features. 
The paramount advantage of the wrapper method over filter 
method is achieving higher accuracy due to its dependency 
on the learning algorithm. However, it includes complex 
computation and also it can confront overfitting problem 
(Fig. 3) [47]. In this study sequential backward selection 
algorithm (SBS) was selected as a wrapper method due to 
its ability which led to be adjusted to the PCOS dataset and 
decreased the validation error and could avoid excessive 
overfitting in each iteration compared to the other wrapper 
methods. The process of SBS is described below.

In the process of collecting the effective features, the 
importance score of each feature is determined by consid-
ering the full dataset at the first step and in each iteration 
features with the least importance score are eliminated. 
Hence, the performance of the model will be improved at 
each iteration. After merging remained features, the round 
will commence until no more improvement is recognized by 
eliminating features [48].

3.3.3  Embedded method

In embedded method which is known as built-in- feature 
selection method, feature selection is embedded as a com-
ponent of the learning algorithm to assist the feature evalu-
ator in the process of selecting the optimal subset. The most 
common learning algorithms in the embedded methods 

are various types of decision tree and ANNs. Moreover, 
as embedded method does not repeatedly apply classifier 
to evaluate each feature of the selected subset, it does not 
include complicated computation. As a result, its less com-
putational process relies on the selection of features through 
implementing learning algorithm which makes it more effec-
tive feature selection mechanism compared to filter and 
wrapper methods (Fig. 4) [49]. In contrast to some embed-
ded feature selectors such as Lasso and Ridge Regression 
using penalty function to reduce overfitting problem which 
increases the computational cost, RF has the capability to 
deal with overfitting problem without using penalty function 
which makes it conspicuously efficient and convenient in 
solving various problems [50, 51]. Hence, in this study RF 
feature selection is selected as an embedded feature selector 
due to its advantage in dealing with overfitting problem on 
PCOS dataset compared to other embedded feature selec-
tion methods. The process of RF feature selection method 
is explained below.

Firstly, bagging method is applied on the training set to gen-
erate different subsets of features which are used to construct 
various decision trees. Moreover, in the growing process of 

Fig. 2  Filter feature selection 
method

Fig. 3  Wrapper feature selection method
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each tree, splitting of each node relates to the selected features 
among candidate subsets which are arbitrarily selected. There-
fore, splitting of nodes results in the growth of all trees without 
applying pruning and each tree is considered as a principal clas-
sifier. In the final step, all trees are connected to produce a Ran-
dom Forest which generates the efficient subset of features [50].

3.4  Performance metrics

In this section the most common evaluation metrics [52] 
which are considered in this study to investigate the per-
formance of classifiers are described below.

True Positive (TP): Samples with positive label are cor-
rectly predicted as positive.
True Negative (TN): Samples with negative label are cor-
rectly predicted as negative.
False Positive (FP): Samples with negative labels are 
inaccurately classified as positive.
False Negative (FN): Samples with positive labels are 
inaccurately classified as negative.

Accuracy: Indicates the total proportion of correctly 
predicted classes.

Sensitivity (Recall): Indicates what proportion of pre-
dicted class labels as positive labels (with-PCOS labels) 
belong to positive labels.

(1)Accuracy =
TP + TN

TP + FP + TN + FN

Specificity: demonstrates what proportion of predicted 
class labels as negative labels (without-PCOS labels) 
belong to negative labels.

Precision: demonstrates the proportion of predicted 
classes as “with-PCOS” labels on all positive classified 
labels.

Receiver Operating Characteristic (ROC) Curve: Is one 
of the evaluation tools of performance analysis of the clas-
sifier in which the X-axis represents the FP-rate and Y-axis 
represents TP-rate. The area under the ROC curve (AUC) 
which is between 0 (all classes are predicted inaccurately) 
and 1 (all class labels are accurately classified), interprets 
the performance of the classifier.

3.5  Dataset and preprocessing

In this study PCOS dataset which was gathered from 10 
different Indian hospitals, is collected from Kaggle Data-
set Repository [12]. The dataset includes 43 features which 
are based on physical and medical examination from 541 
women and the class feature indicates which person is diag-
nosed with PCOS (177 instances) or without PCOS (364 
instances).

Since dataset was provided in two sections, in preparation 
process of the dataset, two separated datasets were merged 
based on patient number. Moreover, some features which 
include missing values (i.e., Marriage Status, beta-HCG, 
AMH and Fast food) were filled with median value of the 
instances. Consequently, after elimination of patient number, 
the prepared dataset contains 42 features without missing 
values. Additionally, feature descriptions are depicted in 
Table 1.

4  Classification of PCOS

In order to diagnose patients with PCOS or without PCOS using 
machine learning techniques, the prepared dataset was divided 
into train and test sections using tenfold cross validation.

(2)Sensitivity =
TP

TP + FN

(3)Specificity =
TN

TN + FP

(4)Precision =
TP

TP + FP

(5)F −measure = 2 ×
Sensitivity × Precision

Sensitivity + Precision

Fig. 4  Embedded feature selection
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Train dataset went through four classification methods (i.e., 
MLP (as Feed Forward ANNs), Ensemble AdaBoost, Ensem-
ble RF and Ensemble Extra Tree) in two steps including with 
and without feature selection methods.

Since each patient can have different symptoms and/or 
combination of symptoms, diagnosis process may mostly 
depend on the most significant features. Therefore, in order to 
select the most effective features and reduce dimension of the 
dataset to assist physicians during diagnosis process, feature 
selection methods can play a pivotal role.

In this study, to select important features, various feature 
selectin methods were applied on the dataset. Thus, Sequen-
tial Backward Selection (SBS) as a wrapper feature selection 
method, Pearson method as a filter feature selection method 
and RF as an embedded feature selection method, were applied 
on the dataset to reduce the dimension of the dataset and to 
select the most significant features. The framework of this study 
including all steps in diagnosis of PCOS is illustrated in Fig. 5.

The performance of classification algorithms on both data-
sets including dataset with whole features and datasets with 
reduced features was evaluated. Hence, in the first step, dataset 
was classified by five classification algorithms and the perfor-
mance of each classifier was calculated. Furthermore, Ensemble 
RF, MLP, Ensemble AdaBoost and Ensemble Extra Tree classi-
fiers were applied on each reduced dataset resulted by different 
feature selection methods. In this study Python as a program-
ming language, Scikit-learn library and Jupiter notebook were 
used to develop machine learning and feature selection models.

5  Experimental results and discussion

In this study three types of feature selection methods 
including Sequential Backward Selection (SBS) as a wrap-
per feature selection method, Pearson method as a filter 

feature selection method and RF as an embedded feature 
selection method were applied on the PCOS dataset to 
evaluate the effect of feature selection on the performance 
of various classifiers in recognition of patients with and 
without PCOS. Feature selection methods reduced the 
number of features of the original dataset which included 
42 features. Pearson filter feature selection method 
decreased the number of features to 33 and SBS wrapper 
feature section method reduced the number of features to 
30. Furthermore, the number of features of the PCOS was 
reduced to 28 by applying RF embedded feature selection.

Moreover, different classifiers were applied on the data-
set with whole features (without applying feature selec-
tion) and datasets with reduced features resulted by feature 
selection methods.

Confusion matrix of various classifiers using different 
feature selection methods on the PCOS dataset with whole 
features and reduced features are depicted in Tables 2, 3, 
4, and 5.

Although correctly classified labels with and without 
PCOS in Ensemble RF classifier (with TN = 347 out of 
364 and TP = 173 out of 177) and MLP (with TN = 346 
and TP = 174) are not exactly the same, the differences in 
their FN and FP compensate the differences of TP and TN 
and they could show approximately the same performance 
(accuracy = 96.11%) in in classification of PCOS without 
using feature selection algorithms (Tables 2 and 6).

As a result, among four classifiers in classification of 
PCOS with whole features, Ensemble RF and MLP could 
classify higher number of patients with PCOS and without 
PCOS and their inaccurately classified instances (FP and FN) 
are less than Ensemble AdaBoost and Ensemble Extra Tree. 
Moreover, Ensemble Extra Tree classifier with the highest 
inaccurately classified instances (FN = 9 and FP = 25) and 
the lowest accurately classified instances (TN = 339 and 

Table 1  Feature Description of 
PCOS dataset

No Feature No Feature No Feature

1 PCOS class label 15 I beta-HCG 29 Weight gain
2 Age 16 II beta-HCG 30 Hair growth
3 Weight 17 FSH: Follicle stimulating hormone 31 Skin darkening
4 Height 18 LH: Luteinizing Hormone 32 Hair loss
5 BMI: Body Mass Index 19 FSH/LH 33 Pimples
6 Blood Group 20 Hip (inch) 34 Fast food
7 Pulse rate 21 Waist (inch) 35 Regular Exercise
8 RR (breaths/min) 22 Waist: Hip Ratio 36 BP Systolic
9 Hb: hemoglobin 23 TSH: Thyroid-Stimulating Hormone 37 BP Diastolic
10 Cycle: menstrual cycle 24 AMH: Anti-Müllerian Hormone 38 Follicle No. (L)
11 Cycle length (days) 25 PRL: Prolactin 39 Follicle No. (R)
12 Marriage Status 26 Vitamin D3 40 Avg. F size (L)
13 Pregnant 27 PRG: Progesterone 41 Avg. F size (R)
14 No. of abortions 28 RBS: Random Blood Sugar 42 Endometrium
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TP = 168) showed the lowest performance among all clas-
sifiers in classification of the dataset without using feature 
selection methods (Table 2). Considering the number of accu-
rately and inaccurately predicted classes on PCOS dataset 
without using any feature selection method, MLP and RF 
could acquire the highest and the same classification accuracy 
rate (96.11%). Furthermore, the less value of FP and FN the 
classifiers acquire, the more value of sensitivity, specificity 

and precision are achieved. Consequently, the value of speci-
ficity (95.32%) and precision (91.05%) of the Ensemble RF 
classifier is higher than the specificity (95.05%) and precision 
(90.15%) of MLP due to its low value of FP. Additionally, 
the highest value of sensitivity (98.30%) of MLP is due to its 
lowest value of FN (Table 6).

Comparison of the results of correctly and incorrectly 
classified instances demonstrates that all feature selection 

Fig. 5  Framework of the study

Table 2  Confusion Matrix of all classifiers on whole dataset without 
using a feature selection method

Classifier Actual Prediction

Without PCOS With PCOS

Ensemble Random 
Forest

Without PCOS 347 17
With PCOS 4 173

MLP Without PCOS 346 18
With PCOS 3 174

Ensemble Extra Tree Without PCOS 339 25
With PCOS 9 168

Ensemble AdaBoost Without PCOS 347 17
With PCOS 6 171

Table 3  Confusion Matrix of all classifiers on reduced dataset using 
Pearson filter feature selection

Classifier Actual Prediction

Without PCOS With PCOS

Ensemble Random 
Forest

Without PCOS 348 16
With PCOS 2 175

MLP Without PCOS 348 16
With PCOS 3 174

Ensemble Extra Tree Without PCOS 340 24
With PCOS 7 170

Ensemble AdaBoost Without PCOS 346 18
With PCOS 4 173
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methods could have positive impact on the performance 
of the classifiers.

Thus, Pearson filter method which reduced the number of 
features of the dataset to 33, could improve the classifiers’ 
performance in terms of increasing the number of correctly 
classified instances (TN and TP) and reducing the number 
of incorrectly classified instances (FN and FP). Therefore, 
among all classifiers which were applied on the reduced 
number of features by Pearson method, RF could take the 
advantage of the Pearson method by increasing the number 
of accurately predicted classes (TN = 348 and TP = 175) 
and decreasing the number of inaccurately predicted classes 
(FN = 2 and FP = 16). Moreover, the improvement of the 
result of classified instances in Ensemble Extra Tree using 
filter method is the lowest among other classifiers (Table 3).

Although Pearson filter method couldn’t alter the overall 
accuracy rate (95.74%) of Ensemble AdaBoost compared 
to its performance in using the whole dataset, it could 
improve the accuracy rate of other classifiers. Therefore, 
Ensemble RF classifier could obtain the highest accuracy 
rate (96.67%) on the reduced number of features using Pear-
son method among all other classifiers (Table 7) due to its 
the highest value of TP and TN in prediction of classes 

with-PCOS and without-PCOS labels. Additionally, due to 
the lowest value of FN of the Ensemble RF classifier, its 
sensitivity (98.87) is higher than its competitors (Tables 3 
and 7).

Applying SBS wrapper feature selection method which 
reduced the number of features to 30, could assist classi-
fiers to boost the number of correctly predicted classes and 
reduce the number of incorrectly predicted classes. Conse-
quently, the most conspicuous improvement in the number 
of accurately classified classes (TN and TP) and reduction 
in the number of inaccurately predicted classes (FN and FP) 
is obtained by Ensemble RF classifier (FN = 1 and FP = 10) 
and MLP (FN = 2 and FP = 14) (Table 4).

Since SBS wrapper method could assist classifiers to 
make progress in prediction of class labels and decrease 
their deficiency, all classifiers could achieve higher accu-
racy rate and compared to their performance on the dataset 
with all features. Hence, the accuracy rate of RF classifier 
is the highest (97.96%) and the accuracy rate of Ensemble 
Extra Tree is the lowest (95.19%) among other classifi-
ers using the reduced features resulted by SBS wrapper 
method (Table 8). Furthermore, due to the highest val-
ues of TN and TP and the lowest values of FP and FN 
in Ensemble RF classifier, it could achieve the highest 
values of sensitivity, specificity, precision and F-measure. 
(Tables 4 and 8).

Table 4  Confusion Matrix of all classifiers on reduced dataset using 
SBS wrapper feature selection

Classifier Actual Prediction

Without PCOS With PCOS

Ensemble Random 
Forest

Without PCOS 354 10
With PCOS 1 176

MLP Without PCOS 350 14
With PCOS 2 175

Ensemble Extra Tree Without PCOS 343 21
With PCOS 5 172

Ensemble AdaBoost Without PCOS 348 16
With PCOS 3 174

Table 5  Confusion Matrix of all classifiers on the reduced dataset 
using RF embedded feature selection

Classifier Actual Prediction

Without PCOS With PCOS

Ensemble Random 
Forest

Without PCOS 358 6
With PCOS 0 177

MLP Without PCOS 356 8
With PCOS 0 177

Ensemble Extra Tree Without PCOS 344 20
With PCOS 4 173

Ensemble AdaBoost Without PCOS 352 12
With PCOS 3 174

Table 6  Performance of classifiers without feature selection

Classifier Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F-measure
(%)

Ensemble 
Random 
Forest

96.11 97.74 95.32 91.05 94.27

MLP 96.11 98.30 95.05 90.15 94.04
Ensemble 

AdaBoost
95.74 96.61 95.32 90.95 93.69

Ensemble 
Extra Tree

93.71 94.91 93.13 87.04 90.80

Table 7  Performance of classifiers using reduced features resulted by 
Pearson filter method

Classifier Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F-measure
(%)

Ensemble 
Random 
Forest

96.67 98.87 95.60 91.62 95.10

MLP 96.48 93.30 95.60 91.57 94.81
Ensemble 

Ada-
Boost

95.74 97.74 95.05 90.57 94.01

Ensemble 
Extra 
Tree

94.26 96.04 93.40 87.62 91.63
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Furthermore, RF embedded feature selection method, 
which reduced the number of features to 28, could assist all 
classifiers to acquire the highest number of correctly pre-
dicted classes and the lowest number of incorrectly clas-
sified instances, compared to their own achievements in 
using other feature selection methods. Hence, Ensemble RF 
and MLP are the most prosperous classifiers which could 
correctly classify all patients with PCOS (TP = 177 and 
FN = 0) and reduced the number of incorrectly predicted 
classes without PCOS (FP) to 6 and 8 which indicates only 
6 instances by Ensemble RF classifier and 8 instances by 
MLP classifier were not correctly classified as without 
PCOS labels. Additionally, AdaBoost using reduced features 
by embedded RF feature selection could correctly predict 
352 (TN) classes as without-PCOS label and consequently 
it could reduce incorrectly classified classes as with-PCOS 
label (FP = 12) which are more satisfying than the results of 
Extra Tree (Table 5).

In addition, since RF embedded method could effectively 
improve the performance of all classifiers by considering 
their achievements of the highest values of TN and TP and 
the lowest values of FN and FP, the accuracy rate of all 
classifiers showed their highest values. Thus, Ensemble 
RF classifier using 28 features of the dataset could obtain 
higher accuracy rate (98.89%), specificity (98.35%), preci-
sion (96.72%) and F-measure (98.33%) compared to the 
other classifiers. Moreover, it obtained the same value of 
sensitivity (100%) with MLP due to the lowest value of FN 
(0) (Tables 5 and 9).

On the whole, Ensemble RF and MLP could acquire the 
highest and the same accuracy rate in diagnosis of PCOS 
without using any feature selection methods (Table 6). 
However, Ensemble RF could surpass all classifiers using 
reduced number of features resulted by different fea-
ture selection methods. Furthermore, the most promising 
accuracy rate of Ensemble RF classifier is 98.89% which 

indicates using reduced numbers of features achieved by RF 
embedded method could assist the classifier to decrease the 
rate of inaccurately classified instances to 1.11%. (Table 10).

Additionally, the ROC curve of the Ensemble RF classi-
fier using reduced features resulted by RF embedded feature 
selection method which presented the highest performance 
and the ROC curves of the Ensemble Extra Tree without 
using any feature selector and using Pearson filter method 
which presented the lowest performance, are depicted in 
Fig. 6. Comparison Results demonstrate that since ROC 
curve of Ensemble RF classifier using RF embedded fea-
ture selection method is near to 1 and its AUC is higher than 
AUC of the weakest classifiers (i.e. Extra Tree using filter 
feature selection method and Extra Tree using all features 
without using a feature selector), it could perform perfectly 
at distinguishing classes with-PCOS and without-PCOS 
labels. In conclusion, between the both Extra Trees which 
resulted in the lowest performance, since AUC of ROC 
curve of Extra Tree using filter method is approximately 
larger than the AUC of Extra Tree using all features, its per-
formance is better than Extra Tree using all features without 
using any feature selection method.

Not only did RF classifier achieve the highest perfor-
mance in classification of PCOS dataset with both reduced 
number of features and all features of the dataset, but it also 
could achieve the highest accuracy rate among all studies 
in the literature in which the same dataset were used. Con-
sequently, considering the previous studies in the literature 
using the Kaggle PCOS dataset, inordinate reduction of fea-
tures couldn’t distinctively improve the accuracy of classifi-
ers and the highest accuracy (92.00%) among studies which 
reduced the number of features to 10 belongs to LR classifier 
[28]. Moreover, since the main purpose of feature selection 
is not only reducing the number of features, but it is also 
the improvement of the prediction ability of the classifier to 
gain more precise results and assist physicians. Consequently, 

Table 8  Performance of 
classifiers using reduced 
features resulted by SBS 
wrapper method

Classifier Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F-measure
(%)

Ensemble Random Forest 97.96 99.43 97.25 94.62 96.96
MLP 97.04 98.87 96.15 92.59 95.62
Ensemble AdaBoost 96.48 98.30 95.60 91.57 94.81
Ensemble Extra Tree 95.19 97.17 94.23 89.11 92.96

Table 9  Performance of 
classifiers using reduced 
features resulted by RF 
Embedded method

Classifier Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F-measure
(%)

Ensemble Random Forest 98.89 100 98.35 96.72 98.33
MLP 98.52 100 97.80 95.67 97.78
Ensemble AdaBoost 97.22 98.30 96.70 93.54 95.86
Ensemble Extra Tree 95.56 97.74 94.50 89.63 93.50
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Table 10  Summary of the 
performance of RF classifier on 
all features and reduced features 
of the dataset

Method Number of features Inaccurately classified 
instances

Accuracy rate

Without feature selection 42 3.89% 96.11%
Pearson filter feature selection 33 3.33% 96.67%
SBS wrapper feature selection 30 2.04% 97.96%
RF embedded feature selection 28 1.11% 98.89%

Fig. 6  ROC curve analysis of the classifiers with the highest and the lowest performance

Table 11  Comparative results 
of different methods in the 
literature on the same Kaggle 
PCOS dataset

ML algorithm FS method Number of selected 
features

Accuracy
(%)

Reference

RF GA 9 88 [24]
RF - - 93.12 [26]
KNN and SVM - 10 90.83
Hybrid RFLR Filter based univariate 10 91.01 [21]
LR filter based (correlation) 10 92 [28]
RF - - 95 [23]
XGBoost Chi-Square and ANOVA 23 95.83 [30]
RF - - 96.11 This study
MLP - - 96.11
RF Pearson filter 33 96.67
RF SBS wrapper 30 97.66
RF RF embedded 28 98.89
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reducing 42 features to small numbers can cause critical situ-
ation in accurate diagnosis of PCOS. In [30] XGBoost clas-
sifier could achieve 95.83% accuracy rate on the 23 selected 
features using Chi-Square and ANOVA methods in classi-
fication of with-PCOS and without-PCOS classes which is 
the highest accuracy rate compared to other studies in the 
literature. However, in this study approximately most classi-
fiers could acquire higher accuracy rate using different fea-
ture selection methods. Consequently, Ensemble RF classifier 
could obtain 98.89% accuracy rate on the 28 selected features 
resulted by RF embedded feature selection method which is 
the highest accuracy rate among all studies using the same 
dataset without taking the risk of ignoring significant features 
which can be crucial in diagnosis of PCOS (Table 11).

6  Conclusion

The main purpose of this study is to diagnose PCOS by 
applying different machine learning classification algorithms 
(i.e., Ensemble AdaBoost, Ensemble Extra Tree, Ensemble 
RF and MLP) on Kaggle PCOS dataset with whole fea-
tures and also reduced features resulted by applying feature 
selection methods (i.e., Pearson filter method, RF embedded 
method and SBS wrapper feature selection method).

Although classifiers could obtain satisfying results in 
classification of classes with-PCOS and without-PCOS 
labels, feature selection methods, which attempt to select 
the most efficient subset of features, could assist classifiers 
to increase the number of correctly predicted instances (TN 
and TP) and reduce incorrectly predicted classes (FN and 
FP). Therefore, the performance of all classifiers using the 
reduced subset of features improved.

Pearson filter method reduced the number of features of 
the dataset to 33, SBS wrapper method selected 30 features 
among all features of the PCOS dataset and RF embedded 
feature selection method generated a subset with 28 features.

Among all classifiers Ensemble RF and MLP acquired the 
highest accuracy rate using the whole features. Ensemble RF 
classifier, however, could outperform other classifiers in terms 
of classification of PCOS dataset using the reduced subsets 
which were provided by all three feature selection methods. 
Moreover, the highest accuracy rate and sensitivity of Ensem-
ble RF are 98.89% and 100% using the reduced subset of 
features generated by RF embedded feature selection method.

Not only should feature selection methods try to reduce 
the number of features to decrease the cost of classification 
algorithms, but also, they should provide a reliable subset 
with adequate amount of features to facilitate classification 
process to accurately predict class labels particularly in diag-
nosis process to assist physicians. Hence, in comparison to 
other studies in the literature which have used the same data-
set, Ensemble RF classifier using different subsets resulted 

by various feature selection methods achieved the highest 
accuracy rate, particularly using 28 selected features resulted 
by RF embedded feature selection method.

Indeed, this method might not be an appropriate solution 
for classification of different datasets. However, for future 
study, proposing a hybrid feature selection method and clas-
sification algorithms are devised to evaluate their ability in 
classification of PCOS class labels alongside consulting an 
experienced physician to assess the validation of selected 
subset of features in terms of medical diagnosis.
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