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Abstract
In this paper, a new channel selection technique is presented for emotion classification by electroencephalography (EEG) signals. Audio-
visual stimulation is used to generate emotions at the time of experiment. After recording of EEG signals, feature extraction and
classification has been applied to classify the emotions (happy, angry, sad and relaxing). The main highlights of the study include: 1)
identification/characterization of audio-visual stimulation which generate harmful emotions and 2) proposed approach to reduce the
number of EEG channels for emotion classification. Intention behind identification of audio-visual stimulation (video) responsible for
harmful emotions like sad and anger is to control their access over socialmedia and another public platform. EEGchannels are selected on
the basis of their activation probability, calculated from the correlationmatrix of EEG channels. Three types of features are extracted from
EEG signals, time domain, frequency domain and entropy based. After feature extraction three different algorithms, support vector
machine (SVM), artificial neural network (ANN) and naïve bayes (NB) are used to classify the emotions. This study is conducted over the
DEAP (Database for emotion analysis using Physiological signals) database of EEG signals recorded at different emotional states of
several subjects. To compare performance after channel selection, parameters like accuracy, average precision and average recall are
calculated. After result analysis, ANN is found as best classifier with 97.74% average accuracy. Among listed features, entropy-based
features are found as best features with 90.53% average accuracy.

Keywords EEG signals . Emotion classification . Channel selection . Channel correlation . Feature extraction

1 Introduction

Emotional condition plays key role in our lives. Emotion affects
the various areas of our daily life, like decision making, learning
and communicating with others [1]. Emotion recognition has
large application in medical, science, multimedia andmany other
fields. For example, the emotional response of the patient for his
bad health can affect the improvement of health condition, med-
icines and treatment given to the patient [2]. Also, for developing
video games and robots, emotion recognition technique is used
to make them more intelligent. Hence, many researchers are
focused towards improving the capability of the machine to

recognize the emotion to make it more natural and more intelli-
gent [3]. Emotion can be expressed using various modalities
which include facial expression, voice, motion and gesture etc.
[4, 5].

The modalities of expressing different emotions have certain
limitations. One of the limitations of these modalities is that, they
can be faked. For example, a person can fake the facial expres-
sion, gesture, voice and motion which makes these modalities
less efficient for recognizing the actual emotions [6]. Hence, for
the situations like, crime investigation by lie detector, where ac-
tual emotions need to be known, these modalities are not effec-
tive. To overcome the limitations of these modalities, the re-
searchers have focused on the modalities which cannot be faked
[7]. These modalities are the physiological signals that reflect
certain changes as a result of change in the emotional condition
of subjects. The physiological signals used for emotion recogni-
tion includes electroencephalogram (EEG) signal, electrocardio-
gram (ECG) signal and electromyography (EMG) signal etc.
This paper focuses on EEG signal for Emotion Recognition [8].

EEG signal is the result of electrical activity occurs in the
brain. To Record the EEG signal, electrodes are placed at
certain location over the scalp of the subject. Various electrode
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placement systems are available to record the signals [9]. The
EEG signals used in this study are recorded using 32 electrode
placement system. Position of each electrode is fixed while
recording the EEG signal [10]. The change in emotional con-
dition of subject causes activation of a particular electrode or
group of electrodes placed at different region of the brain. The
pattern of EEG Electrodes activation must be identified cor-
rectly to build the connection between emotional condition
and electrodes activation. The features are extracted and clas-
sification algorithm is applied to categorize the emotions [11].
Literature survey shows that there are many researchers who
implemented and applied various classifiers on different types
of features extracted for emotion recognition.

Different types of features can be extracted from EEG signals
by transforming them in different domains. Each domain has its
own type of features, for example, time domain features includes
features like line length (L), activity (1stHjorth parameter), root
mean square (RMS) amplitude, mobility (2ndHjorth parameter),
complexity (3rdHjorth parameter), zero crossings, minima,max-
ima and nonlinear energy (N). Frequency domain features in-
cludes features like peak power, bandwidth (BW), spectral edge
frequency (SEF), total spectral power (TP), peak frequency, in-
tensity weighted bandwidth (IWBW) and intensity weighted
mean frequency (IWMF) [12]. Entropy based features includes
spectral entropy (HS), shannon entropy (HSH) and approximate
entropy (HAP) [13]. Correlation between signals obtained from
different electrodes is also an important feature that indicates the
synchronization between different brain lodes. Studies based on
correlation analysis of EEG signals are reported in [5, 14].

Classification is performed after completion of feature ex-
traction. Variety of classifiers have been applied on emotion
recognition problem which includes support vector machine
(SVM) which works on the concept of finding an optimal
hyper plane, K-nearest neighbor (KNN) works the concept
of distance between dataset samples, artificial neural network
(ANN) uses the concept of interconnected neurons to learn
and classify the dataset, naive bayes classifier which is a prob-
abilistic classification algorithm and many more [15–18].

The dimension of the EEG signal used in this work is high
because of 32 electrodes. To reduce the dimension, limited
numbers of electrodes have to be selected for feature extraction.
Electrodes are selected based on common property possessed
by them. There are various techniques available in literature for
finding common electrodes such as calculating coherence,
pearson correlation and cross-correlation between pair of elec-
trodes [19–21]. In this paper, four types of emotions (sad, an-
gry, happy and relaxing) are classified and an approach to select
highly correlated and activated EEG channels is developed by
identifying the common electrodes based on the new concept of
activation probability. Rest of the paper is arranged as; section 2
is dedicated to methodology and materials used. Section 3 and
4 contains the feature extraction and classification, respectively.
In section 5, results and observations are presented. Section 6

contains discussion about the work. Finally, section 7 con-
cludes the overall work proposed in this paper.

2 Methodology

The purpose of the methodology followed in this paper is to
identify the activation pattern of EEG recording electrodes. It
will be easy to classify the emotion using the activation pattern
of electrodes. The EEG signals database used here is prepared
by recording EEG data with 32 electrodes. The electrodes are
numbered from 1 to 32, starting from Fp1, AF3, F3, F7, FC5,
FC1, C3, T7, CP5, CP1, P3, P7, PO3, O1, Oz, Pz, Fp2, AF4,
Fz, F4, F8, FC6, FC2, Cz, C4, T8, CP6, CP2, P4, P8, PO4 and
O2 respectively. To record EEG signal the place of each elec-
trode is fixed. Figure 1 shows the placement of 32 electrodes
over scalp of a participant to record the EEG signal. The da-
tabase used here is downloaded from “DEAP: A Database for
Emotion Analysis using Physiological Signals” site which
contains multichannel dataset for emotion recognition [7].
This dataset contains 32 records of 40 videos, 40 channels
EEG recordings recorded from 32 participants while watching
40 oneminute long audio-visual stimuli each. Each participant
rated each music video according to level of arousal, valence,
familiarity, dominance and like/dislike. The overall size of this
dataset is 32 × 40 × 40 × 8064 (participants, No. of videos,
No. of channels and data samples). The DEAP dataset is down
sampled at 128 Hz. The original dataset contains data samples
of 63 s where first 03 s samples are pre-trial baseline that is to
be removed [15]. To identify the class label for each video the
arousal, valence rating given by each subject to that video is
used. By calculating the average of these ratings for each
video and by using the arousal-valence 4 quadrant plot the
class label for each video is identified, as shown in Fig. 2.
The numbers shown in following figure represents the video
or trial number.
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Fig. 1 Electrode placement of 32 channel EEG
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Before using the dataset for this work, the dataset is re-
organized to make it music video oriented which
wasoriginally subject oriented. The re-organized data consist
of 40 records each record consist of one video shown to 32
participants. The original dataset signals were recorded using
40 channels from which first 32 channels are used for EEG
signal recording and remaining 8 channels are used for hori-
zontal electrooculogram (hEOG),vertical EOG (vEOG),
Z y g oma t i c u s EMG ( zEMG ) , t r a p e z i u s EMG
(tEMG),galvanic skin response (GSR), respiration belt, ple-
thysmograph and temperature recording, respectively. In this
work electrodes of EEG signal recording are considered (first
32 channels only). The 03 s pre-trial baseline is removed from
the 63 s long original signal and recording of only60 seconds
has been used. The overall length of our processed dataset is
consisting of 40 × 32 × 32 × 7680 (No. of videos, No. of par-
ticipants, No. of channels and No. of Sample). There are 13
videos in happy class, 07 videos inangry class, 08 videos in
sad class and 12 videos in relaxing class.

The functional interconnection can be identified by observ-
ing the similarities between electrodes recordings. The func-
tional interconnection between each pair of electrodes is iden-
tified by calculating pair-wise distance or similarity using
some similarity measure. In this paper, correlation as a simi-
larity measure for functional interconnection is used. The cor-
relation among the electrodes which are highly correlated
(electrodes correlated at 80 to 100%) are analyzed in this
study. Figures 3, 4, 5 and 6 shows the functional interconnec-
tion for different classes of emotions. Cases of video no. 01,
12, 21 and 33 are illustrated from happy, relax, sad and angry
class, respectively. Connectivity graphs of subject no. 01, 02

and 03 are shown. It is observed that patterns are different for
each class of emotions. From these connectivity graphs we
can easily identify the pattern of functional interconnection
of electrodes. The degree of electrode is also calculated for
each electrode, it is the number of other electrodes with which
the current electrode is connected. The degree matrix for each
video is calculated at the correlation level of 80 to 100%. The
degree matrix calculated is further used for calculation of sta-
tistical features for selection of electrodes. The mode values
are calculated from the degree matrix for 32 subjects who
watched that video. Mode value represents the degree of the
particular electrode repeated maximum time for that video.
The 32 mode values of 32 electrodes for each video belonging
to the same class are combined together and then probability
of activation of that electrode is calculated for that class of
video by eq. (1),

Probability jthelectrode
� �

¼ count No:of videos for which jth electrode mode value > 0
� �

Number of videos

ð1Þ

After calculating the probability value of each electrode,
for each class of videos, obtained graphs are shown in
Fig. 7. From Fig. 7, it is observed that out of 32 electrodes,
only four electrodes have positive probability to get activated.
Here, these electrodes are CP1, O1, Pz and Po4, numbered as
10, 14, 16 and 31, respectively.

These electrodes have positive probability of activation in
all the types of emotions. Hence, the features are extracted
from these electrodes to perform the classification. Feature

Fig. 2 Arousal-valence 4-
Quadrant plot
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vector obtained after the completion of aforementioned pro-
cess is divided into two parts such that 70% instances are used
to train the model and remaining 30% instances are used for
testing. Figure 8 shows the overall methodology applied in
this paper.

3 Feature extraction and Classification

Feature extraction is the key process in any pattern recognition
problems, as it is difficult to apply classification on raw
dataset. Feature extraction is process of reducing the complex-
ity of original dataset by extracting the attribute values, which
will be easily classified by the classifier. Feature extraction
techniques vary according to type of dataset on which it is
being performed. In this paper, 3 types of features are extract-
ed fromEEG signals, time domain features, frequency domain
features and entropy based features [12].

3.1 Time domain features

The time domain features of EEG signal are nothing but anal-
ysis of EEG signal with respect to time. Here, following time
domain features are extracted from EEG signal.

3.1.1 Power (P)

Power of the signal is nothing but its strength. Signal power is
calculated as the ratio of sum of square of the signal samples to
the number of samples of EEG signal [13]. Power of a signal
is calculated as eq.(2),

P ¼ 1

N
∑
∞

−∞
x tð Þ2 ð2Þ

3.1.2 Line length (L)

Line length is the measure of changes in waveform dimen-
sionality. This measure gets affected by variation of the signal
frequency and amplitude. The line length of the signal is cal-
culated as sum of absolute difference between pair of samples
[22]. Line Length of a signal is calculated as eq. (3).

L ¼ ∑
N

t¼1
abs x tð Þ−x t−1ð Þ½ � ð3Þ

3.1.3 Root mean square (RMS)

As the name suggests RMS is calculated as square root of
average of squared samples of an EEG signal [12]. RMS value
of a signal is calculated as eq. (4).

(a)                                                         (b)                                                              (c)

Fig. 3 Functional interconnection among 32 electrodes at 80 to 100% correlation for happy emotion (a) Video 01 Subject 01, (b) Video 01 Subject 02
and (c) Video 01 Subject 03

(a)                                                            (b)                                                           (c)

Fig. 4 Functional interconnection among 32 electrodes at 80 to 100% correlation for relax emotion (a) Video 12 Subject 01, (b) Video 12 Subject 02 and
(c) Video 12 Subject 03

Health Technol. (2020) 10:7–2310



RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
∑
N

t¼1
x2 tð Þ

s
ð4Þ

3.1.4 First difference (D1)

First difference of the signal is calculated as sum of difference
between pair of N-1 samples upon number of samples-1 [12].
First difference is calculated as eq.(5).

D1 ¼ 1

N−1
∑
N−1

t
x t þ 1ð Þ−x tð Þj j ð5Þ

3.1.5 Second difference (D2)

Second difference is calculated exactly same as that of first
difference but it works on N-2 samples rather than N-1sample
in first difference [13]. Second difference of a signal is calcu-
lated as eq. (6),

D2 ¼ 1

N−2
∑
N−2

t¼1
x t þ 2ð Þ−x tð Þj j ð6Þ

Where, N = Total number of EEG samples. x(t) istth sample
of EEG signal.

3.2 Frequency domain features

The frequency domain features of an EEG signals can also be
seen as the analysis of EEG signal with respect to time. The
signals used in this work are available in time domain. It is
necessary to convert time domain signal to frequency domain
to extract frequency domain features. Here, fast fourier trans-
form (FFT) is used for time domain to frequency domain
conversion of EEG signal. In this paper we have extracted
following frequency domain features from the EEG signal.

3.2.1 Dominant /peak power

The peak with largest average power among all the peaks in
the spectrum is considered as dominant /peak power [13].
Peak is calculated as eq. (7),

Dp ¼ max abs FFT xð Þð Þ2
� �

ð7Þ

3.2.2 Dominant frequency

The frequency corresponding to the dominant/Peak power is
defined as dominant frequency [23]. Dominant frequency is
calculated as eq. (8).

DF ¼ Frequency
�
Position max abs FFT xð Þð Þ2

� �� �
ð8Þ

                     (a)                                                               (b)                    (c)

Fig. 5 Functional interconnection among 32 electrodes at 80 to 100% correlation for sad emotion (a) Video 21 Subject 01, (b) Video 21 Subject 02 and
(c) Video 21 Subject 03

(a)      (b)                                                                   (c)

Fig. 6 Functional interconnection among 32 electrodes at 80 to 100% correlation for angry emotion (a) Video 33 Subject 01, (b) Video 33 Subject 02 and
(c) Video 33 Subject 03
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Fig. 7 ElectrodeactivationProbability at 80 to 100% correlation, (a) Happy emotion class, (b) Relaxing emotion class, (c) Sad emotion class, (d) Angry
emotion class
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3.2.3 Alpha power

The alpha power is calculated from alpha band of EEG signal.
The alpha band of EEG signal has frequency range from 8 Hz
to 16 Hz. To calculate it we decomposed the original EEG
signal using db8 wavelet into 8 levels. Here, we will get 8 detail
signals and one approximated signal. The detail coefficient at
level 7 i.e. is considered as alpha band signal and then calcu-
lated the power of it [24]. Alpha power is calculated as eq. (9).

Ap ¼ ∑D72=length D7ð Þ ð9Þ

3.2.4 Delta power

The delta band of the EEG signal is used to calculate the delta
power. To calculate delta power the original EEG signal is
decomposed into 8 levels using db8 wavelet. Here, we will
get 8 detail signals and one approximated signal. The approx-
imated signal is considered as delta band signal and then calcu-
lated the power of it [25]. Delta power is calculated as eq. (10).

Dp ¼ ∑A2=length Að Þ ð10Þ

3.2.5 Total wavelet energy (TE)

Total wavelet energy is obtained by first decomposing the
signal into N levels and then calculating mean energy at each
decomposition level (mean energy of detail and approxima-
tion coefficients) [26] as given in eq. (11),

TE ¼ ∑Nd
i¼1DE

N

� �
þ AEð Þ ð11Þ

Where,DE =Detail coefficients energy,AE =Approximation
coefficients energy and Nd =Number of detail coefficients.

3.3 Entropy based features

Entropy is themeasure of complexity of an EEG signal. Eentropy
based features have been used by various authors to analyze the
behavior of EEG signal during epileptic seizer. In this study we
have used following entropy based features of EEG signals.

3.3.1 Spectral entropy

Spectral entropy quantifies the behaviour of the EEG signal, it
is calculated using following Equation [26]. Spectral entropy
of a signal is calculated as eq. (12).

HS xð Þ ¼ −
1

logN f
∑
f
P f xð ÞlogeP f xð Þ ð12Þ

Where, Pf(x) is an estimate of the probability density func-
tion. Nfis the number of frequency components in power spec-
tral density (PSD) estimate.

3.3.2 Shannon entropy

An estimate ofshannon entropy(HSH) is obtained by applying
histogram estimate of the probability density function, Ph(X)
to shannon’s channel entropy formula [26]. Shannon entropy
is calculated as eq. (13).

HSH xð Þ ¼ −∑
f
Ph xð ÞlogePh xð Þ ð13Þ

3.3.3 Sample entropy

It is the modification of approximation entropy used to assess
the complexity of timeseries physiological signal [27]. Sample
entropy is calculated as eq. (14).

S ¼ −log
A
B

ð14Þ
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methodology

Health Technol. (2020) 10:7–23 13



Where, A is the number of template vector pairs having
d[Xm+1(i),Xm+1(j)] < r of lengthm+1. B is number of template
vector pairs having d[Xm(i),Xm(j)] < r of length m. Generally, the
value of m is taken as 2 and value of r is 0.2*Standard Deviation.

After completion of feature extraction, the next is to clas-
sify that feature vector using some classification algorithms.

3.4 Classification

The classification is the process of identifying the class label
for the input test feature vector. There are various classifiers
available in literature for predicting the target value given the
feature vector like decision tree, support vector machine, na-
ive bayes, artificial neural network, K-nearest neighbor etc.
From literature, it is found that SVM, ANN and NB are most
popular and widely used classification algorithms for
performing multiclass classification. Machine learning ap-
proaches like SVM outperforms the traditional classifiers in
terms of accuracy of classification. The ANN classification
algorithm is able achieve maximum accuracy in the presence
of noise. Naive Bayes is a probabilistic approach for both
binary as well as multiclass classification which uses two dif-
ferent density estimation methods. Considering these factors,
many EEG based multiclass prediction systems are designed
using SVM, ANN and NB classifiers [9–11, 19]. In this study
SVM, ANN and NB classifiers are used.

3.4.1 Support vector machine

Support vector machine is one of the widely used classification
technique. This classifier was mainly developed for binary clas-
sification problem. The SVM classifier works on the principle of
finding an optimal hyper plane that increases themargin between
different types of classes. Iterative training algorithm that mini-
mizes error function is used to find an optimal hyper plane [28].

For linear SVM training process includes minimization of
error function.

1

2
WTW þ C ∑

N

i¼1
ξi ð15Þ

Eq. (15) Subjects to a constraint yi(W
T ∅ (xi) + b ≥ 1

− ξi) and ξi ≥ 0, i = 1... N.
Where, C is the capacity constant, W is coefficients vector;

b is a constant and ξi is slack variable that represents the
distance between margin plane〈w, x〉 + b = yi and xi. The in-
dex i label the N training cases. The group category is repre-
sented as y∈ ± 1 and xi represents the independent variables.
Variable ∅ represents the kernel used to transform data from
the input to the feature space. It should be noted that the larger
the C, the more the error is penalized. Thus, C should be
chosen with care to avoid over fitting.

The SVM described above is used just for binary classifi-
cation purpose. To perform SVM on multiclass classification
problems there are two types of algorithm is available in liter-
ature, first is one vs all method and another method is one vs
one. In this paper ‘one vs all’ algorithm for multiclass classi-
fication by SVM is used which is as follows:-.

Step 1: During training processwe need to create the imodels
of binary SVM classifier Zi, such that for ithmodel output for the
features corresponding to class i will be 1 otherwise 0.

Step 2: For the 4 class problem we need to create 4 SVM
models i.e. Z1...Z4, such that for Z1,all the features correspond-
ing to class1 are labeled as 1, otherwise 0. Similarly, for Z2 all
the features corresponding to class2 are labeled as 1 and all the
other as 0, and so on.

Step 3: During testing process the models created during
training process will be tested against each feature vector.

Step 4: Class label is determined by the binary classifier
which gives maximum output.

Health Technol. (2020) 10:7–2314
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3.4.2 Artificial neural networks

This is a type of supervised learning algorithm, characterized
by network topology, activation function, input to the network
and weight vector. The supervised learning algorithm has two
phases first is training and second is testing. Here, feed for-
ward neural network with sigmoid output neurons is used.
ANN needs to be trained using training feature vector Xr and
corresponding target valuesCr. After training the ANN, testing
is performed. In the testing phase the test vector Xt is given as
input to ANN and it has to predict the corresponding class
labelCt. The neural network is collection of neurons which
are connected by links to communicate information from
one neuron to another. The weight valueW is assigned to each
link of the neural network. The working principle of ANN
classifier is to adjust the weights to minimize the error [29].

The Training algorithm of ANN classifier is as follows [30]:-.
Step 1: Initialize weight vector by some random values of

size m x n.
Step 2: Initialize reference vector α.
Step 3: Calculate weighted some of input vector at each

layer using eq. (16).

D jð Þ ¼ ∑
n

i¼1
∑
m

j¼1
Wi; jX i
� � ð16Þ

Step 4: Apply activation function f(x) to the weighted sum
value.

Step 5: Calculate error, E(i) = Y-f(x) at output layer.
Step 6: Change the weight using eq. (17) and eq. (18).

Δw ¼ f
0
xð Þ*E ð17Þ
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Fig. 9 Structure of Confusion matrix for multi-class classificatio

Table 1 Implementation details
with parameters of classification
methods

Classifiers SVM ANN NB

Parameter Liner kernel function is
used

Scaled Conjugate gradient back-propagation
training algorithm is used

Kernel
distribution is
used

Penalty parameter (C)
with value 1

10 Hidden layer Training
Data = 70%

SMO hyper plane
method is used

Training Data = 65% Test Data = 30%

Iterations = 10,0000 Validation data = 5%

Training Data = 70% Test Data = 30%

Test Data = 30%
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Wij newð Þ ¼ Wijþ α� f xð Þ �Δw ð18Þ

Step 7: Repeat step 2 to 6 until stopping condition satisfies.

Here, X = training vector (x1,...,xi,...,xn),T = class for train-
ing vector X, wj =weight vector for jth output unit. Cj = class
associated with the jth output unit.m = number of layers.

3.5 Naive Bayes

Naive bayes classifier is simple algorithm with probabilistic
approach based on the bayes theorem with naive independen-
cy among attributes. Naive bayes classifier is also used for text
classification problem. In text classification category of new
document is identified by estimating the product of probability
of each word if the class is given (Likelihood), multiplied by
probability of particular class (prior). After calculating above
for every class, the class having highest probability will be
considered as winner and selected [29]. The concept of
Naive bayes classifier is as follows: -.

Bayes theorem provides a path to calculate posterior prob-
ability P(c|x) from P(c), P(x) and P(x|c), as given in the eq.
(19),

P CjXð Þ ¼ P X jCð ÞP Cð Þ
P Xð Þ ð19Þ

Here, P(c|x) is the posterior probability of class (c, target)
given predictor (x, attributes). P(c) is the prior probability of
class. P(x|c) is the likelihood which is the probability of pre-
dictor belongs to the given class. P(x) is the prior probability
of feature values (predictor).
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Thenaive bayes classification algorithm is described as be-
low [31].

Step 1: Let X is a feature sample with n characteristic attri-
butes that is X= {×1,×2,.,xn}.

Step 2: Class labels for all the feature samples are repre-
sented by C. There are m feature samples belongs to m class
labels respectively, that is C= {c1,c2,...,cm}.

Step 3: For an incoming feature sample X which is to be
classified. If P (ci| X) > P(cj| X), i ≠ j, then the feature sample X
is considered as it belongs to Class label ci based on thenaive
bayes.

Step 4: Using bayes theorem, P(ci| X) = P(X| ci)P(ci)/P(X).
Step 5: For all categories, P(X) is constant, so that the

MAP P(c j |X) can be t rans la ted in to the MPP
P(X|ci)P(ci).

Step 6: On account of the characteristic attribute of various
categories is mutual independence,

P(X|ci)P(ci) = P(×1|ci)P(×2|ci)…P(xn|ci)P(ci) = P(ci) Π
P(xj|ci), 0 < j < n.

In Table 1, the details of implementation are provided. This
table includes the main parameters with their values of each
classification methods used.

4 Results

After the feature extraction process, obtained feature matrix is
shuffled, so that samples belonging to different category
should be mixed. After this, the complete feature matrix is
divided into two parts, first is 70% training set (samples of
each emotion category) and second is 30% testing set (used as
input samples for testing). On completion of classification
process next step is to analyze the performance of each clas-
sifier. Confusion matrix is an important tool for accessing the
performance of classification algorithm. The structure of con-
fusionmatrix for multiclass classification is different from that
of binary classification as shown in Fig. 9. The confusion
matrix shows the numbers of correctly classified instances as
well as numbers of misclassified instances. The confusion
matrix consists of 4 terminologies i.e.TP = True Positive;
FP=False Positive; FN = False Negative; TN = True Negative.

If Class 0 is considered as positive class and Class 1 as
negative class then, true positive represents the number of actual
Class 0 instances predicted as Class 0. False negative represents
the number of actual Class 0 instances misclassified as Class 1.
Similarly, False positive represents the numbers of actual Class 1
misclassified as Class 0 instances and true negative represents
the Class 1 instances correctly classified as Class 1 instances.

The process of calculating performance parameters using
multiclass confusion matrix is discussed below. To calculate
the precision and recall three variables i.e. TP, FP and FN are
required. From multiclass confusion matrix, the TP for classi
is the number of samples which are correctly classified as
classi samples, as shown in green box. The FP for classi is
calculated as sum of all the samples which are wrongly pre-
dicted asclassi samples. FN for classi is the sum of all the
misclassified samples actually belonging to classi.
Considering these variables, the performance parameters from
multiclass confusion matrix are calculated as follows.

4.1 Accuracy

It is the measure of classification rate of the classifier.
Calculated as ratio of correctly classified class to the total
number of classes [32], as given in eq. (20),

Accuracy ¼ ∑N
i¼1TP of classi

total number of samples
ð20Þ

Where, TP is an abbreviation for true positive. It represents
the number of positive samples classified correctly.

4.2 Precision [33]

Precision is an important measure to access the performance
of classification. It is used to find that, out of total predicted
classes as ‘class i’ how many are actually classi,in terms of
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confusion matrix terminology it is calculated as the ratio of
sum of precision for each class to the number of classes, as
given in eq. (21).

Here, N is the number of class labels.

Precision ¼
∑N

i¼1

TPi

TPi þ FPi

N
ð21Þ

4.3 Recall [34]

Recall also called as sensitivity use tomeasure the performance of
classification algorithm. It is use to find that, out of total actual
classes how many classes are truly classified, i.e. in terms of
confusion matrix terminologies it is calculated as ratio of sum of
recall for each class to the number of classes, as given in eq. (22).

Recall ¼
∑N

i¼1

TPi

TPi þ FNi

N
ð22Þ

4.4 Kappa index

It is an important metric to evaluate the performance of clas-
sifiers. Kappa index is computed by comparing the observed
accuracy and expected accuracy [35]. It is calculated using eq.
(25).

Kappa Index

¼ Observed Accuracy−Expected Accuracyð Þ
1−Expected Accuracyð Þ ð25Þ

Where, Observed accuracy is the accuracy obtained from
the classifier as mentioned in eq. (20).

Expected accuracy is calculated using eq. (26).

Expected accuracy ¼
∑N

i¼1

Actual ið Þ*Predicted ið Þ
TotalNumberofinstances

	 

TotalNumberofinstances

ð26Þ

First of all, the results are calculated using all 32 channels
and compared with the results of channels selected after cor-
relation analysis-based activations probability calculation.
Tables 2, 3 and 4 consists of results of selected channels.
Table 2 shows the results calculated for time domain features
using the SVM, ANN and NB classifiers, in terms of accuracy,
average precision, average recall and kappa index. In same
manner Tables 3 and 4 contains the accuracy, average preci-
sion, average recall and kappa index value for frequency

domain and entropy features calculated using SVM, ANN
and NB classifiers. From Tables 2, 3 and 4, it has been ob-
served that the performance of ANN is better as compared to
other classifiers for all types of features.

Table 5 provides comparative analysis of the results calcu-
lated using 32 electrodes and results calculated using selected
electrodes. The comparison is performed by means of average
accuracy value calculated for each type of feature and classifi-
er. As it has been observed from the Table 5 that the results
obtained from the selected channels are better than the results
obtained from all the channels. It is noticed that the average
classification accuracy of ANN is increased up to 97.74% from
93.22%. Improvement is also noticed in case of entropy-based
features, 90.53% average classification accuracy has been
reached with selected channels that were only 81.16% previ-
ously with all channels. From the observation of confusion
matrix at the time of testing, it is found that, samples belonging
to happy and sad are easily classified as compared to relaxing
and angry emotions. Difference of horizontal and vertical sum
of each class in confusionmatrix is used to identify which class
is easy to classify. Happy and sad have less value of difference
as compared to sad and angry class.

5 Discussion

This paper presents an approach for emotion classification
supported by EEG channel selection methods proposed as
activation probability of EEG channels. This will reduce the
computation complexity of the large feature vector obtained
from all channels. The EEG signal used in this paper is re-
corded from 32 subjects using 32 electrodes arrangement.
Each user/subject has gone through 40 videos of one minute
each that are categorized in four classes (Happy, Angry, Sad
and Relaxing). In this way the dimension of dataset used for
feature extraction is about 32 (subjects) × 32 (channels) × 40

Table 3 Performance estimation for Frequency Domain Features

Classifiers Accuracy AVG_Precision AVG_Recall Kappa Index

SVM 78.6458 0.7651 0.7628 0.7123

ANN 97.9166 0.9743 0.9747 0.9719

NB 72.3958 0.6881 0.3241 0.6138

Table 2 Performance estimation for Time Domain Features

Classifiers Accuracy AVG_Precision AVG_Recall Kappa Index

SVM 76.5625 0.7599 0.7679 0.6869

ANN 96.6145 0.9583 0.9599 0.9568

NB 87.5000 0.87507 0.8772 0.8295
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(videos) × 7680 (EEG data samples). To extract features from
this large dataset is tedious job.

The method proposed in this paper aims to reduce the num-
ber of electrodes/channels used for feature extraction. For this,
each electrode is pair wise analyzed through correlation.
Electrodes having correlation of 80 to 100 percentage correla-
tion are used to form functional interconnection graph. The
degree matrix of each electrode is calculated that shows how
many other electrodes recording is synchronized at the same
time. Now, mode value is calculated from degree matrix for
each electrode that shows the maximum degree of that elec-
trode among all 32 subjects for same video. Mode values of all
videos are combined according to the type of video for which
mode is calculated. For example, if video no. 01, 02, 03, 04 and
05 belongs to same class (Happy) then mode values calculated
for these videos are combined to form matrix. In this way four
mode matrix are obtained for four types of emotions.

Finally, probability of activation of particular electrode for
particular type of video is calculated. It is the count of number
of videos of that class for which this electrode has positive
mode value divided by total number of videos in that particular
class. In this way activation probability is calculated for each
electrode for each type of emotion classes. The electrodes
showing positive probability for all types of emotions are cho-
sen for feature extraction. In this study, four electrodes are
found to have activation probability for all types of classes these
electrodes are CP1, O1, Pz and Po4. Hence, features extracted
from these electrodes are used for classification purpose.

SVM classifier with linear kernel is used in this study
for performing multiclass classification on feature vector

extracted from EEG signals corresponding to four emo-
tions. The performance of SVM is also dependent to kernel
function, for complex classification problem, non-linear
kernel SVM are suitable. On the other hand, feed forward
neu r a l ne two rk hav ing 10 h idden l aye r s w i t h
backpropagation algorithm is used for the same task.
Complete feature vector obtained after feature extraction
has size 1280 × 14. The ANN algorithm performs better
for such large number of feature vector. The reason behind
the poor performance of SVM as compared to ANN in this
study is use of liner kernel function. To improve the per-
formance of SVM classifier liner kernel function can be
replaced by non-liner kernel function.

Emotion classification over DEAP dataset is also report-
ed in several studies [18, 36–42]. In [18], investigation of
time–frequency representation of EEG signals for emotion-
al classification is done. A recent and advanced time-
frequency analyzing method called as multivariate
synchrosqueezing transform (MSST) is adopted as a feature
extractionmethod. In [36], a multi-model approach for emo-
tion classification is presented. Combination and individual
performance of EEG signals, other peripheral physiological
signals and eye gaze data is evaluated for emotion classifi-
cation. Face expressions analysis for emotion classification
are also utilized. In [37], a sample entropy based emotion
recognition approach was presented. Sample entropy of all
channels are calculated, after that channels are selected
based on changes observed in sample entropy. In [38], clas-
sification of emotions has been attempted with only two
channels with the help of higher order spectral analysis
(HOSA) and derived features of bispectrum. In [39], feature
extraction and selectionmethods are utilized before the clas-
sification process from 32 channels EEG signals. Accuracy
of the emotion classification system is improved by utilizing
mutual information based feature selection methods known
as minimum-Redundancy-Maximum-Relevance (mRMR).
In [40], EEG signals (32 channels) and other peripheral
physiological signals (13 channels) are used for emotion
classification. Amultiple-fusion-layer based ensemble clas-
sifier of stacked autoencoder (MESAE) is proposed for
emotion classification. In [41], classification of emotions
is done by applying logistic regression to nonlinear features
extracted from EEG signals. Recurrence quantification
analysis (RQA) was used to measure the complex dynamics
of signals. Comparison between RQA features and spectral
features with least absolute shrinkage and selection operator
(LASSO), naive bayes, and SVM is presented. As compared
to other studies, on an average less number of channels and
features are used in present study.

The recent study in [42], suggest the use of selected 04
channels (F3, F4, O1, T4) of EEG based on their experiments
performed. In the beginning independent component analysis
(ICA) is applied over all four classes of emotions. Various

Table 5 Comparative studies of Results calculated using 32 electrodes
and results calculated using selected channels

Average Accuracy

Classifiers All channels Selected channels

SVM 69.87 79.60

ANN 93.22 97.74

NB 59.02 83.07

Features

Time Domain 77.07 86.89

Frequency Domain 63.88 82.98

Entropy Based 81.16 90.53

Table 4 Performance estimation for Entropy Based Features

Classifiers Accuracy AVG_Precision AVG_Recall Kappa Index

SVM 83.5937 0.7470 0.7295 0.7750

ANN 98.6979 0.9483 0.9561 0.9820

NB 89.3229 0.7235 0.7429 0.8535
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source separation algorithms are used that are complex in
nature. As compared with study in [42], the proposed method
is very simply based on just the calculation of probability and
also provides more classification accuracy. Simple probability
calculation and reduced number of channels with few num-
bers of extracted is the key difference between present study
and above mentioned studies. Novelty of this study lies in the
way of probability calculation for identification of channels
that are activated during all emotions.

Table 6 compares the performance in terms of classification
accuracy of existing studies with presented study. Number of
channels used and total number of features extracted are also
reported in this Table. From Table 6, it can be easily observed
that, emotion recognition based on proposed approach achieved
maximum classification accuracy among all listed studies.

The social application of this work is visualized as to control
the access of video over social media platform that generates
harmful emotions like sad and anger. Because this work is
capable to rate or tag a movie or advertisements in different
categories like family or adult based on the principle of implicit
rating. The implicit rating is calculated directly from the EEG
signal analysis as EEG signals are true responses of emotions
and feelings. The system will put restrictions over vulgarity in
movies. The screening of movies can also be done, because
they lead to violence, exposure, premature sex and crime,
which will ultimately affect today’s teenagers and youths.

6 Conclusion

In this paper, the number of channels is reduced by finding
the electrodes that plays important role in all the types of

emotion classes. Three types of features are extracted from
these selected electrodes for performing classification.
Three types of features are time domain feature, frequency
domain feature and entropy-based features for classifica-
tion. SVM, ANN and NB classifiers are used for classifi-
cation. The performance of the classifiers is calculated for
selected electrode features in terms of accuracy, average
precision and average recall and also compared with results
of all channels. Among all the features, entropy-based fea-
tures have maximum average accuracy of 90.53%. The
average accuracy for SVM, ANN and NB classifier is
79.60%, 97.74% and 83.07% respectively. After analyzing
the performance of these classifiers for the features extract-
ed from all the electrodes and the features extracted from
selected electrodes, it is observed that the classification
accuracy for the features extracted from selected electrodes
is better than the features extracted from all the electrodes.
Hence, the performance of classification is improved by
selected number of channels. Other aspect of this work is
helpful in controlling bad media to come in market. The
proposed study and development easily identify scenes,
which generate unwanted and harmful emotions.

Future scope Further improvement in emotion classification
accuracy is achieved by combining different domain of fea-
tures extracted from EEG signals. Presently, deep learning is
also famous for classification of data, feature extraction part of
this study can be reduced by applying learning and classifica-
tion by deep learning techniques. In addition to EEG signal
other physiological signals like EOG, EKG, and EMG can be
extracted and used for emotion recognition to achieve more
accuracy.

Table 6 Comparing performance of proposed approach with existing techniques over DEAP dataset

Authors Year Channel used Total no. of features extracted Classification Accuracy

M. Soleymani and
J. Lichtenauer [36]

2012 32 channels for EEG,
08 channels for other peripheral

physiological signals

216 from EEG,
102 from other peripheral

physiological signals

52.40% (Arousal)
57.00% (Valence)

X. Jie et al. [37] 2014 08 channels for EEG 08 features 79.11%

N. Kumar et al. [38] 2016 02 channels for EEG 10 features 64.86% (Arousal)
61.17% (Valence)

J. Atkinson and D.
Campos [39]

2016 32 channels for EEG 320 features 60.72% (Arousal)
62.39% (Valence)

Zhong Yin et al. [40] 2016 32 channels for EEG,
13 for other peripheral

physiological
signals

344 from EEG,
81 from other peripheral

physiological
Signals

77.19% (Arousal)
76.17% (Valence)

Ahmet Mert Aydin
Akan [18]

2018 32 channels for EEG 500 features 82.11% (Arousal)
82.03% (Valence)

Miaolin Fan and
Chun-An Chou [41]

2018 32 channels for EEG 128 features 75.7%

Zangeneh Soroush
et al. [42]

2018 04 channels 36 features 90.54%

Proposed approach – 04 channels 52 features 98.69%
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