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Abstract This article addresses the problem of construct-
ing a public space to build sustainable data ecosystems
for the biomedical field. It outlines three models of de-
mocracy —deliberative, epistemic, and linked— where
privacy and data protection can be explored in connection
with the existing ethical frameworks for Public Health
Data, and the Theory of Justice. For the construction of
a sustainable public space, it suggests exploring the ana-
lytical dimension of Linked Democracy, and the need for
building new tools to regulate ‘Linked Open Data’, based
on rule of law and the analytical dimension of the meta-
rule of law. The construction of ‘intermediate’ or ‘anchor-
ing’ institutions would help in embedding the protections

of the rule of law into specific ecosystems (including di-
rect, indirect and tactic modelling of privacy by design).

Keywords Linked democracy . Privacy by design .Meta-rule
of law .Web of data . Electronic health records . Identity

1 Introduction

Public Healthcare has traditionally been a data-intensive envi-
ronment. Yet, the increased affinity toward big data, and its
related analytics offer unprecedented opportunities for pa-
tients and many other stakeholders. The aforementioned op-
portunities include the discovery of trends in Public Health,
diagnosis and treatment of diseases, patient care, public policy
design, etc. At the same time, approaches and means of pro-
duction, analysis, and combination of big datasets raise new
challenges: How to build data ecosystems that effectively ad-
dress the needs of the multiple stakeholders? Which tools,
standards, and regulatory instruments will need to be devel-
oped, to make supportive ecosystems efficient, sustainable,
and compliant with different legal and ethical frameworks?

This paper addresses some of the issues involved in the
construction of a public, open, and inclusive space, to discuss
the legal and ethical implications of Big Data in Public
Healthcare.1

Deliberative and epistemic theories of democracy over the
last three decades have stressed the importance of delibera-
tion, procedural rules, and both information and knowledge as
essential components of the public sphere. Drawing from

1 Our notion of public space should not be understood according to the strong
divide between public and private law. We are referring here to the digital,
social and political space shared by citizens and involving state laws, govern-
ment and corporate policies, and technical standards.
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these theoretical tenets, we suggest that the era of Linked
Data2 also calls for a new approach to democratic theory that
pays attention to the interplay between people, technology,
and data. We posit the notion of “Linked Democracy”” as a
theoretical framework to map those connections, and their
emergent properties by looking at specific instances where
these connections take place.

Consider the following scenario: In early 2016, Google’s
Artificial Intelligence unit DeepMind began a business rela-
tionship with the Royal Free Hospital in the UK, where part of
their agreement involved the building of an application that
would help doctors to spot patients, potentially at risk of de-
veloping kidney disease. As part of the business agreement,
DeepMind would also be accessing 1.6 million patient records
from UK’s NHS. The Streams application, first introduced at
the Royal Free in February 2017, raised almost immediate
concerns from the Information Commissioner’s Office (ICO)
[1], who began an investigation into DeepMind’s access to
medical data. To address these issues, Google hosted in late
2016 a patient engagement forum ‘to work in closer partner-
ship with the public’ [2].

That which we have here, is a new data-driven technology
with potential benefits for doctors, patients, hospitals, and the
NHS at large. A Linked Democracy approach would focus in
this case, on emerging institutional level concerns, and would
pose questions such as: How has the technology been de-
signed? Have the different stakeholders been involved in that
process and how? How will they be able to both – distinguish
and interact with: routinely inbound data, and data that is
newly produced? How will new knowledge will be collected,
aggregated, circulated, and reused? What rules could emerge
from this new ecosystem, and which meta-rules may ade-
quately frame it?

A Linked Democracy examination here suggests that delib-
eration, procedural rules, data, information and knowledge
cannot be isolated from technology and its users, and that
analysing these particular interplays can also shed further light
on how broader democratic ecosystems can be built.

The authors shall describe herein, a broad conceptual land-
scape drawing on legal, political, ethical and technical ap-
proaches, all of which will be brought together to design the
public space for Linked Data in a distributed database system
(the so-called ‘Web of Data’). Rather than analysing each
concept, or any in detail, we shall analyse the interconnections
between them. Our focus is on the conceptual interface. We
outline frameworks for the theoretical building of a public
space, and conceivably, the approach presented by the authors
might lead to a deeper understanding of other aspects than the
mere locking of concepts and approaches in independent silos.

The present article is organised as follows. Section 2 briefly
introduces the space of e-Health. Section 3 summarises the
notions of deliberative and epistemic democracy, and intro-
duces the concept of linked democracy, in order to frame
properly, the notion of ‘a global public space.’ Section 4 fo-
cuses on e-health, and introduces the notion of meta-rule of
law to manage the semantic dimension of the web. Section 5
elaborates on Data Protection and Privacy-by-Design (PbD).
Section 6 describes four main ethical frames for Public Health
data, and defines the concepts of complex equality, contextual
integrity, ontology (informational ethics), and algorithmic
governance. Section 7 discusses the way of integrating these
broad models into specific ecosystems through computational
modelling, and introduces the notion of identity ecosystem
layer. We will focus on the example of Electronic Health
Records (EHR). Finally, Section 8 draws some conclusions
toward designing better regulatory frameworks for the better
representation and use of Public Health in the Web of Data.

2 Situating the e-Health space

As complex systems scholar Robert Mathews [3] recently
argued, “no entity can be protected adequately if the value
of that which is to be protected, and/or the consequences re-
lated to its loss are not well understood.” This is an important
contextual direction. However, there are many ways of under-
standing how to put into place protective regimes, according
approaches depend to different theoretical perspectives, ethi-
cal concerns, regulatory systems, legal cultures, and national
and international jurisdictions.

In spite of the impressive body of work already performed,
and the increasing attention that these problems have attracted,
there is no general agreement on what Privacy actually means,
and how it should be implemented. There is no shared legal
definition for Big Data either [4]. Yet, understanding the caus-
al effects on people’s lives and the associated regulatory ef-
fects on their social and legal status is an urgent task. It has
been recently addressed in books and Conferences on Health
and Data [5] [6] [7] [8] [9] [10], on Privacy and Data
Protection [11] [12] [13] [14], and in many scientific articles
relating to both fields, including two Semantic Web Journal
Special Issues, on Health Care and Life Sciences [15], and on
the Law [16]. Additionally, the Journal of Biomedical
Semantics is regularly updating the information on available
computational ontologies.

While Big Data and Semantic Analysis should not be con-
fused, as they entail different methodologies; “LinkedData” is
significant for both. As explained by Heath and Bizer [17]
semantic languages (such as RDF) not only connect docu-
ments and/or data fragments (e.g. from APIs), but also things,
i.e. entities described in each data fragment on the web. This

2 Linked Data refers to a set of methods and standards for publishing data on
the Web. The term was famously proposed by Tim Berners Lee in 2006 as a
framework to connect data across websites and databases.
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‘linked world of things’, was the main idea behind Tim
Berners-Lee’s dream of a single Giant Global Graph [18].

Benefits to bioinformatics, biomedicine, and Health Care
applications follow. The field of biomedical informatics is one
of the most active in such a respect. As Luo et al. [5]
state in their 2016 state-of-the-art report, Proteomics DB
(with a data volume of 5.17 TB) covers 92% (18,097 of
19,62) of known human genes that are annotated in the
Swiss-Prot database. USA HITECH Act has nearly tri-
pled the adoption rate of electronic health records
(EHRs) in hospitals to 44% from 2009 to 2012 [5].
Data from millions of patients have already been digi-
tally collected and stored.

It is certainly true that aggregated data can potentially en-
hance health-care services and increase research opportunities
[5] [19]. Yet, in practice, the achievements of the Web of Data
cannot be complete without warrants, and other forms of pro-
tections that should be put in place to guarantee the safety and
security for all individuals and organisations. To put it bluntly
[20]:

[…] patient experience prosumption has generated new
avenues for commercial endeavours by enterprises that
have seen the opportunity for expropriating its value. In
the new data economies of digital data production and
harvesting, the digital patient experience economy
hinges on the commercialisation of written accounts or
rankings by lay people of their medical conditions, their
treatments and their interactions with healthcare pro-
viders. Lay people’s experiences and opinions as they
are expressed in digital media forums, with all the suf-
fering, hope, despair, frustration, anger and joy that are
often integral aspects of coping or living with a medical
condition or surgical procedures, have become commer-
cial properties for market exchange. They are not of-
fered and nor do they receive financial compensation
for providing their experiences. The value they derive
is non-commercial, while the exchange value of the data
they prosume is accumulated by the companies that pro-
vide the platforms for patients to share their experiences
or trawl the web to harvest the data and render it into a
form that is valuable for commercial entities.

Edward Hockings states that there is a regulatory shift [21]:
“We are witnessing a shift in the governance of medical

and biomedical data, from a rights-based approach to the ad-
judication of competing claims, in which benefits of the econ-
omy, for example, are seen as goods to be balanced with a data
subject’s right to privacy and confidentiality. These unprece-
dented levels of access by Government and private sectors,
give raise to new powers to be used in ways which reflect the
interests of society as a whole, but rather, sectional interests
and those of Government.”

These are some of the problems. However, we should not
react too rapidly, and throw the baby out with the bath water.
The use of data in intensive care units may be critical [20].
Knowledge increases the secondary usage of clinical data [5].
Clinical support systems can benefit from the appropriate use
of linked biomedical data. Translational tasks and actions may
render Public Health datamore precise and efficient, including
stored, transferred, and interoperable clinical data. Preventing
epidemics and infectious diseases is an urgent task in most
regions of the planet.3

Then, perhaps, the problems are not to be found solely in
the risks, but in encouraging business models that drive data
use ought to change – in order to meet the needs and chal-
lenges raised by big data. To be efficient, business models
based on freemium, subscription or commons approaches can-
not assume that they operate in unregulated open markets
[23]. It is our contention that the objective of building sustain-
able ecosystems for the biomedical field entails not only
leveraging the use of data, but the construction of its collective
and public dimension. This means rethinking such elements as
ethics, available models of democracy, and the rule of law.

3 Deliberative, epistemic, and linked democracy

In the early 1990s, a number of political philosophers started
to situate public deliberation at the centre of their democratic
theories. The so-called “deliberative turn” challenged the view
of democratic practice as the simple aggregation of voter pref-
erences for representatives at elections. This new focus did not
render voting (or the aggregation of preferences) as meaning-
less, but situated the same, as “a phase of deliberation’ in a
democratic process [24]. Deliberation, most authors would
agree, is about “processes of judgment and preference forma-
tion and transformation within informed, respectful, and com-
petent dialogue” [25]. The ideal is that “inclusive, non-
coercive and reciprocal discussion” on relevant issues should
influence “individual preferences and shape public policy”
[26].

Drawing from these developments, a number of institution-
al innovations have been deployed at different levels of gov-
ernance in many democratic countries. These innovations,
usually referred to as ‘mini-publics’ [27], involve randomly-
selected microcosms of citizens that are convened to deliber-
ate on public issues. Examples of mini-publics are consensus
conferences, planning cells, citizen juries, citizen assemblies,
or the more recent deliberative polls [28].

3 E.g. Based on the available online data, social media and local news reports,
an algorithm developed by Health Map indicated early signs of the Ebola
disease spread in West Africa nine days before they were identified as
‘Ebola’ [22]. The Healthmap did not predict that the “mysterious disease”
would spread.
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In parallel to these developments, another line of thought in
democratic theory has stressed the “epistemic” properties of
democratic systems. From this perspective, Schwartzberg ob-
serves, “epistemic democracy defends the capacity of the
‘many’ to make correct decisions [with respect to an indepen-
dent standard] and seeks to justify democracy by reference to
this ability” [29]. As she notes, the epistemic approach relies
on four different historical and textual sources: “(a) ancient
Athens and Aristotle’s argument for the “doctrine of the
wisdom of the multitude”; (b) Rousseau and his connection
with Condorcet; (c) utilitarian thought, particularly Mill’s de-
fense of the deliberative capacity of assemblies; and (d) clas-
sical pragmatism” [29]. Relevant proponents of the epistemic
approach are Waldron [30], Estlund [31], Landemore [32],
and Ober [33]. As is the case with deliberative democrats,
there is also diversity between epistemic democrats with re-
gard to what the standard of correctness in decision-making
looks like. Thus, Estlund [31] explains:

[…] one version might say that there are right answers
and that democracy is the best way to get at them.
Another version might say that there are right answers
and there is value in trying collectively to get at them
whether or not that is the most reliable way. Yet another:
there are no right answers independent of the political
process, but overall it is best conceived as a collective
way of coming to know (and institute) what to do. There
are others.

Ultimately, Schwartzberg [29] contends that “epistemic de-
mocracy does not position itself as an alternative to delibera-
tive democracy but instead generally resituates deliberation as
being instrumental to meet the aim of good, or correct, deci-
sion making”. Just as ad-hoc mini-publics are regarded as
living laboratories to test the theoretical principles of deliber-
ative democracy, both epistemic democrats and their critics
demand more “empirical testing [of] the conditions under
which groups of ordinary citizens are most likely to produce
wise decisions” [29]. To date, most of the evidence for the
epistemic approach has been provided through formal mech-
anisms such as the Condorcet Jury Theorem (CJT) and its
different variants, or the Diversity Trumps Ability Theorem
(DTA) by Hong and Page [32] [34].

Yet, neither deliberative mini-publics, nor epistemic formal
models include the contextual, intermediate level that shapes
human decisions and delimits their implementation, that is, the
institutional layer of democratic systems. Human interactions
within ad-hoc mini-publics do not happen in a vacuum and
cannot be disconnected from the organisations that create
them, set their governing rules, and apply (or ignore) their
carefully deliberated outcomes. Political agendas, policies,
goals, expectations, and values are part of the picture too.
Likewise, epistemic formal models cannot fully grasp the

emergent properties arising from the interaction between indi-
viduals and their contexts. A theory of democracy dynamical-
ly linking the distributed interactions between people, data,
institutions, and both organizational and local contexts would
provide a framework of analysis of this missing intermediate
level. We suggest denominating this approach “Linked
Democracy” (Fig. 1).

4 Linked Democracy and e-Health

Linked Democracy is supported by Linked Data. It is a way to
organise knowledge, institutions, and people in order to foster
interoperability, remove silos, and create a secure framework
for data sharing. It might operate to frame the connection
between expert, collective, and personal knowledge in the
biomedical field. Let’s borrow a practical example from
Chun and MacKellar [35]:

“Consider a typical user, Mary, who is researching clinical
trials for her elderly father who is suffering from kidney can-
cer. […]. Currently, the only way to get further information
about a disease or treatments is for people like Mary to initiate
a web search to find a definition or go through similar patients’
experiences to get further information and to make a decision.
For instance, she would need to navigate over to PubMed and
run searches there to find relevant research papers. She might
also go to a site like PatientsLikeMe and search the site
looking for experiences and statistics on the drugs involved
in the trial. A better solution would be an integrated knowl-
edge base system that provides patients and caregivers with
aggregated health information from different sources, so they
can better understand diagnoses, alternative treatments and
side-effects of drugs. It is especially important that the large
store of patient generated content buried in medical social
networking and blogging sites be integrated into this knowl-
edge base.”

This is the simplest example. It is assumed that Mary will
be provided with accurate and relevant information that will
help her to make health related decisions. However, such an
outcome can neither be realistically demanded, nor satisfied
according to someone’s expectations. It raises further profes-
sional and ethical questions about the relationship between
common and expert knowledge, and about safety and medical
decision-making.

How can knowledge be produced, stored, curated, man-
aged, and conveyed in a reasonable way, including deletion
of medical information that is outdated, superseded, found
inefficacious, or amounting to quackery? Who is taking re-
sponsibility for the nature, volume and the quality of medical
information which is available on the web?

These questions raise puzzling and non-trivial issues about
liability, rights, and duties, beyond pure technical issues. The
point is that Linked Data requires a model of democracy able
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to handle information and knowledge (structured information)
in a feasible way. But, to implement such a model we should
take into account that new regulatory tools are also needed to
anchor technical requirements and regulatory conditions into
specific ecosystems.

The integration of public and private resources can be used
at present to annotate, share and reuse data with controlled
vocabularies for multiple social, medical, and research pur-
poses. This is made possible by using computational
ontologies. An ontology is a description (like a formal speci-
fication of a program) of concepts and relationships that can
exist for an agent or a community of agents [36]. These ques-
tions raise puzzling and non-trivial issues about liability,
rights, and duties, beyond pure technical issues. The point is
that Linked Data requires a model of democracy able to han-
dle information and knowledge —i.e. structured informa-
tion— in a feasible way. But, to implement such a model we
should take into account that new regulatory tools are also
needed to anchor technical requirements and regulatory con-
ditions into specific ecosystems. Taxonomies are organised
into graphs that allow knowledge to be structured, shared,
and reused. Semantic languages, such as XML, RDF and
OWL, facilitate the process.

In the past few years, the number and quality of biomedical
ontologies have increased exponentially. Almost every aspect
of the field is being covered: anatomy, celltypes, and pheno-
types; chemical entities to annotate drugs and their biological
activities, structures, and pharmaceutical applications for data
interoperability4; There are ontologies to capture bio-medical
metadata to characterise experiments, for the interpretation of
gene expression datasets, and for environmental conditions;

ontologies to classify human diseases, to compare data items
and identify meaningful biological relations between them; to
identify protein interactions, to suggest candidate genes in-
volved in diseases; to repurpose drugs [37]. There are several
ontologies providing models that facilitate interoperability of
data from bench to bedside [38] [39–41], and for mobile ap-
plications [42].

A number of issues about the security of databases,
workflows, and the reuse of data by companies and govern-
ments have been raised already: What are the sign-on, access
and authentication policies? Who handles testing, and how is
it done? What encryption policies will protect data as it is
transferred, or when it is being stored? Is there a single-
tenant hosting option separated from that of other customers?
Who manages the application on the back end, and what pol-
icies are in place to thwart insider breaches? What is the back-
up and recovery plan? How well does the provider’s security
policy match companies? [43].

Trust, safety and security foster a person or patient-
centered approach [44], in which, “the status of the patient,
his/her experiences, expectations and wishes, but also his/her
personal and environmental context define the provision of
health services. By that way, the patient turns from subject
of care to the responsible manager of processes and condi-
tions. The new role of the patient must be accompanied by
appropriate basic policies, frameworks and tools to enable the
patient playing that role.”

Patients and their families are citizens, and digital citizens.
Mary may be in touch with all sorts of patient associations,
health-care units, and health facilities. Obversely, Mary’s
search traces are picked up by automated data aggregators,
on-sold and might result in adverse consequences for Mary
and/or her father in terms of health insurance, credit rating or
employment. Nevertheless, doctors can also benefit from bio-
banks and medical linked data.

4 ‘Interoperability’ means ‘semantic interoperability’ here: the creation of a
common meaning or information exchange ‘reference,’ across computational
systems. We will be returning to this concept, later on (sections 7.1 and 7.3).

Fig. 1 Empirical focus of deliberative, epistemic, and linked democracy models
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We agree with Richard Horton who, in 2016, has suggested
in The Lancet [45] that the rule of law is an invisible determi-
nant of health. But the protections of the rule of law are filtered
and interpreted through the mediating algorithms and the an-
notation and ontology-building processes that frame the stor-
age, management, interoperability, and reusability of data and
metadata flows. The related ecosystems that have (or may
have) a global scope, which are regulated by an entangled
and plural set of organisational protocols, standards, rules
and principles. Only a small set of them is specifically legal
(pertaining to national or international bodies), and even these
ecosystem rules require a more specific interpretation.

For example, in international law, the Universal
Declaration on Bioethics and Human Rights (UNESCO,
2005) sets the principles of informed consent, privacy and
confidentiality, non-discrimination and non-stigmatization, re-
spect for cultural diversity and pluralism, equality, justice, eq-
uity, solidarity and cooperation. [46] Art. 14 states: “The pro-
motion of health and social development for their people is a
central purpose of governments that all sectors of governments
that all sectors of society shares”. Art. 14.1 recognises that “the
enjoyment of the highest attainable standard of health is one of
the fundamental rights of very human beingwithout distinction
of race, religion, political belief, economic or social condition”.

The Declaration is specifically addressed to the States (art.
2). But there is no agreement about their implementation be-
cause national jurisdictions interpret the notion of social re-
sponsibility quite differently. Privacy is deemed to be a fun-
damental right in Europe; in the Supreme Court of the United
States, Griswold v. Connecticut, 381 U.S. 479 (1965) deter-
mined that under the Constitution, a right to privacy against
governmental intrusion can be implied through the Bill of
Rights. Sovereignty and national boundaries ranks first.
Customary international law is mainly based on covenants
and pacts of a political nature between nation states—pacta
sunt servanda. The Internet and the web of data emerged in a
highly fragmented world in which technology is qualified
through the filtering of legal concepts shaped from different
legal cultures (e.g. common or civil law), and national juris-
dictions. Yet, there is no common legal definition of ‘metada-
ta’ (or ‘secondary data’ under UK legal terminology).

These are not obstacles, but the nature of law is quite di-
versified, context-related, and functionally dependant on pow-
er and types of governance. To handle it properly on the web, a
meta-rule of law should be put in place to rebuild the public
space and to tailor specific privacy and data protection sys-
tems [47]. This is not a question of discontent: protections are
the same. The difference lies in the instruments at hand. The
use of computer ontologies and languages —Digital Rights
Management, Rights Expression Languages, automated
licenses, smart contracts, etc.— have a regulatory effect that
should be taken into account, acknowledged, and controlled at
each step and level of implementation. Thus, the expression

meta-rule of lawmirrors the original rule of law, requiring the
control of algorithm implementation and the use of semantic
languages from the beginning.

Tele-medicine, health surveillance, bio-banks, epidemic
controls etc., depend on data flows. How are these flows to
be regulated? For instance, the relationship between them and
any singular person constitute what has been referred to as a
quantified self, where individuals deploy sensors and moni-
toring devices to measure and improve their own health.
Barrett et al. [48] propose to expand and aggregate this con-
cept to a population level, “leading to quantified communities
that measure the health and activities of their population,
thereby improving collective health with a data-driven ap-
proach”. According to the authors, “big data” may be used
both in precision medicine5 (i.e. linking electronic health re-
cords to molecular data) and disease prevention (i.e. incorpo-
rating data about behavioural, social, and environmental risk
factors): “the technological underpinning of health-focused
big data is the use of sensors and smartphones to track various
aspects of health and health behaviours” [48].

Barret et al. state that in addition, some legal controls should
be put in place related to the access, amount, quality, and degree
of personal information involved in the production, storage,
management of, and access of their risk factors, not only at
the content, but at the metadata level as well. People tracking
their weight, diet, or exercise routine and producing passive
massive data should have the opportunity to monitor this data,
and to make decisions in relation to them. Converting unstruc-
tured data, into a structured representation of that data, should
be done in a transparent and accountable fashion. But to make
this happen, we could benefit from a more refined version of
the rule of law, covering not only principles and fundamental
legal values, but the tools and languages required to use, pre-
serve, and manage citizens’ rights on the Web of Data.

5 Privacy by design and Data Protection

Ann Cavoukian’s seven principles of privacy are now well
known.6 She distinguishes between informational privacy
and data protection [50]:

“Privacy is a much broader concept than data protection.
Information privacy refers to the right or ability of individuals
to exercise control over the collection, use and disclosure by
others of their personal information. Data protection is gener-
ally established through a set of rules or legal frameworks that

5 Precisionmedicine can be defined as the “prevention and treatment strategies
that take individual variability into account” [49].
6 A brief reminder: 1. Proactive not Reactive; Preventative not Remedial; 2.
Privacy as the Default Setting; 3. Privacy Embedded into Design; 4. Full
Functionality—Positive-Sum, not Zero-Sum; 5. End-to-End Security—Full
Lifecycle Protection; 6. Visibility and Transparency—Keep it Open; 7.
Respect for User Privacy—Keep it User-Centric.
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impose responsibilities on organizations that collect, use, and
disclose personal information”.

According to her, data protection points to the collective
dimension of the regulatory frameworks, and refers to the
rules governing both the monitoring and control of the imple-
mentation of individual rights, and to the responsibility of
public authorities. Privacy is a broader concept, orthogonal
to data protection: it addresses the defence, and hetero- and
self-management of personal information. It can be turned into
Privacy by design when embedded into computational sys-
tems —i.e. Full Attribution, Data Tethering, Analytics on
Anonymized Data, Tamper-Resistant Audit Logs, False
Negative Favoring Methods, Self-correcting False Positives,
Information Transfer Accounting [50] [51].

However, the connection between these two dimensions is
not evident, as the link between them entails an institutional
and organisational mediation that is difficult to encompass and
coordinate in advance. Moreover these dimensions are not
completely bridged using automated methods either.

In spite of existing regulations, pitfalls and privacy breaches
are quite common, and it is easy to make all sorts of mistakes. In
2012, the supermarket chain Target ‘s loyalty card of a teenage
customer led the company’s marketing analysts to predict (and
disclose) that shewas pregnant [52] [53]. In 2016, the Australian
Health Department published anonymous Medicare and phar-
maceutical claims data involving GPs and three million of their
patients (10% of Australian population). “De-identified” records
of claims under the Medicare Benefits Schedule and
Pharmaceutical Benefits Scheme were made public, assuming
that this would facilitate research. But it was easy to break the
encryption algorithms using the same available information, and
this is what actually happened [54]. In addition, as Google Flu
Trends (GFT) has shown, predictive analytics are prone to fail-
ure. Large scale applications based on logs relating to influenza
are not completely accurate and reliable [55].

In mobile technology, the survey of 476 apps mobile health
applications conducted by Brüggemann et al. [56] shows that
105 apps request personal information and use it to tailor the
app experience according to users’ preferences and needs:

(….) 21% of the apps in our dataset collecting personal
information collect it without any noticeable use for it.
Privacy-attentive apps should only collect information
actually used by the app to provide the app functionality
or tailor the app to user preferences and needs. Otherwise,

information collection appears fraudulent and leaves a
negative overall impression of the app. 40% of the apps
in our dataset transfer personal information without en-
cryption. Even though use of a secure, encrypted data
connection is not visible to users, a secure data connec-
tion should always be used bymHealth apps to guarantee
confidentiality and integrity of personal data.

Information privacy (in the context of accessibility and
availability of information), personal privacy (in the context
of personally identifiable information), territorial privacy (in
the context of spatiality and temporality), and location privacy
(in the context of geo-located information) should be
complemented with properties regarding the ownership of
hardware, explicit information, and metadata. Van de Ven
and Dylla [57] identify some more properties: authorisation,
accountability, encryption, obfuscation, fragmentation, data-
hiding, and social means. Tsormpatzoudi et al. [58] stress
the problems raised by interdisciplinary research: privacy
has many dimensions and nuances according to contexts, dis-
ciplines, methodologies, and tools.

In the Public Health and bio-medical areas, genetic privacy
[59], informed, dynamic, open consent, and the construction
of a consent matrix for ethical, legal, and social issues (ELSI)
may play a major role [60]. At present, these conceptual con-
structs constitute a rich and non-homogenous arena. Genetic
privacy —the protection of genetic information from
unauthorised disclosure— has received strong criticisms in
favour of autonomy and research [61]. The principle of soli-
darity has been balanced with the positive and negative effects
of disclosure regarding the empowerment of families and pa-
tients [62]. For instance, strategies for data sharing in rare
diseases are deemed to be “a necessity to ensure that patients
are able to obtain a diagnosis and the potential for treatment”.7

But this should not be done unless adequate procedures to
protect patients and their families are in place. All these trends,
experiences, and discussions are most relevant for the con-
struction of a public space. In the Web of Data, such a space
is the result of a complex interaction between agents, commu-
nities and regulatory bodies (either public or private). In other
words, the Web of Data is a knowledge-implemented space,
driven by computational techniques and practices.

Ontology Design Patterns [ODP] are specifically built to
support reusability in engineering [63]. Beyond domain and
upper-top ontologies, ODP are being constructed to cluster
and better classify relations between entities, that stem from
a closer cooperation between expert and computational de-
sign. Many of them have already been constructed in bio-
technology [64] [65] [66]. There are serious attempts to build
high general level ontologies for privacy and data protection
with regulatory effects [67]. It is a matter of time before these
common efforts converge in Public Health data management
and policy-driven strategies.

7 As stated by Woods [62]: “Up to 80% of rare diseases are genetic diseases
and strategies that seek to combine “omics” data with whole genome sequenc-
ing data, data from medical records, natural history data and data on family
members of the proband (the affected individual) are now regarded as essential
research tools. This combination of data sources opens a potential for the
exploitable re-purposing of research data and presents the research participant
with the challenge of consenting to a complex context of biomedical “Big
Data”.
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We reproduce an ODP on license linked data resources
comprising agents, rights, permissions, and prohibitions,
ready to be reused for semantic web services (Fig. 2).

Our point is that the specific features of semantic languages
and algorithms are not only expressing relations among enti-
ties, but actually building them up through hybrid machine/
human/machine interactions. Thus, bio-medical ecosystems
and scenarios will depend on how well the conceptual model-
ling previous to computer design can be drawn. For example,
the integration of non-ontological resources constitutes a
problem for ontology-building reengineering [68] [69] [70].
This cannot be done in an intuitive way: it is a call for
technically-driven legal modelling with ethical and legal
grounds[71][72].

6 Ethical frames for Public Health Data

From a regulatory point of view, data management, such as
ontology building, is not a neutral task. Values, principles, and
moral beliefs are intertwined in technical decision-making and
design modelling. Perhaps this is what some researchers in-
tend to mean when they state that data is a moral vector [73].
However, there is a risk in reducing the complexity of the
problem by schematising its conceptual dimensions into a
passive and active agency (i.e. a rulers/ruled approach). We
are taking a different direction. We will highlight four notions
to frame conceptually the ethical field: (i) complex equality,
(ii) contextual integrity, (iii) ontology (not to be confused with
computer ontologies), (iv) and algorithmic governance.
Doing this, we intend to address the bases for setting the
relationships between Linked Democracy and the meta-rule
of law. In what follows, we will embrace a descriptive stance,
followed by the discussion in the subsequent section (7).

6.1 Complex equality

“Liberalism is a world of walls, and each one creates a new
liberty” [74]. The philosopher Michael Walzer points at the

paradox of the liberal way of dividing society to foster individ-
ual liberties. According to him, church and the state, the market,
familial freedom, privacy, and domesticity were set apart during
the 18th and 19th centuries, and the 20th c. inherited the walls.
His problem is how to reassemble what was separated, but ac-
knowledging the fact that we cannot jump easily over the walls:

“Freedom is additive; it consists of rights within settings,
and we must understand the settings, one by one, if we are to
guarantee the rights. Similarly, each freedom entails a specific
form of equality or, better, the absence of a specific
inequality—of conquerors and subjects, believers and infidels,
trustees and teachers, owners and workers—and the sum of
the absences makes an egalitarian society.”

Complex equalitymeans that we need to strike a balance for
each of these separate realms: inequalities in the several spheres
of society should not interbreed, should not interfere with each
other. However, isolated settings do not really exist. Instead,
spheres of justice could be adjudicated across distinct distribu-
tive spheres, in order to respect the differences and harmonise
social goods, wealth, political office, commodities, education,
security, health, etc. Institutional integrity is at stake as a
counter-balance to the state power. Therefore, according to
Walzer, social goods may be distributed according to different
standards and principles in different autonomous spheres [75].

6.2 Contextual integrity

Walzer did not specifically focus on privacy and law. Though,
Hellen Nissenbaum does. Using ‘complex equality’ as a
starting point, she elucidates the notion of contextual integrity.
According to Nissenbaum, contextual integrity “ties adequate
protection for privacy to norms of specific contexts, demand-
ing that information gathering and dissemination be appropri-
ate to that context and obey the governing norms of distribu-
tion within” [76].

She introduces three principles to be applied: 1. Protecting
privacy of individuals against intrusive government agents. 2.
Restricting access to intimate, sensitive, or confidential

Fig. 2 Ontology Design Pattern
for licensing [reproduced with
permission]. Source: V.
Rodríguez-Doncel, M.C. Suárez-
Figueroa, M. Poveda, http://
ontologydesignpatterns.org/wiki/
Submissions:
LicenseLinkedDataResources
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information. 3. Curtailing intrusions into spaces deemed pri-
vate or personal. However,

“A central tenet of contextual integrity is that there are
no arenas of life not governed by norms of information
flow, no information or spheres of life for which “any-
thing goes.” Almost everything —things that we do,
events that occur, transactions that take place— happen
in a context not only of place but of politics, convention,
and cultural expectation.”

Therefore, much more specific contexts can be drawn. She
assumes that contexts are partially governed by norms that
govern information, and she posits two types of informational
norms: norms of appropriateness, and norms of flow or distri-
bution. Norms of appropriateness dictate what information
about persons is fit for disclosure in a particular context.
Norms of distribution regulate the transfer of information from
one party to another. This second notion leans on Walzer’s
pluralistic theory of justice. “contextual integrity is maintained
when both types of norms are upheld, and it is violated when
either of the norms is violated” [77].

With the Internet and linked data, threats to privacy have
grown. Nissenbaum contends that we must formulate opera-
tional norms (a backdrop of context-specific substantive norms)
that constrain what information websites can collect, with
whom they can share it, and under what conditions [77] [78].

Walzer’s and Nissenbaum’s conceptualisations have
proved to be highly influential— not only among contempo-
rary philosophers, but in computer science too. Contextual
integrity has been partially formalised using linear-time tem-
poral logic [79].

Both approaches are powerful enough to foster different
trends of ethical guidelines for many domains, methodologies
and computer models, as they contribute to blur the stark di-
chotomy between public and private law. Notably, they can be
specified in technical requirements cross-fertilising several do-
mains (especially in bio-medical and Public Health environ-
ments). These formulations have not been ignored.

However, it can be shown that they stem from a classical
formulation of what a subject (an individual or a group) is for
political and legal philosophy. Subjectuality and identity
should be treated separately. The problem does not lie in the
contextual approach, but with the procedures, strategies and
tactics to be put in place within digital environments. We will
return to this later.

6.3 Ontology (informational ethics)

Contextual integration is prescriptive, regulatorily binding.
Luciano Floridi takes a different ethical stance, focusing on
ontology and information entities. There is an ontological and

epistemic turn, then, one in which agency is not human, but
information-centred [80].

Let’s reproduce the four principles of Information Ethics:
(i) entropy ought not to be caused in the infosphere (an envi-
ronment that is populated by informational entities), (ii) entro-
py ought to be prevented in the infosphere, (iii) entropy ought
to be removed from the infosphere, (iv) the flourishing of
informational entities as well of the whole infosphere ought
to be promoted by preserving, cultivating and enriching their
well-being.

When applied to bio-medical data, with respect to the fourth
principle, Floridi furnishes some guidelines for biobanks and
translational medicine. To make compatible the usage of bio-
medical data, privacy is not deemed to hide, or to conceal iden-
tities of human subjects, but to foster something like the right
boundaries for the information turn. Using Floridi’s words,
monitoring the ecology of the infosphere means “balancing
the decreasing of ontological friction, and thus promoting the
expansion and well-being of these entities in it” [81].

In their discussion of biomedical Big Data, Mittelstadt and
Floridi differentiate the levels of abstraction that pertain to: (i)
identifying group-harm ethical harms, (ii) assessing the impor-
tance of epistemology in Big Data Ethics. Thus, translational
medicine, and the need for the taking care of both the man-
agement of biobanks and the informational technical and so-
cial flows, are treated as different dimensions of the same
ethical perspective. The problem is: how, and in which way,
rights can be implemented and managed effectively through
quantitative data. What is the link between Big Data, algorith-
mic governance, and Ethics?

6.4 Algorithmic governance

Algorithms can be used to monitor, and to control iterative
cycles of information within, and between, database flows.
Algorithmic governance means governance by algorithms, in
addition to already existing governance of algorithms. This is
a new concept, and very likely, according to the New York
University Conference held in May 16–17, 2013, a new field
of research.8

In the last ten years, encryption and differential privacy
experts have strived to minimize risks of de-identification
[82]. Apple has just embedded “local” differential privacy into
its mobile phones, so that no consumer content can reach the
company [83].

Communication scholar Tarleton Gillespie [84] defines
public relevance algorithms as “algorithms to select what is
most relevant from a corpus of data composed of traces of our
activities, preferences, and expressions“. He identifies the fol-
lowing six dimensions:

8 See http://governingalgorithms.org/
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“(i) Patterns of inclusion: the choices behind what makes it
into an index in the first place, what is excluded, and how data
is made algorithm ready; (ii) cycles of anticipation: the impli-
cations of algorithm providers' attempts to thoroughly know
and predict their users, and how the conclusions they draw can
matter; (iii) the evaluation of relevance: the criteria by which
algorithms determine what is relevant, how those criteria are
obscured from us, and how they enact political choices about
appropriate and legitimate knowledge; (iv) the promise of al-
gorithmic objectivity: the way the technical character of the
algorithm is positioned as an assurance of impartiality, and
how that claim is maintained in the face of controversy; (v)
entanglement with practice: how users reshape their practices
to suit the algorithms they depend on, and how they can turn
algorithms into terrains for political contest, sometimes even to
interrogate the politics of the algorithm itself; (vi) the produc-
tion of calculated publics: how the algorithmic presentation of
publics back to themselves shape a public's sense of itself, and
who is best positioned to benefit from that knowledge.” [85].

Algorithmic governance is drawing a broad map of non-
solved challenges. Ethics and legal protections can, and
should be, designed into the systems that are collecting per-
sonal health data in real time. For instance, co-utility and self-
enforcement protocols have also been proposed to facilitate
the coordination and control between agents in de-centralised
systems, encompassing fairness [85]. But this has not been
implemented yet: to make it happen, significant rebuilding at
the institutional level would be needed.

7 Discussion

It is our contention that Linked Democracy, and the protec-
tions of the meta-rule of law, can furnish the intermediate
models to integrate these four broad models into specific plat-
forms and applications. This intermediate modelling makes
explicit the choices and decisions made in ontology-building,
and in the selection of technical functionalities and algorithms.
We are pointing at the institutional layer of democratic
systems (see above, section 2).

Embedding specific protections into computer designs en-
tails drawing design tactics [86] and the incorporation of indi-
rect strategies before modelling [87]. Compliance with a gen-
eral rule such as: “Regular audits of the system should be per-
formed by an external supervisor” cannot be performed by the
system itself, but has to be accommodatedwithin the ecosystem
that is being designed, interpreted, created, and handled by
(human or artificial) agents. Colesky et al. [87] (i) define pri-
vacy design strategy as “a distinct architectural goal in privacy
by design to achieve a certain level of privacy protection”, (ii)
and define tactics as “an approach to privacy by design which
contributes to the goal of an overarching privacy design strate-
gy”. According to the authors, ‘tactics’ represents an additional

level of abstraction between strategies and privacy. Thus, there
is room for a wide range of computer modelling designs to
“bridge the gap between data protection requirements set out
in law, and system development practice”.

Bert-Jaap Koops and Ronald Leenes have convincigly
asserted that privacy cannot be hardcoded [89]. Actually, it is
our contention that this is a specific characteristic of all regulatory
systems: law and ethics cannot be hardcoded either [90]. Privacy
by design (PbD) may be an important solution for ensuring the
protection of privacy, but it does not entail full protection. For
instance, to implement the limited usage of personal information
to reduce the impact of privacy violations, a principle that is
present in USA laws, European General Data Protection
Regulation (GDPR) and ISO ISO 29100, requires something
more than design strategies and tactics. Monitoring and external
controls have to be put in place too. Thus, PbD is not a panacea
[91]:

“Laws or legal solutions do not perfectly regulate human
behavior and neither do technologies or technical solutions.
Some of these challenges, limitations and constraints of PbD,
however, can be potentially addressed through the application/
implementation of ‘smart regulatory approaches’ and the invest-
ment in necessary resources and training. Nonetheless, the dire
reality is that the serious threats/risks to privacy (and liberty)
posed by the inertia of technological development is probably a
dilemma simply too immense for PbD or any legal or technical
solution alone. In the end, no matter how PITs are designed/
developed, their widespread deployment and use will likely al-
ways be a serious cause for concern for the protection of privacy
and liberty.”

PITs stands for Privacy-Invading Technologies: “PITs mainly
consist of technologies with (blatant or latent) surveillance capa-
bilities or other technologies that disallow techniques/approaches
for reducing privacy risks/threats” [91].

Let’s consider this issue from a legal point of view. The rule
of law has two main dimensions to reduce these threats: en-
forcement of protections (binding rules), and social dialogue
(citizens’ participation in the making of norms, rules, and
policies). At least four escalating regulation layers can be
identified and interpreted across both the dialogical (social)
and binding (compulsory) axes of the rule of law: (i) Hard
law (legislation and case law), (ii) Multi-layered governance
(administrative and government policies), (iii) Soft law
(Privacy Impact Assessments, standards, and protocols); (iv)
Ethics (ethical committees, Fair Information Practices,9 and
ethical theories) [71]. To regulate data flows, and to bridge
privacy and data protection, these layers should be not only
balanced and incorporated into specific computer models, but

9 See the Guidelines for the Protection of Privacy and Transborder Flows of
Personal Data set by the Organisation for Economic Co-operation and
Deve lopmen t (OECD) , h t tps : / /www.oecd .o rg / s t i / i economy/
oecdguidelinesontheprotectionofprivacyandtransborderflowsofpersonaldata.
htm
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incorporated into existing institutional and legal designs too
[72]. Let’s put the example of Electronic Health Records
(EHRs) (also referred to as Medical Health Records [MHR])
in Public Health.

7.1 Electronic Health Records

National and regional EHRs systems,10 should, in theory, en-
gage each of the above regulation layers. However, the prom-
ise that these systems, by providing instant, comprehensive
and accurate information about patients in clinical settings
would eliminate or minimise the risk of life-threatening med-
ical errors; render unnecessary many tests and procedures, and
consequent delays in treatment, did not materialise. The infor-
mation contained in each individual EHR is incomplete, and
thus inaccurate and counter-indicated for use in clinical set-
tings. The Australian Digital Health Agency, for instance, the
body responsible for the Australian national EHR system
called My Health Record, advises treating clinicians and
healthcare providers ‘to assume [that] the information … is
not a complete record of a patient’s clinical history’ [92]. As a
result, only a very small number of general practitioners, and
almost no medical specialists, have registered to use the
system.

Yet the automated algorithm running the My Health
Record scheme creates a new record every 38 s. These records
include clinical summaries; specialist letters; referrals, pre-
scription and dispense records automatically uploaded by
General Practitioners. Pharmacies, public hospitals, other
healthcare providers and agencies registered with the sys-
tem.11 Although the My Health Record model is nominally
an “opt in” one,12 very few patients are aware of let alone
consent to the virtually blanket uploading of their clinical
records on the national system. Nor are the patients aware that
among ‘participants’ in the system allowed to share informa-
tion contained in its in its EMRs are the Veterans’ Affairs
Department and Defence Department, the Attorney-
General’s Department and law enforcement entities.13

In England, in 2013 the National Health Services Trust
created an electronic EHRs for social care information and
highly sensitive medical records (care.data): subsequent seri-
ous privacy and security breaches led to its abandonment in
July 2016 [93]. Given the well-publicized scandals relating to

breaches of security14 and privacy, many patients are less than
enthusiastic about massive EHRs schemes.

At least in relation to very large EHR systems, legal regu-
lation alone is not sufficient to protect individual and collective
rights. For in the domain of personal health information, these
systems create a massive power imbalance between patients
and the state in favour of the latter. Can effective protections
for medical data in electronic form ever be set in place?

Privacy, and specifically legal requirements for privacy, are
barely implemented. According to the survey carried out by
Fernández-Alemán et al. on security and privacy literature
[95], only 4 (8%) of the reviewed articles referred to training
of health staff in security and privacy. Mahfuth et al. [96] inter-
estingly note the financial costs of data protection, as “it is clear
from the findings that developing countries have currently
proceeded with the adoption of EMR without any serious con-
sideration for the security policy to protect EMRs.” Social and
political conditions also affect the implementation of technical
requirements, and both concepts should not be confused.

Systematic technical surveys on the literature on EMR pri-
vacy and security shed similar results: a lack of connection
between the needs of stakeholders and technical solutions so
that “barriers to the privacy and security protection of EHR
systems persist” [97]. Technical features have been identified
in several ISOs and technical standards (e.g. ISO 29100 and
ISO 27002). Among them: access control, compliance with
security requirements, interoperability, integration and shar-
ing, consent and choice mechanism, policies and regulation,
applicability and scalability and cryptography techniques.

Many technical proposals focus on interoperability. We
should distinguish systemic interoperability from semantic in-
teroperability (to meet computational sufficiency in
Information Systems processing). The former notion refers
to the ability of complex systems to interact, share, and ex-
change information. It focuses onto the coordination of prac-
tices, including human behaviour, organizational structures,
tools, languages, and techniques [98]. In the aforementioned
context, semantic interoperability refers to the ability to ex-
change and share information across computational systems.
This linguistic side should be integrated as a component into
the social and organizational one to avoid reductionism and
make interoperability effective.

There is no doubt that EHRs are, and will be in the future,
widely adopted. Yet, there are many obstacles to overcome. For
example, despite the increased implementation of EHRs,
healthcare data has not been organized for intelligent data re-
trieval. Chalasani et al. [99] differentiate three gradual stages in
which hospitals can demonstrate meaningful use: e-prescribing,

10 For example national EHR systems have been set up in Australia, Denmark,
Jordan, Saudi Arabia, Austria, and the Netherlands, while Canada Spain have
adopted regional (“autonomic”) models.
11 See https://myhealthrecord.gov.au/internet/mhr/publishing.nsf/Content/
news-002 .
12 The My Health Records Act 2012 (Cth) Sch 1 cl 2(1) provides for intro-
duction of an opt-out option.
13 My Health Records Act 2012 (Cth) Sch 1 cl 8(1); My Health Records
Regulation 2012 (Cth) reg 4.1.2.

14 See BBC News [94]: “Three US healthcare organisations are reportedly
being held to ransom by a hacker who stole data on hundreds of thousands
of patients. The hacker has also put the 650,000 records up for sale on dark
web markets where stolen data is traded. Prices for the different databases
range from $100,000 (£75,000) to $411,000”.
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patient Personal Health Records [PHR] access, and access to
comprehensive patient data. In the end, they clearly state:
“However, the ground reality at this time in the United States
is that the EHR interoperability is minimal or non-existent”.

A recent Report by Sittig and Wright [100] links interop-
erability with the openness of EHRs. Openness means that
“the data within an EHR should be available via programmat-
ic interfaces for secondary use (e.g., data sharing between
systems for research and population health)” and that “EHR
developers should provide customers with access to an
‘escrowed’ copy of their current source code to help mitigate
health care business continuity problems in the event the de-
veloper goes out of business”. They define a set of require-
ments (EXTREME: EXtract, TRansmit, Exchange, Move,
Embed) for different use cases —clinicians, researchers, soft-
ware administrators, and patients.15

From 2010 on, Harvard Medical School and Boston
Children’s Hospital began an interoperability project with
the goal of developing a platform to enable medical applica-
tions across different healthcare IT systems. Substitutable
Medical Applications and Reusable Technologies (SMART)
is “a technical and market experiment to test whether
standards-based data models could gain sufficient EHR ven-
dor interest to influence the trajectory of the industry” [101].
In 2013, they created a platform to implement clinical data
models and the application-programming interface described
in a new, openly licensed Health Level Seven draft standard
called Fast Health Interoperability Resources (FHIR). They
called it SMART on FIHR, representing clinical data as re-
sources (each resource is an expression of meaning stated in
terms of fields and data types). The platform addresses the
needs of end users and app developers and provides open
standards that aligns with the needs of clinical system vendors,
but does not specifically address legal and regulatory models.
We contend that this is an essential step that should be
encompassed with interoperability testing [102].

7.2 The collective dimension: Direct democracy, legal
instruments, crowdsourcing

Even if the EHR technology were capable of enabling instan-
taneous data sharing among diverse and multiple parties in a
secure manner, these massive systems will not be trusted by

patients and doctors unless and until they can demonstrate
adherence to legal, ethical and social values of societies within
which they operate. Such values could be debated and
ascertained through citizen participation. One of the difficult
problems that still needs to be solved is how to combine cit-
izens’ knowledge and decisions with technical and expert
knowledge. Another one is how to share and discuss the rel-
evant political and ethical values.

Constitutional provisions have been used in the past, and
are still being used to adequately include ethics and legal
norms in the Public Health domain. Referendums and plebi-
scites are considered mechanisms of direct democracy; and if
appropriately executed, they can be vital to deliberative de-
mocracy as well. They have a long provenance, particularly at
the local government level [103]. At the national level, de-
pending on the constitutional structure of the country, there
are essentially three types of referendums: (1) on constitution-
al and non-constitutional matters that are binding on the
Parliament (for example, Switzerland); (2) binding referen-
dums on basic law (for example, France, Ireland, Belgium,
and Turkey); or constitutional amendments (for example,
Australia); and (3) non-binding referendums (sometimes re-
ferred to as plebiscites) [104] [105].

Could a proposal for providing constitutional guarantee of
privacy and security in relation to electronic health records be a
subject of a referendum? Theoretically it could; but this de-
pends on national legal systems. For example, in Australia,
binding referendums have to be initiated by the Federal
Parliament, that is, by politicians. Given that the My Health
Record Act 2012 (Cth)16 allows the Australian government,
without any substantial privacy and security safeguards, to
constantly augment and aggregate data contained in shared
electronic health records, a referendum or a plebiscite on
eHealth records is unlikely to be put to the vote [92] [106].

However, participation and people’s comments and votes
are becoming not only technically feasible, but increasingly
relevant in health policy and business. The relationship be-
tween crowdsourcing and Healthcare goes back to 2006 and
the open innovation platform InnoCentive; at present, more
than 35 businesses and initiatives are on the way. C.
Hoffmann [107] identifies eight categories with solutions that
range from patient-caregiver connectivity and collaborative
consumption (an economic model involving sharing goods
or services by a group), to contagious disease surveillance:
(i) clinical innovation, (ii) virtual visits, (iii) caregiver connect-
edness, (iv) EHR and practice management, (v) collaborative
asset consumption, (vi) data visualisation and sharing, (vii)

15 These are the capabilities that should be widely shared: (i) (EXtract): en-
abling any health care organization to create a new secondary-use database
(e.g., for population health management or clinical research); (ii) (Transmit):
enables a clinician to send a copy of a patient’s record to another physician as
part of a referral or to a patient’s personal health record; (iii) (Exchange):
enables a health care organization to participate in a community-wide health-
information exchange; (iv) (Move) enables a health care organization to switch
HER developers without incurring extraordinary data extraction and conver-
sion costs; (v) (Embed) enables an organization to develop new EHR features
or functionality and incorporate this new software into clinicians’ workflow
within their existing EHR.

16 In November 2015, the Federal Parliament through Health Legislation
Amendment (eHealth) Act 2015 (Cth) substantially amended the Personally
Controlled Electronic Health Records Act 2012 (Cth) and renamed it My
Health Records Act 2012 (Cth).
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collaborative learning, sharing, and social benefit; (viii) dis-
ease surveillance. This entails a cultural change [108]:

“Qualitative changes in mindset may be a forerunner to in-
stitutional recasting as individuals increasingly take the respon-
sibility to self-manage health in a more empowered proactive
manner. The individual has become the central focal point in
health, which is now seen as a systemic complexity of wellness
and prevention, as opposed to an isolated condition or pathol-
ogy. Not only is scientific advance critical, but also the philo-
sophical and cultural context for moving away from the fix-it-
with-a-pill mentality to the empowered role of the biocitizen in
achieving the personalized preventive medicine of the future.”

The so-called ‘quantified self’ [108], citizen sensing, and
the wide use of mobile applications cannot be ignored, and are
especially significant in non-Western cultures to foster social
development and human welfare [109] [110] [111].

The health crowdsourcing literature reviewed by Boulos
et al. concludes that “standardised guidelines are needed on
crowdsourcing metrics that should be collected and reported
to provide clarity and comparability in methods” [110]. A
similar conclusion is reached by Poblet et al. [112] after the
analysis of 27 platforms for disaster management and Open
Source Intelligence (OSINT).

We strongly believe that law cannot be placed aside. Rights
and open rights management will be increasingly important to
foster citizens’ participation and trust. But implementing the
rule of law on platforms and apps to regulate information
flows require another dimension to regulatory models that
cannot be confused with standardisation, just as technical re-
quirements cannot be confused with social conditions, or se-
mantic interoperability with systemic interoperability. For
stakeholders to trust EMR systems, the relevant institution
must function (be anchored) within strong and transparent
legal and ethical frameworks.

We use trust in the Health Care domain in the sense of
relationship among patients, their doctors who upload confi-
dential information on the EMR, and those who store, process
and distribute this data. By anchoring institutions we under-
stand the set of legal rules, ethical values, and data protection
principles encompassed within the management of each plat-
form and application through semantic languages (RDF, OWL,
SPARQL…), algorithms, and codes. Each crowdsourced and
OSINT platform —for disaster management, crisis mapping,
citizens’ political participation, or EMR— fosters the creation
of specific communities of end-users and stakeholders that re-
quires the enactment of a specific anchoring institution.

These communities are flexible, have different features, and
can generate different conflicts of interests to be solved, not at
the micro or macro-level, but at the meso-level in which data-
flows operate. In other words, as stated in section 2: at the meso-
level instantiated by linked data governance. Models of Linked
Democracy can be implemented to refine and put epistemic
innovation and deliberative tools into practice. This proposal

(i) extends beyond the idea of liberal democracy relying only
on voting and procedural approaches, (ii) links and bridges the
main ethical models leaning on complex equality, contextual
integrity, informational ethics, and algorithmic governance.

7.3 The Identity Ecosystem Layer

To apply legal provisions and implement the ethical principles
set out by the ethical trends and models described above,
specific standards and protocols should be aligned with them.
This means that concepts defining what an individual is, and
the properties to be used and computed (such as identity) for
the industry, and governing agencies may need to change.
What properties define what ‘identity’ is on the Web?

Adapting legal protections to the notion of digital identity
requires redefining the identity ecosystem layer.17 Digital
identity and access management, and especially a common
lexicon should be defined in a more consistent way. The
National Institute for Standards and Technology (NIST) of
US Department of Commerce is working on harmonizing
and creating a more precise nomenclature and taxonomy for
digital identity, its attributes, and associated concepts.

Assigning values to attributes, according to metadata
models, constitute the next steps. The following are some of
the problems that have been identified [114]:

“(i) Attribute currency and specifically how concepts such as
decay rate, freshness, and date since last verification could affect
confidence scoring; (ii) complications around the term consent
in ‘individual consented’, and how privacy enhancing require-
ments could be better instantiated in the metadata elements; (iii)
concerns about terminology, particularly with respect to ‘prov-
enance’, and the types of values allowable under ‘verification’”.

The problem involves the criteria for assigning values to
attribute metadata. NIST Internal Report (NISTIR) 8112:
Attribute Metadata, defines a schema for a range of metadata
for a subject’s attributes [115]. It contains a metadata schema
for attributes that may be asserted, about an individual during
an online transaction, to enrich access control policies.
Verification, consent, and compliance with privacy data pro-
tection policies are components of it. The five components
(categories) of the schema are: (i) provenance (origin, provid-
er, and pedigree-degree of authoritativeness), (ii) accuracy
(verifier and verification method), (iii) currency (freshness of
the metadata), (iv) privacy (consent, acceptable uses, cache
time to live, and data deletion date), and (v) security classifi-
cation (security classification level and releasability).

“ (…) attribute metadata are important, but it is the granu-
lar attribute value metadata—for example, information about

17 The idea of a meta-system identity layer for the Internet was first coined by
Microsoft architect Kim Cameron ten years ago [113]. For the sake of sim-
plicity, and thinking of implementation into specific domains in a public space,
we use the expression “identity ecosystem layer”.

Health Technol. (2017) 7:519–537 531



attribute values’ authoritativeness, the processes used to create
or establish them, and the frequency with which they are
refreshed— that is designed to enable greater trust across sys-
tems. […] Attribute metadata and attribute value metadata can
be leveraged to enrich authorization decisions, facilitate cross
boundary interoperability and trust, and enable adoption of
federated attributes.” [115].

In the above quotation the reference to interoperability in-
fers only a semantic context. In actuality this is a control
system, in which access to benefits, records, and health ser-
vices will depend on the stored use of a pre-established but
dynamic identity, which may depend on federated identity
systems. We may ask who is going to take control of such
systems, and what response and dispute resolution tools will
be put in place to foster trust and monitor their performance
over individuals and groups. The notion of Linked Democracy
entails that this ‘identity ecosystem layer’ could, and should,
be put into citizens’ hands, and under the protection of the
meta-rule of law. Beyond security, reliability and trust are
the main values to be attained through cooperative means.

There are alreadymany initiatives to reflect on constitutional
crowdsourcing.18 Lawrence Lessig addressed some of these
problems and started a fruitful and most needed thread of legal
thought already in 1999. The first version of his influential Law
andOther Laws of Cyberspace (1999) did not take into account
the different languages on which identity could be built. He
addressed them in the (crowdsourced) second version of
2006. He stated that the four dimensions of interacting legal
modalities —laws, norms, market, and physical architecture
(code)— could be enriched with an identity “wallet” [116].
He acknowledged that this identity issue was a matter of polit-
ical decisions, and he was right in emphasizing the importance
of defending a person-centred perspective. However, this per-
spective should be refined to include the importance of ethics,
privacy and data protection for Linked Data [117]. The com-
plexity and difficulty in coordinating these four dimensions or
legal modalities in an implementable system of rights constitute
a set of obstacles to overcome. Perhaps the boundaries of tra-
ditional tools based in national sovereignty and customary in-
ternational law could be balanced with a conception of global
digital citizenship. Yet at this point in time, no consistent agree-
ment has been reached about how to regulate globally the dig-
ital identity meta-system layer. Tim Berners-Lee andW3C rep-
resentatives have recently expressed the same concerns [118].

8 Conclusions

Big Data is here to stay. We may use the Gartner definition of
Big Data: “high-volume, high-velocity, and/or high-variety in-
formation assets that require new forms of processing to enable

enhanced decision making, insight discovery and process op-
timization”. The volume of business data worldwide, across
almost all companies, doubles every 1.2 years, and both com-
panies and governments are collecting huge amounts of data
about individuals to reduce costs and gain efficiency [119]
[120]. Both take advantage of it, while existing surveys and
reports in USA show an increasing lack of confidence in the
media, business leaders and elected officials [121]. Virtually
every type of cross-border transaction has a digital component.
This means that concepts defining what an individual is, and
the properties to be used and computed to define the ‘identity
ecosystem layer’ should be discussed and balanced.

In this article we have addressed the issue of creating a
public space to regulate Public Health data and metadata at
different scales and levels. I.e. helping individuals to get con-
trol over the information flow that will define the identity
ecosystem and shape their capacity to operate on the web, to
get access to health services, and to receive benefits and ap-
propriate care.

(i). First, we have suggested that an approach based on the
notion of Linked Democracy and protections implement-
ed through the meta-rule of law can enable better under-
stand and design the regulatory tools that are needed to
handle semantically-driven big data flows.

(ii). We suggested that our approach correlates with the no-
tions of deliberative and epistemic democracy, focusing
on the relationships between people, data, and institu-
tions. We state that the meta-rule of law constitutes an
analytical extension of the rule of law, through semantic
languages. Both aspects —political and legal— are
complementary, and can contribute to the effective em-
powerment of citizens.

(iii). Third, we have discussed the implementation of priva-
cy and data protection strategies to articulate the public
domain. It is our contention that languages and tools of
the web of data —vocabularies, ontologies, and
Ontology Design Patterns, among others— have a
strong regulatory effect on behaviour and might shape
a new institutional framework

(iv). Fourth, we have provided the ethical foundations for
such an approach. Complex equality, contextual integ-
rity, informational ethics (ontology), and algorithmic
governance, are at the grassroots of the Linked
Democracy perspective. We have argued that Linked
Democracy and the meta-rule of law can furnish the
intermediate tools to integrate these models into specif-
ic ecosystems at the meso-level. This intermediate
modelling makes explicit the choices and decisions
made in ontology-building, and in the selection of tech-
nical functionalities and algorithms.

(v). Fifth, we have focused on the example of Electronic
Health Records [EHRs]. To create trust among18 See e.g. http://constitutionlab.org/
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hospitals, doctors and patients, further efforts should be
devoted to make a consistent link between technical
requirements and social conditions and ethical values.
Semantics can be viewed as an essential component of
systemic interoperability, but on its own, is not enough
to build safe and reliable ecosystems.

The interface between human and artificial sides of com-
munities deserves further attention. The modelling of
crowdsourced, collective intelligence is at the grassroots of
normativeMulti-Agents Systems (norMAS) attempts to create
ecosystems within human/artificial environments [122].
However, this theoretical trend is beyond the scope of the
present article, though we may explore it in the near future.
There is a growing research community developing Ethics,
Privacy, and Data Protection in computer science and
Artificial Intelligence.

Classical legal instruments such as voting, plebiscites, ref-
erendums, and constitutions still have the power of framing
popular participation. Nevertheless, from a broader cultural
perspective, it is arguable that the concepts of nation state
and legality on which these instruments are grounded have
proven to be too narrow to frame the regulatory trends emerg-
ing from the world Web of Data and the Internet of Things.

While we have not broached a more expansive vision of
such liberal political notions coming from Enlightenment
models such as ‘individual’, ‘collectivity’, ‘subjectivity’,
etc., these could be redefined by the operational languages
that constitute the identity ecosystem layer on the Internet.

Specifically in the Health Care domain, empowerment and
the need of monitoring and controlling self-produced data
have to find more personalised ways of handling and defining
collective identities. The emerging public space cannot be
conceived solely as an aggregation of individuals (or votes,
roles, comments, and opinions). Rather, it must be based on
the linking power of shared knowledge. Otherwise, “unregu-
lated and rampant ‘datafication’ of identified or identifiable
personal health information about individuals collected, man-
aged, and disseminated without their knowledge and informed
consent effectively treats data subjects – us – as mere means to
an end.” [123].
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