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Abstract
The flow behavior of the AA5052 alloy in a fully annealed state was analyzed across a range of temperatures: 25, 100, 200, 
and 300 °C, and five strain rates: 0.001, 0.005, 0.01, 0.05, and 0.1 s−1. The flow curved depicted an inverse sensitivity with 
test temperature however, very little positive sensitivity was observed for strain rate at higher temperatures. Notably, type-B 
serrations were noted at temperatures below 100 °C and lower strain rates of 0.01 s−1. To quantify the flow behavior, three 
distinct prediction models were utilized: artificial neural network (ANN), Johnson–Cook (J–C) and Modified Arrhenius 
(M-A) model, where ANN model demonstrated notably enhanced prediction accuracy with Average Absolute Relative Error 
(AARE) of 1.77%, as compared 3.42% and 4.26% for J–C and M-A models, respectively. Furthermore, structure-property 
correlation was established by conducting electron backscatter diffraction (EBSD) analysis on identical tensile samples sub-
jected to a strain of 17% under varying test conditions. The Kernel Average Misorientation (KAM) was found to be higher 
(0.84°) at 0.01 s−1 strain rate as compared to 0.001 s−1 (0.74°) confirming the occurrence of dynamic recovery at lower strain 
rate. However, the maximum average Grain Orientation Spread (GOS) was found to be 3.6° at 300 °C and 0.001 s−1 strain 
rate confirming the absence of recrystallization at any of the test conditions due to the low strain level.
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1  Introduction

Aluminum is a material of choice for a wide range of indus-
tries including automobile, building and construction, 
ship manufacturing, packaging, and cryogenics because of 
their lightweight nature, superior corrosion resistance and 
excellent formability. Among the various aluminum alloys, 
Al–Mg alloys (AA5XXX) offer an excellent balance of 
both formability as well as strength. The magnesium con-
tent in these alloys typically ranges from approximately 0.5 
to 5 wt%, which provides the enhances strength. However, 
as the magnesium content increases, the secondary β-phase 

(Al3Mg2) precipitates along grain boundaries through 
heterogeneous nucleation and growth [1, 2] reducing the 
formability.

Numerous studies have been conducted on experimental 
investigations of the flow behavior of Al–Mg alloys using 
uniaxial tensile and compression tests. For instance, Ozturk 
et al. [3] conducted a similar study on AA5052-H32 sam-
ples, analyzing various strain rates and test temperatures 
ranging from room temperature to 300 °C, within the strain 
rate range of 0.0083–0.16 s−1. The effect of temperature 
on the strain hardening coefficient, strain rate sensitivity, 
strength coefficient, and total elongation was also examined.

To explain the flow behavior, various constitutive and 
data-based models have been proposed for various load-
ing conditions over the years [3–7]. Most of these models 
considers strain rate, temperature, and strain effects. The 
constitutive model given by Zener et al. [8] and Sellar et al. 
[9] also considered the effect of strain rate and temperature. 
Whereas Johnson–Cook (JC) [10] and Zerilli-Armstrong 
(ZA) [11] models also consider strain in addition making 
them widely acceptable. However, these models do not 
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account for thermally activated phenomena such as recovery 
and recrystallization.

Sellar et al. [12] incorporated a strain softening function 
to consider the effects of thermal activation processes. Over 
the years, constitutive models specific to applications and 
materials have been proposed. Guo et al. [13, 14] developed 
a constitutive model specially for aluminum, utilizing multi-
ple linear functions for flow modeling whereas Lee et al. [15] 
developed a model to understand the variability in properties 
due to micro porosity. Another novel constitutive equation 
was proposed by Guo et al.[16], which combines a linear 
softening term and peak stress to predict the flow behavior 
of AA5052 aluminum alloys. Song et al. [17] compared the 
Johnson–Cook (J–C) constitutive model with the correla-
tion term proposed by Huh and Kang [18]. Arrhenius-type 
constitutive models have also received significant attention 
from researchers [19–24]. Jiang et al. [25] and Rezaei et al. 
[26] have used modified J–C and Arrhenius type constitutive 
model to predict the compressive flow behavior of aluminum 
alloys. These models incorporate the effects of strain, strain 
rate, and temperature to improve prediction accuracy. Back-
propagated artificial neural network (BP-ANN) models have 
demonstrated excellent prediction accuracy for flow behav-
ior [20, 22, 23, 27].

Flow curves are deformation mode dependent. Most of 
these investigations have primarily centered around phenom-
enological predictive models, emphasizing the compressive 
flow behavior of the AA5052 alloy. However, for most of 
the deep drawing and forming operations, these alloys are 
subjected to complex tensile stresses at war forming tem-
peratures of 150–300 °C. Furthermore, a comprehensive 
endeavor to comprehend the tensile flow behavior of the 
AA5052 alloy, encompassing its prediction and the estab-
lishment of a structured relationship between microstructure 
and properties at the warm forming temperatures, has been 
lacking. As a response to this gap, the current study is dedi-
cated to investigating the isothermal tensile behavior of the 
AA5052 alloy under diverse strain rate and warm tempera-
ture conditions. This encompasses the development of both 
constitutive and data-driven models for enhanced predictive 

accuracy. Additionally, the study seeks to establish a corre-
lation between microstructural characteristics and material 
properties through the utilization of Electron Backscatter 
Diffraction (EBSD) analysis.

2 � Material and Experimental Details

In present study, fully annealed (O-temper) AA5052 alloy 
sheet of 1 mm thickness was studied. The chemical com-
position analysis of the AA5052 samples was performed 
using ICP-OES (inductively coupled plasma optical emis-
sion spectrometry), and the weight percentages of the major 
solute elements are provided in Table 1.

The flow behavior of AA5052 alloy was investigated 
using isothermal tensile tests conducted along rolling 
direction. These tests were performed at four different tem-
peratures: 25 °C, 100 °C, 200 °C, and 300 °C and at five 
strain rates: 0.001–0.1 s−1 at an interval of 0.005 s−1. The 
tests were conducted on an MTS universal testing machine 
(UTM). Flat tensile samples were prepared as per ASTM 
E-8 standard. The tensile sample prepared is illustrated in 
Fig. 1.

While performing the elevated temperature tests, the 
specimens were heated using the furnace attached within 
the Universal Testing Machine (UTM). The heating rate 
employed was 20 °C/min. To ensure temperature uniform-
ity across the gauge length, the specimen was soaked at the 
deformation temperature for a duration of 3 min. Follow-
ing the completion of the tests, the failed samples were air-
cooled to room temperature. Figure 2a illustrates the sche-
matic of the elevated tensile test methodology. Additionally, 
Fig. 2b showcases representative fractured samples.

In order to understand the impact of process parameters 
on the microstructure, isothermal tensile tests were con-
ducted at 25 °C, 200 °C, and 300 °C, utilizing strain rates 
of 0.001, 0.01, and 0.1 s−1 until reaching a consistent strain 
of 17%. Small samples measuring approximately 10 mm 
in length were extracted from the central gauge region of 
the tensile specimens. These samples were then subjected 

Table 1   Composition analysis 
of AA5052 test samples in 
weight percent

Unit Mg Fe Si Mn Cu Mn Zn Cr Al

Standard (wt%) 2.2–2.8  < 0.4  < 0.25  < 0.10  < 0.10  < 0.10  < 0.1 0.15–0.35 –
Actual (wt%) 2.55 0.295 0.067 0.074 0.005 0.074 0.002 0.233 Rest

Fig. 1   Tensile test specimen as 
per ASTM E-8
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to a polishing process in thickness direction to expose the 
RD-ND (Rolling-Normal Direction) surface.

The polishing procedure involved using emery papers 
with increasing grit sizes, ranging from 220 to 3000. Subse-
quently, electropolishing was employed to achieve the mirror 
finish. The electropolishing procedure entailed immersing 
the samples in a solution containing 20% vol. perchloric 
acid and 80% vol. ethanol, while maintaining a tempera-
ture below 10 °C. The electropolishing process lasted for 
20 s, with a voltage of 20 V and an electrolyte flow rate of 
20 ms−1.

EBSD analysis was carried out using an OXFORD fast 
CCD detector mounted on ZEISS Gemini 300 Field Emis-
sion Scanning Electron Microscope (FESEM) on the elec-
tropolished samples for different test temperature and strain 
rate conditions, along with the as-received sample. The scan 
was conducted on an area of 300 × 300 µm with a step size 
of 0.2 µm. The EBSD scan data was further analysed using 
HKL Channel 5 analysis software to understand the grain 
size distribution and grain misorientation at various test con-
ditions. A detailed discussion and illustration of as-received 
and deformed microstructure is presented in the microstruc-
tural analysis section from Figs.8, 9, 10, 11and12.

3 � Isothermal Uniaxial Tensile Tests

The stress and strain data from all the tensile experiments 
were assimilated. The stress values were plotted against 
strain values for various temperature and strain rate condi-
tions. To confirm the obtained flow curve at each condition, 
three repeatability tests were conducted at all test conditions.

3.1 � Flow Behavior of AA5052 Alloy

To understand the effect of varying test temperature, stress- 
strain curves were analysed till failure at constant strain 
rates. Figure 3a–e shows the effect of various test tempera-
ture (25–300 °C) at constant strain rates varying from 0.001 
to 0.1 s−1 with an interval of 0.005 s−1. Serrations in flow 
curves were observed at all strain rates for temperatures 
ranging from 25 to 200 °C as shown in the insets of Fig. 3.

3.2 � Strain Hardening Behavior of AA5052 Alloy

To study the materials’ strain hardening behavior, the slope 
was determined for each data point in the plastic region of 
the flow curves in Fig. 3 under various test conditions. This 
slope is the work hardening rate and is denoted as "θ". θ was 
then plotted against the strain for different test temperatures 
at a constant strain rate. Work hardening plots at various 
strain rates are illustrated in Fig. 4.

4 � Constitutive Models

In this study, J–C, modified Arrhenius and backpropagated 
Artificial Neural Network (BP-ANN) modeling techniques 
were used to forecast the flow characteristics of AA5052 
alloy till Ultimate Tensile Strength (UTS). We subsequently 
assessed the accuracy of these predictions by comparing 
them to experimental data using the Average Absolute Rela-
tive Error (AARE) and coefficient of determination (R2).

4.1 � Modified Arrhenius Constitutive Model

A constitutive model correlating various parameters of the 
conducted tensile test with the flow stress was developed. 
Traditionally, the power law (Eq. 1) and exponential law 

Fig. 2   a Schematic of hot tensile test methodology. b.AA5052 failed samples at 300 °C and different strain rates
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Fig. 3   Isothermal flow curves of AA5052 samples at various strain rates(s−1): a 0.001, b 0.005, c 0.01, d 0.05, e 0.1
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Fig. 4   K-M plot for strain hardening rates vs net flow stress for AA5052 alloy at various strain rates (s−1): a 0.001, b 0.005, c 0.01 d 0.05, e 0.1
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(Eq. 2) have been employed to establish constitutive rela-
tions during specific processing [28].

Both these laws have limited validity for the actual day 
to day thermo mechanical processes like rolling, extrusion 
etc. due to their wide range of temperature and strain rates. 
To address these limitations, a unified function called the 
Hyperbolic Sine law was employed. This function combines 
the equations from both laws [29, 30] and is presented as 
Eq. (3) below.

In the equation, constants A, β, n1, α, and n are adjust-
able parameters. Q represents the hot deformation activation 
energy. The value of α is determined by the ratio of β to n1. 
When ασ is less than 0.8, the hyperbolic sine law simplifies 
to a power law, whereas when ασ exceeds 1.2, it transforms 
into an exponential law.

(1)A1�
n1 .exp(−

Q

RT
)

(2)𝜀̇ = A2.exp(𝛽𝜎).exp(−
Q

RT
)

(3)𝜀̇ = A[sinh(𝛼𝜎)]n.exp(−
Q

RT
)

4.1.1 � Constitutive Parameters’ Calculation

The parameter β was evaluated by a fitting ln ε̇ and σ for vari-
ous test temperature using Eq. (4), as illustrated in Fig. 5a. The 
parameter n1 was estimated by linearly fitting ln ε ̇and ln σ, 
employing Eq. (5), as depicted in Fig. 5b. The stress multiplier 
(α) is calculated by taking the ration of β and n1. For all the 
parameters the average values were considered.

For a constant temperature, linear fitting of ln ε̇ and 
ln[sinh(ασ)] was utilized to estimate n using Eq.  (6), as 
depicted in Fig. 5c. Likewise, at a constant strain rate ε̇, linear 
fitting of ln[sinh(ασ)] and 1/T was used to estimate the param-
eter S, as shown in Fig. 5d. This value of S can be utilized to 
determine the activation energy Q using Eq. (7).

(4)ln𝜀̇ = lnA1 + n1ln𝜎 −
Q

RT

(5)ln𝜀̇ = lnA2 + 𝛽𝜎 −
Q

RT

(6)ln𝜀̇ = lnA + nln[sinh(𝛼𝜎)] −
Q

RT

Fig. 5   Linear plot: a ln ( ̇ε ) ver-
sus peak stress, b ln(ε̇ ) versus ln 
(σ), c ln(ε̇ ) versus ln [sinh(ασ)] 
at various temperatures and d 
ln [sinh(ασ)] versus 1000/T for 
various strain rates to material 
constants of Arrhenius model at 
ε = 0.08 for AA5052
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The hyperbolic sine equation can be reformulated using 
the Zener Holloman parameters (Z), which captures the 
synergic effect of temperature and strain rate [6, 31]. To 
calculate the values of Z, Eq. (8) is utilized. Subsequently, 
constants A and n is estimated by linearly fitting ln(Z) and 
ln[sinh(ασ)].

In order to consider the influence of strain, the afore-
mentioned parameters are now determined for different 
strain values [21]. In this study, strain values ranging from 
0.04 to 0.16 were utilized, with an interval of 0.02, for 
calculating the parameters. In the subsequent section, a 
representative calculation of the constitutive parameters 
is presented specifically for a strain value of 0.08.

The constitutive equations for AA5052 alloy at a strain 
value of 0.08 can be represented as Eq. (9).

The effect of various constants such as Q, n, α, and ln 
A in the constitutive model has been investigated, with 
respect to varying strain [8, 32–35]. Various parameters 
calculated at multiple strain for AA5052 alloy were plot-
ted. It was observed that an order 5 polynomial provided 
the best fit. The polynomial equations obtained through 
the polynomial fitting, including all the parameters, are 
shown in Eq. 10–13. The activation energy was found to 
be ranging from 38.5 to 58.7 kJ/mol for strain ranging 
between 0.04 and 0.16.

4.2 � Johnson Cook Constitutive Model

The Johnson–Cook (JC) model is widely accepted in the 
field of constitutive modeling because of its simplicity 
and small number of constants [36]. However, JC model's 

(7)Q = R[
𝜕ln𝜀̇

𝜕ln[sinh(𝛼𝜎)]
]
T

× [
𝜕ln[sinh(𝛼𝜎)]

𝜕

(
1

T

) ]

t

= RnS

(8)lnZ = lnA + nln[sinh(��)]

(9)𝜀̇ = 4079 × [sinh (0.0038𝜎)]4.36 × exp

[
55 × 103

RT

]

(10)
� = 796.04�5 − 385.11�4 + 69.809�3 − 5.7108�2 + 0.1786� + 0.0048

(11)n = 4E + 07�5 − 2E + 07�4 + 3E + 06�3 − 198793�2 + 7602.9� − 78.331

(12)Q = 6E + 10�5 − 3E + 10�4 + 5E + 09�3 − 4E + 08�2 + 1E + 07� − 176284

(13)ln(A) = 9E + 06�5 − 4E + 06�4 + 562892�3 − 39710�2 + 1390.1� − 14.984

predictions are not accurate for higher strain rates con-
ditions as it does not consider any microstructural effect 
[19]. The JC model can be expressed as follows [37]:

where 𝜎̃ and � represents flow stress and plastic strain, 
respectively. B represents strain hardening coefficient, n rep-
resents exponent of strain hardening, C represents the strain 
rate hardening coefficient, m represents softening coefficient 
caused by thermal softening. A represents the yield stress 
value for reference condition. The three terms in Eq. (14) 
represents the strain hardening, strain rate and thermal sof-
tening effects, respectively. However, in the original model 
all the three effects were considered separately.

4.2.1 � Johnson–Cook Parameters’ Calculation

Various parameters of JC model were estimated by select-
ing reference temperature and strain rates among various 
test conditions and utilizing the obtained flow curves 
through various tensile tests conducted.

4.2.1.1  Reference Strain Rate and  Temperature Condi-
tion  In this study, 100 °C and 0.001 s−1 were selected as 
the reference temperature and strain rate, respectively. At 
these reference conditions, the second and third term of 
Eq. (14) becomes one and it takes the form

where the parameter n and B can be estimated by fitting the 
plastic region of flow curves to (15) whereas the yield stress 
was taken as constant A.

(14)

𝜎̃ =
(
A + B𝜀

n)
[

1 + Cln

(
𝜀̇

̇𝜀Ref .

)][

1 −

(
T − TRef .

Tm − TRef .

)m]

(15)𝜎̃ =
(
A + B𝜀

n)
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4.2.1.2  Fixed Strain Rate and Reference Temperature Con-
dition  For a fixed strain rate and reference temperature, 
the third term of Eq. (14) equals to one and it simplifies to 
the following equation:

The parameter C was calculated by drawing a plot of 

ln(1–(𝜎̃/
(
A + B�

n) )) against ln
(

𝜀̇

̇𝜀Ref .

)

 and calculating the 

slope. Another approach to taking an average value of C 
corresponding to multiple strains.

4.2.1.3  Fixed Temperature and Reference Strain Rate Condi-
tion  In case of fixed temperature and reference strain rate, 
the second term of Eq. (14) equals to one and it simplifies 
to the following Eq:

The parameter, ‘m’ was estimated by drawing a plot 
between ln(1–(𝜎̃/

(
A + B�

n) )) versus ln 
(

T−TRef .

Tm−TRef .

)
 and calcu-

lating the slope. Alternatively, it can also be taken as the 
average value for multiple strain levels. Table 2 presents the 
calculated JC material constants for AA5052 alloy.

(16)𝜎̃ =
(
A + B𝜀

n)
[

1 + Cln

(
𝜀̇

̇𝜀Ref .

)]

(17)𝜎̃ =
(
A + B𝜀

n)
[

1 −

(
T − TRef .

Tm − TRef .

)m]

4.3 � Back Propagated ANN Model

Flow behavior of a material exhibit complex behavior, which 
is affected by numerous factors such as strain, strain rate, 
temperature, and others. Consequently, accurately describ-
ing the flow curve using regression methods alone becomes 
challenging [38]. To overcome this challenge, an artificial 
neural network (ANN) model with backpropagation was 
developed using MATLAB R2020b.

This model aims to analyze the flow behavior of Al–Mg 
alloys by considering strain, temperature and strain rate as 
input variables, whereas true stress was considered as the 
output parameter. To evaluate the model's performance, the 
entire dataset was split into 95% and 5% as training and test-
ing set, respectively. The training dataset with 81,617 data 
points was used across the aforementioned variables.

To determine the optimal number of hidden layer neu-
rons, the mean square error (MSE) given by Eq. (11) was 
utilized as a metric. The MSE is calculated by comparing the 
experimental values (Ei) with the predicted values (Pi). By 
analyzing the results shown in Fig. 6a, the minimum MSE 
was found for a network structure consisting of 25 neurons 
distributed across 2 hidden layers. The model architecture 
is depicted in Fig. 6b.

(18)

𝜎̃ =

(
104 + 459𝜀

0.53
)[

1 + 0.016ln

(
𝜀̇

0.001

)][

1 −
(

T − 298

922 − 298

)1.22
]

Table 2   JC material constants 
estimated for AA5052 alloy

A B n C m TRef. (°C) εRef

104 459 0.53 0.016 1.22 100 0.001

Fig. 6   a Trend of MSE with hidden layer and number of neurons for AA5052. b Final architecture of ANN model for minimum MSE



1839Metals and Materials International (2024) 30:1831–1848	

Normalization of the input and output variables is crucial 
for improving the convergence speed and prediction accu-
racy of a BP-ANN model, especially when the numerical 
values of these variables are distributed in distinct ranges 
and dimensions. To achieve dimensionless variables with 
approximately the same magnitude, a normalization pro-
cess is applied to the initial true stress–strain data. Li et al. 
[22] have shown that using coefficients of 0.05 and 0.25 in 
Eq. (20) as regulating parameters effectively narrows the 
magnitude of the normalized data within the range of 0 to 
0.3. This specific magnitude range has been determined 
through a trial-and-error approach and has been found to 
enhance the convergence speed and prediction accuracy of 
the model.

In the equation, xmax and xmin represent the maximum and 
minimum values of variables, respectively. The variable xn 
represents the normalized value, which is obtained by scal-
ing the original values within the range of 0 to 0.3 using the 
maximum and minimum values.

For the current neural network, the activation functions 
Tansig and Purelin were selected for the hidden and out-
put layers, respectively. The training function Trainbr and 
learning function Learngd were chosen for the training pro-
cess. To ensure stability and convergence, a slower rate of 
learning (0.000) was used. The regression values (R-values) 
obtained for AA5052, using a network with 2 hidden layers 
and 25 neurons, were found to be 0.9998 for training, vali-
dation, testing and overall stages, as depicted in Fig. 7. The 
high regression values ensure the better predictability of the 
ANN model. The prediction accuracy for various models has 
been presented in the results section.

(19)MSE =
1

N
Σ(Ei − Pi)

2

(20)xn = 0.05 + 0.25 ×
x − 0.95xmin

1.05xmin − 0.95xmin

5 � Microstructural Analysis

To develop a correlation between the obtained flow behav-
ior of AA5052 alloy with microstructural evolution, EBSD 
analysis was conducted for identical strain tensile samples. 
The minimum failure strain obtained during the conducted 
tensile experiments for all test temperatures (25–300 °C) and 
strain rates (0.001–0.1 s−1) was found to be 18%. Therefore, 
to study the microstructural evolution, additional tensile tests 
at constant strain of 17% was conducted at 25 °C, 200 °C and 
300 °C temperature and 0.001, 0.01 and 0.1 s−1 strain rates.

5.1 � As‑Received Microstructure

The microstructural analysis of the as-received sheet was 
conducted to establish the baseline. The colored Inverse Pole 
Figure (IPF) map, image quality (IQ) map, Kernel Angle 
Misorientation (KAM), Grain Orientation Spread (GOS) and 
pole figures for bulk texture has been presented in Fig. 8. 
An average grain size of 22.9 ± 1.9 µm and low angle grain 
boundary (LAGB) fraction of 0.48 was observed in the as- 
received sample. The KAM graph presented in Fig. 8c was 
estimated considering third nearest neighbor and maximum 
misorientation of 3°. The average KAM and GOS valued 
was found to be 0.57° and 0.49° for as- received material. 
The texture components were estimated by analysis of EBSD 
data as well as the bulk texture measurement using XRD 
technique on a Malvern Panalytical Empyrean machine. The 
pole figures and Orientation Distribution Function (ODF) 
maps drawn from both the methods were found to be match-
ing. The pole figures from bulk texture analysis for (111), 
(200), (220) and (311) has been illustrated in Fig. 8e with 
brass and Cube texture as the major components.

Fig. 7   R-value for the final ANN model of AA5052 alloy
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5.2 � Deformed Microstructure

5.2.1 � EBSD Analysis

To study the evolution of microstructure with varying tem-
perature and strain rates, EBSD scans were conducted at 
all test temperatures. The scan was performed for all the 
9 test condition samples along with as-received sample on 

an area of 300 × 300 µm with a step size of 0.2 µm. Inverse 
Pole Figure (IPF) maps for all temperature and strain rate 
conditions are illustrated in Fig. 9.

The IPF maps represent the orientation of a chosen 
axis of specimen (in this case ND) in the local reference 
frame of each grain. With no specific orientation to any 
of the < 111 > , < 001 > and < 101 > direction in the IPF 
maps, it was clearly evident from Fig. 9 that there is no 

Fig. 8   As-received microstructure in terms of a IPF map, b IQ map, c KAM, d GOS, eTexture Pole figures
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significant texture at any of the test conditions and all the 
grains are randomly oriented. However, when moving 
from right to left in Fig. 9, a darker heterogeneity due to 

higher dislocation density was observed at 0.01 s−1 strain 
rate (central column) as compared to 0.1 s−1 strain rate 
(right column) signifying higher subgrain fraction which 

0.001 s-1 0.01 s-1 0.1 s-1

25 °C

200 ⁰C

300 ⁰C

Scan Area: 300 X 300 µm

Scan Step: 0.2 µm ND

RD

Fig. 9   Inverse pole figures of AA5052 alloy with varying temperature of 25–300 °C (Top–Bottom) and varying strain rate 0.001–0.1 s−1 (Left–
Right)
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further decreased at lower strain rates of 0.001 s−1 (left 
column).

5.2.2 � Grain Size and Grain Boundary Analysis

The EBSD scan data was analysed using HKL Channel 5 
analysis software. The grain size distribution, low (2°–15°) 
and high (15°–65°) angle grain boundary fractions was ana-
lysed for varying test conditions. The average grain size and 
the ratio of Low Angle Grain Boundary (LAGB) and High 
Angle Grain Boundary (GB) for various strain rates and test 
temperatures has been listed in Table 3.

The variation of grain size and the ratio of LAGB with 
Total Grain Boundary (GB) with increasing test tempera-
tures at different strain rates has been presented in Fig. 10a, 

b, respectively. An overall decreasing trend of grain size 
was observed with increasing test temperature whereas the 
highest average KAM values were observed at the strain 
rate of 0.01 s−1.

5.2.3 � Misorientation Angle Analysis

The misorientation angle distribution was estimated at 
various temperature sand strain rate conditions. The trend 
of average KAM and GOS values for increasing test tem-
peratures at different strain rates has been presented in 
Fig. 11a, b, respectively. The highest average KAM value 
was observed at the strain rate of 0.01  s−1 whereas the 

Table 3   Average grain 
size, LAGB and HAGB at 
various strain rates and test 
temperatures

Average grain size (µm) LAGB (2°–15°) HAGB (15°–65°)

Strain rate (s−1) 25 °C 200 °C 300 °C 25 °C 200 °C 300 °C 25 °C 200 °C 300 °C

0.001 25.2 21.0 19.2 4.1 5.8 4.2 3.0 0.6 1.8
0.01 20.2 19.9 19.1 4.0 5.8 6.5 3.6 0.6 1.0
0.1 26.3 22.1 19.3 8.3 6.6 5.9 3.0 1.1 1.9

Fig. 10   a Grain size distribution 
and b Kernel Angle Misori-
entation (KAM) distribution 
of AA5052 alloy with varying 
strain rate (s−1) viz. 0.1, 0.01 
and 0.001
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average GOS value shows an increasing trend with increas-
ing temperature.

5.2.4 � Bulk Texture Analysis

To understand the change in various components of micro-
structural texture, the scanned data for as-received and 
deformed samples at 25 °C and 300 °C temperature and 
0.1 s−1 strain rate were analysed using MTEX™ open soft-
ware. The change comparative chart has been presented in 
Fig. 12 in the form of a radar chart. A very small increase in 
brass and Cube texture and reduction in Goss texture compo-
nent was observed in deformed samples as compared to the 
as- received samples. However, the overall texture intensity 
of both undeformed and deformed samples was observed to 
be very low.

6 � Results and Discussions

The important observations and results regarding the flow 
behavior, their predictions and microstructural evolution 
have been discussed in the following sections.

6.1 � Flow Behavior of AA5052 Alloy

The trend of the flow curves and uniform plastic strain 
displays a decline as the test temperature rises from 25 to 
300 °C, as demonstrated in Fig. 3. A comparable decrease in 
flow rates was also noted by Prakash et al. [38] when exam-
ining the AA5052-H32 material under isothermal tensile 
tests. This pattern can be ascribed to the phenomenon of 
thermally activated softening [39]. Moreover, it is evident 
that the flow curves exhibit minimal sensitivity to strain rate 

variation at 25 to 200 °C, indicating a negligible impact of 
strain rate. However, at 300 °C, a positive strain rate sensi-
tivity effect becomes apparent, as the flow curves exhibit 
an upward trend with increasing strain rates ranging from 
0.001 to 0.1 s−1.

Serrations of Type-B [40] were noted at lower tempera-
tures, specifically within the range of 25 to 200 °C, across all 
strain rates spanning from 0.001 to 0.1 s−1. These observed 
serrations are due to well-known Portevin-Le Chatelier 
(PLC) effect which has been observed for several Al–Mg 
alloys over a wide range of strain rate and temperatures 
[41–48]. PLC effect is often regarded as a specific instance 
of a broader concept known as Dynamic Strain Ageing 
(DSA) [47]. DSA occurs due to the interaction between 
solute atoms and dislocations, causing their continuous 
pinning and unpinning. Over specific strain rate and tem-
perature range, unpinning of several dislocations simulta-
neously leads to the localization of plastic deformation. On 
macroscopic level, slip bands form at an approximate angle 
of 55° to the direction of the applied strain. The propagation 
of these slip bands along the gauge length of, even at lower 
stresses than typically required for their initiation, results in 
the distinctive serrations seen in stress–strain curves. Nota-
bly, the insets in Fig. 3 distinctly reveal that the magnitude 
of serrations in the flow curves is more pronounced for the 
25–100 °C range at lower strain rates, while at 200 °C, the 
magnitude of serrations becomes more significant at higher 
strain rates.

The relationship between the strain hardening rate (θ) 
and net flow stress (σ–σy), depicted in Fig. 4 following the 
Kocks–Mecking (K–M) model, provides insight into the ten-
sile work hardening characteristics of the AA5052 alloy. The 
strain hardening behavior of AA5052 alloy reveals distinct 
stages: stage III marked by parabolic hardening, followed 

Fig. 12   Trend of various texture 
components with increase in 
temperature from 25 to 300 °C 
at strain rate of 0.1 s−1
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by stage IV characterized by linear hardening, and finally 
transitioning into stage V with parabolic transition. The sta-
ble hardening exhibited in stage IV was evident primarily 
at lower temperatures, specifically at 25–200 °C. However, 
at the elevated temperature of 300°C, the presence of stage 
IV was absent. Notably, the curves demonstrate a positive 
correlation with test temperature, as they shift towards lower 
values with increasing temperature. The most significant 
softening was observed at 300 °C illustrating the presence 
of dynamic recovery. Furthermore, a consistent reduction in 
the extent of region IV was observed as the test temperature 
increases. Eventually, the strain hardening process concludes 
at stage V. The nearly parabolic nature of the transition stage 
for the AA5052 alloy's test temperature suggests a conflu-
ence of slip dislocation bands, dislocation tangling, and dis-
location splitting attributed to the interaction of precipitates 
within the alloy [49].

6.2 � Constitutive Modelling and Prediction Accuracy

The alignment between experimental and model-predicted 
values was assessed by plotting them together. Figure 13 
illustrates the comparison between these sets of values, 
originating from the BP-ANN, J–C, and modified Arrhenius 
models. To numerically gauge the precision of predictions, 
the Average Absolute Relative Error (AARE) values were 
computed for each of these modeling approaches, employ-
ing Eq. (21). For AA5052, the resulting AARE values were 
calculated as 1.77% for BP-ANN, 3.42% for J–C, and 4.26% 
for the Modified Arrhenius model. This analysis clearly 
underscores the substantial superiority of prediction accu-
racy demonstrated by the BP-ANN model, followed by the 
J–C Model, in comparison to the Modified Arrhenius model.

The diminished precision of the Arrhenius model can be 
attributed to its utilization of an averaging methodology for 
estimating constitutive parameters. This approach, despite 
the high temperature sensitivity exhibited by Al–Mg alloys, 
contributes to the poorer accuracy observed in this particular 
model.

For assessing the degree of agreement between actual 
and forecasted stress values, the coefficient of determination 
(R2 value) was computed across all three prediction models: 
BP-ANN, J–C, and Modified Arrhenius. This analysis is pre-
sented in Fig. 14. The notably enhanced predictive capabil-
ity of the BP-ANN model was unmistakably apparent, as 
reflected in its coefficient of determination values: 0.9973 
for BP-ANN, 0.9623 for J–C, and 0.9483 for the Modified 
Arrhenius models. This signifies a remarkable performance 

(21)AARE =
1

N

∑i=N

i=1

|||
|||

�i
x
− �i

y

�i
x

|||
|||

× 100

in prediction accuracy by the BP-ANN model. These out-
comes align with those documented by various researchers 
[[21–23, 27] further corroborating the superior predictive 
capacity of the BP-ANN model.

6.3 � Structure‑Property Correlation

The inverse pole figures depicted in Fig. 9 illustrate the char-
acteristics of AA5052 alloy across varying temperatures and 
strain rates. The findings reveal a uniform growth of grains 
lacking any discernible texture development or recrystal-
lization as confirmed by the texture trend presented in 
Fig. 12 and absence of sudden softening stage representing 
recrystallization phenomenon [50] in KM plots illustrated 
in Fig. 4. This outcome is attributed to the limited strain 
applied, reaching a maximum of only 17%, as there has been 
several reported instances of recrystallization and texture 
evolution for aluminum alloys subjected to higher strain 
(> 30%) [51–60]. Notably, the alloy's initial state of com-
plete annealing eliminated the presence of any pre-existing 
strain effects.

Observations of grain size trends demonstrate a small 
reduction as temperature rises. Specifically, the average 
grain size diminishes from 22.9 µm in the as-received sam-
ple to approximately 19.3 µm in samples subjected to 300 °C 
across all strain rates, as depicted in Fig. 10a. The fraction of 
subgrain was also observed to be increasing with decreasing 
strain rate (central column in Fig. 9) signified by increased 
darker heterogeneity inside the grains [61]. However, the 
fraction of sub grains experiences a decrease upon further 
reduction in strain rate (left column in Fig. 9). This reduc-
tion can be attributed to dynamic recovery (DRV). During 
DRV the opposite dislocations annihilate, and the remaining 
dislocations rearrange to form subgrain boundaries making 
the inside of the grain clearer [62, 63]. This shift is visually 
evident in the clearer inverse pole figures present in the left 
column, linked to the slowest strain rate of 0.001 s−1, when 
compared to the central column portraying a strain rate of 
0.01 s−1 in Fig. 9. The proposed DRV was also confirmed 
by average KAM trend presented in Fig. 11a, which shows 
highest values for the strain rate of 0.01 s−1. The presence 
of DRV at higher temperature and lower strain rate can be 
attributed to the observed inverse sensitivity of the flow 
curves with test temperature. The absence of stage IV hard-
ening phase in the hardening plots at higher test tempera-
ture can also be explained due to the presence of dynamic 
recovery causing the softening to be higher as compared to 
the strain hardening.

It is worth noting that despite these observations, no 
instances of recrystallization were noted at any of the tested 
temperatures and strain rates. Several researchers have con-
sidered average GOS values below a critical value (usually 
2°–3° for aluminum alloys) to identify the recrystallized 
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Fig. 13   Flow behavior comparison of AA5052 wrt. experimental, ANN, J–C and Mod. Arrhenius model predictions at strain rates(s−1): a 0.001, 
b 0.005, c 0.01, d 0.05, e 0.1
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and deformed grains in a microstructure [64, 65]. However, 
the increasing trend of GOS with temperature depicted in 
Fig. 11b negates any possibility of recrystallization for the 
current test conditions. This could be the reason behind no 
significant increase in the total elongation observed in the 
tensile flow curves with increasing temperature and deceas-
ing strain rates. This is consistent with the intricate interplay 
of variables such as pre-existing strain, strain rate, process-
ing-induced strain, and temperature, all of which contribute 
to the recrystallization process [66].

7 � Conclusions

A flow behavior investigation was conducted on a 1 mm 
sheet of AA5052 alloy through isothermal uniaxial tensile 
tests, adhering to ASTM E-8 standards. The study encom-
passed a spectrum of strain rates spanning from 0.001 to 
0.1 s−1, as well as temperatures ranging from room tem-
perature to 300 °C. The predictive accuracy of three dis-
tinct models—Johnson–Cook, Modified Arrhenius, and 
BP-ANN—was juxtaposed and evaluated. To establish a 
correlation between structure and properties, EBSD analy-
sis was performed on tensile samples strained to 17% under 
various testing conditions. This correlation aimed to shed 
light on the interrelationship between material microstruc-
ture and its mechanical response.

The key conclusions drawn from this study are as below:

	 i.	 The flow curved depicted an inverse sensitivity with 
test temperature however, very little positive sensitiv-
ity was observed for strain rate (at higher tempera-
tures).

	 ii.	 Serrations of Type-B were noted at lower tempera-
tures, specifically within the range of 25–200 °C, 
across all strain rates spanning from 0.001 to 0.1 s−1.

	 iii.	 K-M plot for strain hardening rate (θ) and net flow 
stress (σ—σy) shows the presence of stage-III and 
Stage V at all test conditions however, stage IV was 
observed only for low temperatures of 25–100 °C.

	 iv.	 ANN model gave much better prediction of flow stress 
wrt. J–C and Modified Arrhenius model with ARRE 
values of 1.77%, 3.42% and 4.26%, respectively.

	 v.	 KAM analysis revealed the presence of dynamic 
recovery for lowest strain rate of 0.001 s−1 resulting 
into relatively clearer microstructure with lower sub-
grain.
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