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Abstract
The hot deformation behavior of low-density high-strength Fe–Mn–Al–C alloy steel at T = 900-1150 °C and �̇� = 0.01-10  s−1 
was studied by the Gleeble-3500 thermo-mechanical simulator. The rheological stress curve characteristics of the steel were 
analyzed through experimental data, and a physical constitutive model considering strain coupling was established. At the 
same time, the finite element software DEFORM was used to calculate the critical damage value of the steel, and the influence 
of T and �̇� on the maximum damage value was considered. By introducing the dimensionless parameter Zener–Hollomon, the 
critical damage model was established. Finally, the workability of the steel was evaluated by using the intuitive processing 
map technology. The results indicated that Fe–Mn–Al–C alloy steel is a positive strain rate-sensitive and a negative tempera-
ture-sensitive material, and the constitutive model considering physical parameters can well predict the rheological stress of 
the steel during hot deformation (R = 0.997). The critical damage factor of Fe–Mn–Al–C alloy steel varies with the change 
of T and �̇� , and the range is 0.359-0.535. At the same time, the critical damage factor is more sensitive to �̇� . At a constant 
T, the damage factor decreases with the increase of �̇� . Based on the Prasad instability criterion, the dynamic material model 
processing map and the microstructure verification after thermal compression, the rheological instability characteristics of 
the steel are mainly mechanical instability and local plastic flow, and the stable deformation area is mainly characterized by 
dynamic recrystallization. The optimal hot working process window of the steel is 975-1050 °C/0.01-0.032  s−1.

Keywords Low-density high-strength alloy steel · DEFORM · Critical damage model · Hot deformation · 
Processing map technology

1 Introduction

The trend of material lightweight now is a promising sci-
entific research field with the gradual growth of automo-
tive industry. Fe–Mn–Al–C alloy steel owns capital per-
formance, such as anti-corrosion, low density, etc. It can 
be applied in complicated working surroundings and other 
occasions, lighting, and safety area [1–4]. In the process 
of hot deformation, the material flow behavior is usually 
complex. The constitutive model is not only an important 
way to describe the plastic flow characteristics of materi-
als, but also the key and foundation of solid mechanics and 
most analysis and calculation. At present, many research-
ers have constructed material constitutive models based on 
the Arrhenius equation, and the parameters in the equa-
tion are obtained by regression of experimental data [5, 
6]. Although this method is simple, it does not take into 
account the influence of the hot working parameters on 
the physical properties of the material. It is necessary to 
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establish the constitutive model by introducing physical 
parameters (self-diffusion coefficient, etc.) to Fe–Mn–Al–C 
alloy steel. The physical constitutive model combines mac-
roscopic parameters (T and �̇� , etc.) with physical basic 
parameters related to materials, which plays an important 
role in making the simulation results closer to the real situ-
ation. In addition, the internal damage of metal material 
accumulates continuously during the plastic forming pro-
cess. When the damage value reaches the critical value, 
micro-cracks will occur in the material. Therefore, it is of 
positive significance to predict the time of cracks during the 
plastic forming of materials.

The processing map technology is widely used in the 
design and optimization of the hot deformation process 
of metal materials (magnesium alloy, aluminum alloy, 
titanium alloy, etc.) [7–9]. This technology aims to char-
acterize the thermal workability of materials, taking into 
account the mechanical factors and irreversible thermody-
namic factors during plastic deformation, which is help-
ful to obtain excellent products in the practical produc-
tion field. Therefore, the establishment of a low-density 
high-strength Fe–Mn–Al–C alloy steel processing map is 
of great significance to the formulation and optimization 
of the hot forging process of the steel. At present, reports 
on Fe–Mn–Al–C alloy steel mainly focus on smelting, heat 
treatment, and mechanical properties, etc. For example, 
Zhang et al. [10] obtained Fe-25.7Mn-10.6Al-1.2C steel 
with micron austenite grains and a small number of sub-
micron ferrite grains through a phase transition restraint 
recrystallization process, and the corresponding mechani-
cal properties were also excellent. Li et al. [11] studied the 
effects of aging treatment and rolling on the tensile proper-
ties and microstructure of Fe-23.38Mn-6.86Al-1.43C steel. 
It was found that a good balance between dislocation recov-
ery and κ-carbide precipitation was beneficial to rolling. 
The best tensile properties were obtained after aging at 
450 ℃. However, the research reports on the hot deforma-
tion behavior of low-density high-strength Fe–Mn–Al–C 
alloy steel are not thorough enough. There is no research 
on the fracture damage of Fe–Mn–Al–C alloy steel and 
the prediction of the plastic flow of the steel during hot 
deformation by introducing a constitutive model of physi-
cal parameters.

In this paper, the hot deformation behaviors of 
Fe–Mn–Al–C alloy steel were mainly studied through 
thermal simulation compression experiments and metal-
lographic observation. The flow stress curve characteris-
tics of the steel were analyzed through experimental data, 
and a physical constitutive model considering strain cou-
pling was established. At the same time, the critical dam-
age value was calculated with the finite element software 
DEFORM, and the damage model was established, and 
the influencing factors of the critical damage factor were 

analyzed. Then the workability of the steel was evaluated 
with intuitive processing map technology and the optimum 
hot working process window was obtained. The research 
results can provide theoretical support for the determina-
tion of hot forging process parameters and the numerical 
simulation of hot forming of low-density high-strength 
Fe–Mn–Al–C alloy steel.

2  Experimental Procedures

The material used in the experiment is Fe–Mn–Al–C alloy 
steel and the main chemical composition of the steel is 
given in Table 1. The hot compression sample is a cylin-
der of Φ8mm × 12 mm (Table 1), the surface of the sam-
ple is polished smoothly, and the two ends are parallel. 
A single-pass high-temperature compression experiment 
of the steel was performed on the Gleeble-3500 thermo-
mechanical simulator. The experimental temperatures 
were 900, 950, 1000, 1050, 1100, and 1150 ℃, and the 
strain rates were 0.01, 0.1, 1, and 10  s−1, respectively. The 
maximum height reduction rate was 60% (corresponding 
to the maximum true strain 0.92). The mica foils with 
high-temperature lubricants were affixed to the two end 
faces of the sample to reduce the friction and the non-
uniformity of deformation. The sample was heated to 
1200 °C at a rate of 10 °C/s, and then homogenized by 
holding 120 s, and then cooled to the set T at a rate of 
5 °C/s. Before compression, keep the temperature at the 
set T for another 15 s to make the temperature difference 
between the inside and outside of the sample consistent. 
After compression, the sample was sprayed with water 
to cool down. Figure 1a shows the experimental process. 
Figure 1b shows the phase diagram of Fe–Mn–Al–C alloy 
steel. The compressed sample was split in half along the 
axial axis, and after sample preparation, grinding, pol-
ishing and etching. The etching solution was: 30% nitric 
acid alcohol solution (volume fraction). The microstruc-
ture images were collected on the LEXT OLS4000 laser 
confocal microscope and electron backscatter diffrac-
tion (EBSD). The sample was electropolished with 10% 
perchloric acid alcohol solution before EBSD was used 
for microstructure image collection. The parameters of 
electropolishing were set as follows: voltage 8 V, current 
0.5A, and time 15 s.

Table 1  The chemical composition (mass fraction, %) and size of Fe–
Mn–Al–C alloy steel for experiment

C Mn Al Nb Fe Size

1.46 25.14 9.99 0.053 Balanced Φ8mm × 12 mm
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3  Results and discussion

3.1  Rheological behavior and physical constitutive 
model considering strain coupling

Figure 2a and b show the true stress-true strain curves of 
Fe–Mn–Al–C alloy steel at different temperatures and strain 
rates. Figure 2a and b show that the rheological stress behav-
ior of the steel is mainly influenced by temperature and strain 
rate. The decrease of strain rate or increase of temperature 
will result in the decrease of rheological stress, which indi-
cates that the steel is a positive strain rate-sensitive and neg-
ative temperature-sensitive material. The former is mainly 
due to the accelerated grain boundary mobility of dynamic 
recrystallization (DRX) at a higher temperature. At the same 
time, high temperature is beneficial to strengthen the soften-
ing effect and reduce the dislocation slip resistance [12–15]. 
The latter is mainly because the lower strain rate provides 
more time to promote DRX and dynamic recovery (DRV), 
leading to the work hardening effect less than the softening 
effect of the material, which shows that the rheological stress 
decreases with the decrease of strain rate. In addition, the 
Arrhenius equation was generally used to describe the rela-
tionship between rheological stresses, temperature and strain 
rate during the hot deformation of materials. To improve 
the accuracy and versatility of the constitutive model for 
hot deformation of materials, the Fe–Mn–Al–C alloy steel 

constitutive model was constructed by introducing physical 
parameters (self-diffusion coefficient D and Young’s modu-
lus E), the relevant formulas of which are formulas (1)-(5):

where D(T) is the self-diffusion coefficient of the material 
expressed by temperature; D0 is the diffusion constant of 
the material; Qsd is the activation energy of self-diffusion 
(J·mol−1); T is the temperature (K); R is the gas constant 
(8.314 J·(mol·K)−1); σ is the stress (MPa); E(T) is Young’s 
modulus (GPa) of the material expressed by temperature; 
E0 and G0 are Young’s modulus (GPa) and shear modulus 

(1)E(T) = E0

(
1 +

Tm

G0

dG

dT
⋅

T − 300

Tm

)

(2)D(T) = D0 exp

(
−
Qsd

RT

)

(3)
�̇�

D(T)
= B1

(
𝜎

E(T)

)n1

(4)
�̇�

D(T)
= B2exp

(
𝛽𝜎

E(T)

)

(5)
�̇�

D(T)
= B

[
sinh

(
𝛼𝜎

E(T)

)]n

Fig. 1  Compression experi-
ment process (a) and the phase 
diagram (b) of Fe–Mn–Al–C 
alloy steel

Fig. 2  The true stress-true strain 
curves of Fe–Mn–Al–C alloy 
steel under different deforma-
tion conditions: a T = 1100 ℃; 
b �̇� = 1  s−1
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(GPa) at 300 K, respectively; Tm is the melting point (K); 
other parameters B, B1, B2, n, n1, α and β are material con-
stants, where α = β/n1. n is the creep constant of the mate-
rial, which is usually set as a fixed value of 5 for the sake of 
simple calculation, but this will reduce the prediction accu-
racy of the physical constitutive model [16]. The influence 
of technological parameters such as T and �̇� on its value 
is fully considered, and n is set as the material constant. 
The changes in the D and E with temperature were taken into 
account in the hot deformation constitutive model based on 
physics, which not only represents the rheological behavior 
of the steel but also reflects the physical properties of the 
steel.

To build the constitutive model with physical param-
eters, the relevant material parameters [17–19] of 
Fe–Mn–Al–C alloy steel were substituted in formulas 
(1) and (2) to determine D and E of Fe–Mn–Al–C alloy 
steel at different T, D(T) = 1.8 × 10−5 exp (−270000∕RT) 
and E(T) = [210 − 0.1083(T − 300)] × 103 , respectively. 
After taking the natural logarithm of both sides of for-
mulas (3) and (4) respectively, the relationship between 
ln[�̇�∕D(T)] , �∕E(T) and ln[�∕E(T)] can be obtained, 
differentiated them, and then obtained the expres-
sions of n1 and β: 𝛽 = 𝜕 ln[�̇�∕D(T)]∕𝜕[𝜎∕E(T)] and 
n1 = 𝜕 ln[�̇�∕D(T)]∕𝜕 ln[𝜎∕E(T)] . Taking true strain 0.3 as 
an example, the true stress–strain experimental data were 

substituted, β and n1 were respectively determined by the 
slopes of fitting curves with the unary linear fitting of 
ln[�̇�∕D(T)] − 𝜎∕E(T) and ln[�̇�∕D(T)] − ln[𝜎∕E(T)] . As 
shown in Fig. 3a and b, the material parameters β and n1 
were obtained as β = 2677.217 and n1 = 5.216 respectively, 
so α = β/n1 = 513.270 can be determined. After taking the 
natural logarithms on both sides of formula (5), the rela-
tionship between ln[sinh(��∕E(T))] and ln[�̇�∕D(T)] was 
obtained:

The formula (6) shows that there is a linear relationship 
between ln[sinh(��∕E(T))] and ln[�̇�∕D(T)] , and the inter-
cept lnB and the slope n can be obtained by unary linear 
regression. As shown in Fig. 3c, lnB and n were obtained 
as lnB = 34.495 and n = 3.919, respectively. Based on the 
constants α, lnB, n, and combined with formulas (1) and 
(2), the physical constitutive equation of Fe–Mn–Al–C alloy 
steel with true strain 0.3 was obtained:

(6)ln

(
�̇�

D(T)

)
= n ln

[
sinh

(
𝛼𝜎

E(T)

)]
+ lnB

(7)�̇� ⋅ e
270000

RT = 1.7226 × 1010
[
sinh

(
513.27𝜎

E(T)

)]3.919

Fig. 3  The linear relation-
ship fitting of parameters of 
β a ln[�̇�∕D(T)] − 𝜎∕E(T) , n1 
b ln[�̇�∕D(T)] − ln[𝜎∕E(T)] 
and n c 
ln[�̇�∕D(T)] − ln[sinh(𝛼𝜎∕E(T))] 
of Fe–Mn–Al–C alloy steel

(a) (b)

(c)
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During the process of plastic deformation, the strain had 
an important influence on the high-temperature rheological 
behavior. The material parameters (α, n and lnB) under dif-
ferent strains are varied. The constitutive model constructed 
under a single strain cannot predict the rheological behavior 
of the entire material. In this regard, this paper introduced 
strain factors, so that the established physical constitutive 
model is suitable for all strain conditions, taking full account 
of the effect of strain on the material parameters. Accord-
ing to the above method, the values of α, n and lnB in the 
range of 0.05-0.92 and the strain interval of 0.05 (the strain 
interval of 0.9-0.92 was 0.02) were calculated. The results 
are shown in Table 2.

Through the polynomial nonlinear fitting of the mate-
rial parameters (α, n and lnB) under each true strain, it was 
found that the accuracy of the eighth-order nonlinear fit-
ting was the best by comparison, as shown in Table 3. The 
eighth-order nonlinear fitting accuracy can better express 
the functional relationship between the true strain and each 
material parameter (see Fig. 4 and formula 8). The physi-
cal modeling above between these parameters and the strain 
can be called the eighth-order relationship. Many scholars 
[20–23] have used the above fitting method, the polynomial 
nonlinear fitting is used to establish the functional relation-
ship between strain and material parameters, to establish the 
constitutive model of materials. The basic physical model 
of these relationships can be understood through the solving 
process of the above related parameters.

The coefficients obtained by the eighth-degree poly-
nomial fitting are shown in Table 4. These parameters 

(8)
⎧⎪⎨⎪⎩

�(�) = U8�
8 + U7�

7 + U6�
6 + U5�

5 + U4�
4 + U3�

3 + U2�
2 + U1� + U0

n(�) = V8�
8 + V7�

7 + V6�
6 + V5�

5 + V4�
4 + V3�

3 + V2�
2 + V1� + V0

lnB(�) = W8�
8 +W7�

7 +W6�
6 +W5�

5 +W4�
4 +W3�

3 +W2�
2 +W1� +W0

correspond to the entire thermal deformation process. After 
substituting the strain value into the function relation, the 
material parameters under the corresponding strain condi-
tion can be calculated, which also reflects the importance 
of these fitting parameters. The revised physics-based con-
stitutive model (the strain coupling was considered) can be 
obtained by substituting the coefficient into formula (8) and 
embedding it into formula (5):

(9)

𝜎7 =
E(T)

𝛼(𝜀)
ln

��
�̇� ⋅ exp(2.7 × 105∕RT)

1.8 × 10−5B(𝜀)

�1∕n(𝜀)

+

��
�̇� ⋅ exp(2.7 × 105∕RT)

1.8 × 10−5B(𝜀)

�2∕n(𝜀)

+ 1

�1∕2⎫⎪⎬⎪⎭

Table 2  Material parameters 
under different strains

Strain Material parameters Strain Material parameters

α n lnB α n lnB

0.05 563.074 4.100 34.600 0.55 579.150 4.011 34.230
0.1 509.447 4.055 34.684 0.6 587.994 4.081 34.174
0.15 498.841 4.042 34.622 0.65 594.438 4.167 34.113
0.2 501.060 4.008 34.549 0.7 598.276 4.267 34.046
0.25 505.681 3.960 34.516 0.75 597.949 4.386 33.984
0.3 513.286 3.919 34.495 0.8 595.728 4.516 33.905
0.35 525.083 3.901 34.457 0.85 587.965 4.668 33.846
0.4 539.013 3.904 34.409 0.9 576.779 4.828 33.790
0.45 553.295 3.925 34.354 0.92 571.528 4.892 33.769
0.5 567.081 3.961 34.293

Table 3  Comparison of fitting accuracy of material parameters

Fitting times α n lnB

4 0.98226 0.99925 0.99455
5 0.98974 0.99942 0.99523
6 0.99419 0.99946 0.99629
7 0.99793 0.99970 0.99863
8 0.99976 0.99998 0.99986
9 0.99966 0.99988 0.99973

To verify the accuracy of the prediction model, the cor-
r e l a t i o n  a n a ly s i s  ( c o r r e l a t i o n  c o e f f i c i e n t 

R =

�
n∑
i=1

�
Mi −M

��
Ni − N

��
∕

��
n∑
i=1

�
Mi −M

�2

�
n∑
i=1

�
Ni − N

�2
�
 ) and 
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e r r o r  t e s t  ( a v e r a g e  r e l a t i v e  e r r o r 

ARE =

�
n∑
i=1

��(Mi − Ni)∕Mi
��
�
∕n × 100% ) of the predicted 

value (N) of the rheological stress and the experimental 
value (M) were carried out. The results as shown in Fig. 5, 
R is 0.997 and ARE is only 3.85%. Figure 5d shows that the 
absolute error between N of the rheological stress and M is 
mostly within 18 MPa, which further shows that the consti-
tutive model with physical parameters can accurately predict 
the rheological stress of low-density high-strength alloy 
steel. This model is suitable for the rheological behavior 
prediction of the steel during the hot deformation process.

3.2  Critical damage model and determination 
of maximum damage value

According to the principle of material ductile fracture, there 
is a fixed maximum tensile stress during the process of mate-
rial ductile fracture [24, 25]. The damage factor is an impor-
tant index to measure whether the material fails or not. The 
maximum tensile principal stress promotes the accumulation 
of stress and strain energy. The critical value Cmax reached 
at the time of fracture is called the critical damage factor 
[26, 27].

where C is the material damage factor; �T is the maximum 
tensile stress; �f  is the equivalent plastic strain; � is the 
equivalent stress; d� is the increment of equivalent strain.

To facilitate calculation, formula (10) was transformed 
into the sum of discrete steps, and the following can be 
obtained:

where ̇𝜀 is the equivalent variable rate; Δt is the time 
increment.

(10)C = ∫
�f

0

�T

�
d�

(11)C = ∫
𝜀f

0

𝜎T

𝜎

d𝜀

dt
dt = ∫

tf

0

𝜎T

𝜎

̇
𝜀dt ≅

tf∑
0

𝜎T
̇
𝜀Δt

𝜎

Fig. 4  The 8th polynomial 
fitting relationships among true 
strain, α a, lnB b, and n c 

(a) (b)

(c)

Table 4  The 8th polynomial coefficients of material parameters α, 
lnB and n 

α n lnB

U0 = 724.080 V0 = 4.283 W0 = 33.997
U1 = −5032.518 V1 = −6.579 W1 = 21.579
U2 = 46,086.757 V2 = 79.427 W2 = −249.630
U3 = −228,538.551 V3 = −500.601 W3 = 1383.194
U4 = 675,128.559 V4 = 1681.106 W4 = −4290.956
U5 = −1,200,857.101 V5 = −3191.563 W5 = 7803.852
U6 = 1,258,217.011 V6 = 3468.073 W6 = −8268.133
U7 = −715,199.368 V7 = −2013.029 W7 = 4724.670
U8 = 170,065.431 V8 = 484.187 W8 = −1125.162
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The ratio of damage increment to cumulative damage in 
per unit time Δt is the damage sensitivity rate:

where Rstep is the damage sensitivity rate; Cacc is the current 
cumulative damage; ΔC is the damage increment in unit 
time increment.

When the damage factor C of the material accumulates 
to the critical value, it is considered that micro-cracks are 
formed, and then the damage factor remains unchanged and 
is no longer sensitive to deformation conditions. The rheo-
logical stress data collected from the hot compression tests 
and the physical constitutive model established were input 
into the finite element software DEFORM for numerical 
simulation analysis. Under high-temperature conditions, the 
plastic deformation of the workpiece was relatively large and 
the elastic deformation was usually negligible. Therefore, 
in the finite element simulation, the billet was set as a rigid 
plastic body and the indenter of the die was set as a rigid 
body. In order to improve the accuracy of the simulation, the 
material parameters were given to the die. A semi-symmetric 
specimen was used as the deformation model to shorten the 
finite element simulation time. Among them, it should be 
noted that the friction of the contact interface between the 
billet and the die was set as the shear-type and the value was 
0.3 [28–30]. The convection coefficient of billet and air was 

(12)Rstep =
ΔC

Cacc

set as 0.02 N/(s·mm ℃). The state of the simulation was 
transient. Since the damage of the compression was caused 
by the accumulated effect, the transient state simulation can 
better explain the correlation between the C(Δt) and the dis-
tribution of damage sensitivity points. Taking Fe–Mn–Al–C 
alloy steel at T = 950 ℃ and �̇� = 0.01  s−1 as an example, the 
results are shown in Fig. 6a and b. It can be found from 
Fig. 6a that there are small cracks on the outer surface edge 
of the specimen in the physical test, and the central area is 
intact. And from Fig. 6b that the maximum damage value 
simulated by the software always appears at the outermost 
edge of the upsetting drum shape, that is, the free deforma-
tion zone of the material. The Cmin always appears in the 
center of the billet, which is consistent with Fig. 6a experi-
mental results.

In Fig. 6b, point P, the point with the Cmax on the out-
ermost side of the upsetting drum shape, was taken. In 
Fig. 6c and d, the result was obtained after point tracing 
of point P in the free deformation zone of materials under 
different T and �̇� . When the deformation temperature of P 
is 950 ℃ and 1050 ℃, the damage value increases with the 
decrease of �̇� . By comparing Fig. 6c and d, it can be con-
cluded that under the condition of constant T, the critical 
damage value increases with the increase of true strain. The 
maximum damage value after the completion of the hot 
compression test was taken as the tracking object to further 
analyze the change of damage value with temperature. The 
results are shown in Fig. 7. Figure 7 shows that when the 

Fig. 5  The correlation c and 
absolute error d between pre-
dicted and experimental values 
of the rheological stress model 
with physical parameters (a 
T = 1100 ℃; b �̇� = 1  s−1)

(a) (b)

(c) (d)
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�̇� is constant, the maximum damage value is generally sta-
ble with the increase of T. Especially when the �̇� are 1  s−1 
and 10  s−1, the maximum damage value does not change 
much. From the overall trend, the maximum damage value 
is more significantly affected by the �̇� . When the T is con-
stant, the maximum damage value decreases significantly 
with the increase of �̇� , which is called the damage softening 

phenomenon [27, 31, 32]. The dislocation changes its slip 
plane mainly through cross-slip. When the �̇� increases, the 
dislocation proliferation rate increases, which will weaken 
the plastic deformation ability of the material and decrease 
the maximum damage value. At the same time, when the �̇� 
increases, the processing time decreases. And the heat con-
duction time between the material and the external environ-
ment is shortened, which is easy to cause the temperature 
rise, resulting in the material softening, and the maximum 
damage value is reduced.

Zener and Hollomon [33] studied the constitutive rela-
tionship of steel and found that the flow stress depends on 
temperature and strain rate. Therefore, they proposed the 
Zener-Hollomon (Z) parameter model (formula (13)) to 
characterize the comprehensive influence of T and �̇� on 
the flow stress. Considering the complicated relationship 
between the maximum damage value and T and �̇� , the tem-
perature compensated strain rate function (Z parameter) was 
introduced to further study the relationship.

where �̇� is the strain rate  (s−1); T is the deformation tempera-
ture (K); Q is the deformation activation energy (J·mol−1). 
The Z parameter has been applied in many studies. Wang 
et al. [34] studied the effect of the Zener-Hollomon param-
eter on thermal deformation of  CoCrFeMnNiC0.5  high 

(13)Z = �̇� exp[Q∕(RT)]

Fig. 6  The damage distribu-
tion map about sample in 
60% of height reduction at 
950 ℃/0.01  s−1 a and b and the 
damage value of the outermost 
edge of the sample under differ-
ent �̇� at 950 ℃ c and 1050 ℃ d 

(a) (b)

(c) (d)

Fig. 7  The Cmax of the outermost edge of the sample at different T 
and �̇�
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entropy alloy and found that with the lnZ increasing, the 
additions of carbon in solid solution effectively reduce the 
dislocation cross-slip. Li et al. [35] studied the isothermal 
compression tests of as-homogenized Mg-5.8Zn-0.5Zr-
1.0Yb magnesium alloy and discussed the dynamic recrys-
tallization kinetics of Mg-Zn-Zr-Yb magnesium alloy by 
introducing the Zener–Hollomon parameter. Aryshenskii 
et al. [36] used X-ray texture analysis, EBSD, and optical 
microscopy to evaluate the influence of the Zener-Hollomon 
parameter on substructure and texture evolution in iron-con-
taining wrought aluminum alloys.

Since the thermal deformation process of metals was 
controlled by hot activation, the Arrhenius equation can be 
established [5, 37] to determine the hot activation energy Q:

where A, A1, A2, β´ and α´ are constants related to materials 
and α´ = β´/n1´. Take the natural logarithm of both sides of 
formulas (15) and (16):

(14)�̇� = Asinh(𝛼�
𝜎)n

�

exp[ − Q∕(RT)] ( for all )

(15)�̇� = A1𝜎
n�
1exp[ − Q∕(RT)] (𝛼𝜎 < 0.8)

(16)�̇� = A2 exp(𝛽
�
𝜎)exp[ − Q∕(RT)] (𝛼𝜎 > 1.2)

The peak stress is an important basis for estimating 
maximum deformation load, die selection and equipment 
checking in actual production. According to Fig. 2, the 
peak stress σp of Fe–Mn–Al–C alloy steel can be deter-
mined, and then the relationship curve between ln �̇� − ln𝜎p 
and ln �̇� − 𝜎p can be calculated and obtained, and linear 
regression can be performed. As shown in Fig. 8a and b, 
n1´ = 𝜕 ln �̇�∕𝜕 ln 𝜎p = 7.945 and β´ = 𝜕 ln �̇�∕𝜕𝜎p = 0.044 can be 
determined. According to α´ = β´/n1´, α´ = 0.00554 can be 
obtained. Take the natural logarithm of both sides of formula 
(14) and write it into the following two forms:

Thus, the formula of hot deformation activation energy 
Q can be obtained:

(17)ln �̇� = lnA1 + n�
1
ln 𝜎 − Q∕(RT)

(18)ln�̇� = lnA2 + 𝛽
�
𝜎 − Q∕(RT)

(19)ln �̇� = n� ln[sinh(𝛼�
𝜎)] + (lnA − Q∕RT)

(20)ln[sinh(𝛼�
𝜎)] =

ln( �̇�∕A )

n�
+

Q

n�RT

Fig. 8  Relationship maps of 
ln �̇� − ln𝜎p a and ln �̇� − 𝜎p b and 
the relation curve of critical 
damage factor Cmax − ln Z c 

(a) (b)

(c)
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Continue to take the relevant data under the peak stress 
σp condition as an example for substitution. By establish-
ing the relationship between ln[sinh(��

�p)] − 1000∕T  and 
ln �̇� − ln[sinh(𝛼�

𝜎p)] , using the least square method for 
linear regression, �ln[sinh(��

�p)]∕�(1000∕T) = 15.690 and 
𝜕ln�̇�∕𝜕 ln[sinh(𝛼�

𝜎p)] = 5.135 can be determined. Therefore, 
Q = 669.844 kJ·mol−1 at peak stress according to formula 
(21). In addition, the critical ε rate for rheology or damage 
is related to the temperature, the critical ε rate is the func-
tion of T. Therefore, Q values are different at varied tem-
peratures and strain rates. According to the above method, 
the activation energy Q of the steel under different T and 
�̇� conditions can be calculated, as shown in Table 5. Take 
the natural logarithm on both sides of the formula (13): 
lnZ = ln �̇� + Q∕(RT) . The corresponding lnZ value can be 
obtained from T and �̇� of Fe–Mn–Al–C alloy steel. Accord-
ing to the maximum damage value data of Fig. 7 and using 
the method of non-linear fitting, the Cmax − ln Z relation 
curve was established, see Fig. 8c, thus the critical damage 
model with Z parameter was obtained:

This critical damage model considers the influence of the 
Z parameter on Cmax after introducing T and �̇� . Figure 8c 
shows that the area below the curve is the safe processing 
area of the steel, and the area above the curve is the vulner-
able area, which reflects the high-temperature plastic defor-
mation of Fe–Mn–Al–C alloy steel to a certain extent.

3.3  Process parameters optimization

3.3.1  Processing map of Fe–Mn–Al–C alloy steel

The processing map technology is an important tool for 
material processing technology design and optimiza-
tion. It can analyze the safe and unsafe areas of plastic 

(21)Q = R

[
𝜕 ln[sinh(𝛼�

𝜎)]

𝜕(1000∕T)

]

�̇�

[
𝜕 ln �̇�

𝜕 ln[sinh(𝛼�𝜎)]

]

T

(22)Cmax = 0.000541(lnZ ) 2 − 0.0741 lnZ + 2.915

deformation of materials at different T and �̇� to achieve 
the purpose of avoiding defects and optimizing process 
parameters. According to the dynamic material model 
(DMM), the workpiece can be regarded as an energy dis-
persion during hot deformation, and the sum of the energy 
J dissipated during microstructure transformation and the 
energy G dissipated during plastic deformation is equal to 
the total energy P of the external input to the workpiece 
[38]: P = 𝜎�̇� = J + G = ∫ 𝜎

0
�̇�d𝜎 + ∫ �̇�

0
𝜎d�̇� . J = ∫ 𝜎

0
�̇�d𝜎 and 

G = ∫ �̇�

0
𝜎d�̇� are two complementary functions, respectively 

called power dissipation co-content and power dissipation.
Under a given strain and T, the dynamic response 

(dynamic constitutive equation) of the material to �̇� is 
𝜎 = K�̇�m . K is a constant related to temperature; m is a strain 
rate sensitivity index, which determines the proportional 
relationship between the dissipation co-content J and the 
dissipation G in the material deformation [38, 39]. Prasad 
et al. [40] used the cubic spline function to fit the relation-
ship between ln �̇� and ln, and derived the formula of strain 
rate sensitivity index m:

The co-content J of power dissipation can be described 
as [38, 40]:

When the material is in an ideal linear dissipation state, 
that is, when m = 1, the power dissipation co-content J 
reaches the maximum value Jmax and Jmax = �̇�/2 = P/2. Since 
the relationship of J/Jmax is closely related to the evolution of 
the microstructure of the material, Prasad et al. [41] defined 
the η as the power dissipation factor, to reveal the micro-
scopic deformation of the material during the thermoplastic 
deformation process, where η = J/Jmax. When the rheological 
stress of the material satisfies the above relationship, the 
expression of η can be derived as [39, 41]:

where η represents the energy dissipation coefficient, which 
is a dimensionless parameter. For an ideal linear dissipa-
tive process, both m and η are equal to 1. For nonlinear 
dissipative processes, m and η are both less than 1. The 2D 
iso-line map where η varies with T and �̇� is called the power 
dissipation map.

According to the principle of maximum entropy, Prasad 
et al. [41] proposed the following conditions for material 
rheological instability:

(23)
𝜕J

𝜕G

||||𝜀,T =
�̇�d𝜎

𝜎d�̇�

||||𝜀,T =
𝜕(ln𝜎)

𝜕(ln �̇�)

||||𝜀,T = m

(24)J = ∫
𝜎

0

�̇�d𝜎 =
(

m

m + 1

)
𝜎 ⋅ �̇�

(25)𝜂 =
J

Jmax

=

⎧⎪⎨⎪⎩

1 , J = Jmax

2m

m + 1
, J < JmaxTable 5  The activation energy Q under different temperatures and 

strain rates

Temperature/℃ Strain rate/s−1

0.01 0.1 1 10

900 713.813 733.645 821.614 717.912
950 464.357 477.259 534.485 467.024
1000 523.966 538.524 603.096 526.975
1050 584.266 600.499 672.502 587.621
1100 482.248 495.646 555.078 485.017
1150 757.605 778.654 872.020 761.956
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where ξ is the instability coefficient. When ξ is negative, it 
indicates that the plastic state of the material is unsteady, 
that is, instability may occur. The rheological instability map 
can be drawn by the change of 𝜉(�̇�) with T and �̇� . The pro-
cessing map can be obtained by superimposing the ξ map 
and η map.

According to the rheological stress of Fe–Mn–Al–C alloy 
steel, the change curves of the energy dissipation coefficient 
with T under different strains and �̇� (Fig. 9a-c) and the 3D η 
map (Fig. 9d) were drawn. As can be seen from Figs. 9a-c, 
when �̇� is 0.01  s−1, the energy dissipation coefficients at the 
late deformation stage (ε = 0.6-0.92) are all high, ranging 
from 0.23 to 0.40. Among them, the η value corresponding 
to 1000 ℃/0.01  s−1 is the highest, which is 0.40. When �̇� is 
0.1  s−1, with the increase of strain, the energy dissipation 
coefficient fluctuates slightly with the change of T, and η 
is basically between 0.22 and 0.35. However, when �̇� are 
1  s−1 and 10  s−1, the energy dissipation coefficient fluctuates 
greatly with T, and the variation law of η value under differ-
ent strains is similar. As seen from the 3D η map (Fig. 9d), 
when the process parameters are 950-1100 ℃/0.01-0.1  s−1, 
the area with the larger energy dissipation coefficient tends 
to expand with the increase of strain. The higher the η value 
is, the better the hot working performance of the mate-
rial will be. According to the calculation 𝜉(�̇�) , the change 
curves of the instability parameters with T under different 

(26)𝜉(�̇�) =
𝜕 ln[m∕(m + 1)]

𝜕 ln �̇�
+ m < 0

strains and �̇� (Fig. 10a-c) and the 3D ξ map (Fig. 10d) were 
drawn. Figure 10a-c show that the ξ value of low �̇� (0.01  s−1 
and 0.1  s−1) is mostly higher than that of high �̇� (1  s−1 and 
10  s−1). When the �̇� are 0.01  s−1 and 0.1  s−1, the instability 
parameter ξ is mostly positive, and the ξ value is lower than 
zero only at low temperatures (900-950 ℃). In addition, at �̇� 
of 1  s−1 and 10  s−1, the instability parameters show a down-
ward trend with the increase of strain. This indicates that 
the possibility of unstable deformation of the steel increases 
under the condition of 1  s−1 and 10  s−1. When the �̇� is 10  s−1, 
most of the instability parameters are negative when T is 
lower than 1000 ℃, and the lower T, the smaller the instabil-
ity parameters are. This indicates that rheological instability 
is more likely to occur. The 3D ξ map (Fig. 10d) shows that 
the instability area is the largest when the strain is 0.92. 

Figure 11a and b are the processing map of Fe–Mn–Al–C 
alloy steel obtained by superposition of ξ map and η map. 
When the strain is 0.6 (Fig. 11a), the instability area is 
mainly located in the upper left corner of the processing 
map, and the corresponding �̇� range gradually decreases with 
the increase of T. When the strain is 0.92 (Fig. 11b), the 
rheological instability region expands to the high T and high 
�̇� region, and the corresponding plastic conditions are 900-
970 ℃/0.1-10  s−1 and 970-1025 ℃/0.056-0.63  s−1, respec-
tively. From the change rule of the shaded area in Fig. 11, 
the rheological instability area changes mainly in the high �̇� 
area, and it gradually expands with the increase of strain. In 
addition, the energy dissipation coefficient in the process-
ing map increases roughly with the increase of T and the 

Fig. 9  Distribution of energy 
dissipation coefficient and 3D η 
map (d) of Fe–Mn–Al–C alloy 
steel at ɛ = 0.3 a, ɛ = 0.6 b and 
ɛ = 0.92 c 

(a) (b)

(c) (d)
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decrease of �̇� , and the value of η varies from 0.03 to 0.37. 
The best range of process parameters for the steel should be 
the areas with higher energy dissipation coefficients, and 
these areas are in the stable deformation zone. With the 
increase of strain, there is mainly a peak energy dissipation 
region (975-1050 ℃/0.01-0.032  s−1) when ɛ = 0.92, and the 
peak η is 0.35. Fe–Mn–Al–C alloy steel is suitable for hot 
working in this region.

3.3.2  Microstructure verification of processing map

To verify the validity of the prediction results of the pro-
cessing map above, it is necessary to observe the hot com-
pression microstructure of the steel in combination with 
metallographic observation and analyze the microstructure 

of different deformation zones, to further determine and 
optimize the process parameter range of Fe–Mn–Al–C 
alloy steel during hot working. Figure  12a-c show the 
microstructure of the steel when T and �̇� are 950 ℃/10  s−1, 
900 ℃/0.1  s−1, and 1000 ℃/0.1  s−1, respectively. The area 
corresponding to these conditions is the rheological instabil-
ity zone. The microstructure (Fig. 12a/a’) at 950 ℃/10  s−1 
presents the elongated coarse structure, and there are fine 
DRX grains at the grain boundary of the coarse structure, 
which appears in the form of a necklace. The microstructure 
uniformity of the whole deformation area is poor, which is 
easy to cause mechanical instability. The recrystallization 
temperature of Nb microalloyed steel is generally above 
950-1000 ℃ [42, 43], which is consistent with the experi-
mental results. It can be seen from Fig. 12a’ that the texture 

Fig. 10  Distribution of instabil-
ity coefficient and 3D ξ map d 
of Fe–Mn-Al–C alloy steel at 
ɛ = 0.3 a, ɛ = 0.6 b and ɛ = 0.92 
c 

(a) (b)

(c) (d)

Fig. 11  Processing map of Fe–
Mn–Al–C alloy steel at ɛ = 0.6 a 
and ɛ = 0.92 b 
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microstructure appears in the sample and their grain orien-
tation is {0 0 1} < 1 1 1 > . This is accordant with the glide 
direction < 1 1 1 > of the Fe grains [4, 11, 44]. The micro-
structure (Fig. 12b) at 900 ℃/0.1  s−1 shows local plastic 
flow, which is elongated and has poor homogeneity. This 
may be due to the thermal effect of deformation, which is 
easy to accumulate temperature in a large deformation zone 
with the shortening of deformation time. It is easy to cause 
local plastic flow phenomena and consequently decrease the 
mechanical properties of materials [6, 45]. The microstruc-
ture (Fig. 12c) under the condition of 1000 ℃/0.1  s−1 has 
several relatively large elongated grains and many fine, equi-
axed DRX microstructure. The microstructure uniformity is 
poor, which will cause mechanical instability. The appear-
ance of large and small microstructures above will lead to 
uneven mechanical properties of materials.

Figure 13a/a’ and b/b’ are the optical microstructures 
and EBSD of the steel under the conditions of T and �̇� of 
1000 ℃/0.01  s−1 and 1050 ℃/0.01  s−1, respectively, belong-
ing to the microstructure of stable deformation region. 
The microstructures of the samples are taken out from 
the same position of the compression samples. DRX sig-
nificantly occurred in the microstructure (Fig. 13a/a’) at 
1000 ℃/0.01  s−1, and the dynamic recrystallization aver-
age grain size under this condition was measured to be 
about 14 μm. The grain size is small and equiaxed, and the 
grain boundary is naturally curved. With the increase of 
T, the microstructure (Fig. 13b/b’) under the condition of 

1050 ℃/0.01  s−1 grew somewhat, and the degree of DRX 
was relatively high, and the microstructure distribution was 
relatively uniform. The dynamic recrystallization average 
grain size under this condition is about 19 μm, which is still 
in the category of fine grain. This is because high tempera-
tures provide more energy to the microstructures. Some of 
the energy dissipated by the microstructures promote DRX 
development, and some of the energy dissipated by the 
microstructures fuel their growth [46]. To sum up, the rheo-
logical instability characteristics are found in the selected 
microstructure of the instability zone, mainly mechanical 
instability and local plastic flow, which will reduce the 
mechanical properties of the material and should be avoided 
in the hot working process. The microstructure correspond-
ing to the peak area of energy dissipation is DRX, and the 
microstructure uniformity is good, which is conducive to 
hot working. The microstructure verification shows that the 
range of process parameters predicted by processing map 
technology is reliable. The best processing window of the 
steel is 975-1050 ℃/0.01-0.032  s−1.

4  Conclusion

(1) Fe–Mn–Al–C alloy steel is a positive strain rate-sensi-
tive and negative temperature-sensitive material, and 
its rheological stress decreases with the decrease of �̇� 
or the increase of T. The physical constitutive predic-

Fig. 12  Microstructure of 
Fe–Mn–Al–C alloy steel 
under different T and �̇� : a/a’ 
950 ℃/10  s−1; b 900 ℃/0.1  s−1; 
c 1000 ℃/0.1  s−1

(a’)

25μm

(a)

100μm

(b)

100μm

(c)

100μm
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t ion model consider ing strain coupling is 
𝜎 =

E(T)

𝛼(𝜀)
ln

{(
�̇�⋅exp(2.7×105∕RT)

1.8×10−5B(𝜀)

)1∕n(𝜀)

+

[(
�̇�⋅exp(2.7×105∕RT)

1.8×10−5B(𝜀)

)2∕n(𝜀)

+ 1

]1∕2}  , 

and the deviation is generally less than 18 MPa, and 
ARE for all samples is only 3.85%, which indicates that 
the model can be used to predict the rheological stress 
of low-density high-strength alloy steel during hot 
deformation.

(2) The critical damage factor of Fe–Mn–Al–C alloy steel 
was calculated and analyzed by the finite element soft-
ware DEFORM simulation, and the critical damage 
model of the steel was established. The maximum dam-
age value always appears in the free deformation zone 
of upsetting drum shape and the minimum damage 
value always appears in the difficult deformation zone 
of the billet. The critical damage factor is more sensi-
tive to �̇� . At a constant T, the damage factor decreases 
with the increase of �̇� . The critical damage factor of the 
steel varies from 0.359 to 0.535 at different T and �̇� , and 
its value changes with the process conditions.

(3) The m, η and ξ were calculated by processing map 
technology, and the dynamic material model process-
ing map was established. Combining the processing 
map with the verification of microstructure after hot 
compression, the steel rheological instability area 
was characterized by mechanical instability and local 
plastic flow, while the microstructure in the stable 
deformation area was characterized by DRX. The 

optimum hot working process window of the steel is 
975-1050 ℃/0.01-0.032  s−1.
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