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Abstract
The hunger games search (HGS) algorithm is designed to tackle optimization problems, however, issues such as local mini-
mum stagnation and immature convergence hinder its effectiveness. To address these limitations, this study introduces a novel 
improved HGS (Imp-HGS) algorithm. The Imp-HGS algorithm uses pattern search (PS) and elite opposition-based learning 
(OBL) mechanisms to enhance exploitation and exploration, respectively. The algorithm's performance is tested across the 
CEC2019 and CECE2020 test suites along with three different engineering design problems, including identifying an infinite 
impulse response (IIR) model, training a multilayer perceptron (MLP), and designing a proportional-integral-derivative (PID) 
controller for a doubly fed induction generator (DFIG)-based wind turbine system. The test functions demonstrated superior 
performance of the Imp-HGS algorithm over a wide range of state-of-the-art algorithms. The ablation tests using CEC2020 
test suite also demonstrate the wisely integration of the PS and elite OBL mechanisms as significant improvements are 
achieved. The statistical results demonstrate the significance of Imp-HGS in the IIR system identification as it consistently 
achieved lower average errors, lower standard deviations, competitive best results, and satisfactory worst results compared 
to the other algorithms. Moreover, the Imp-HGS algorithm consistently demonstrates better performance in terms of aver-
age classification rates across various datasets, showcasing its effectiveness in solving classification problems, making it a 
good tool for MLP training. Lastly, the Imp-HGS algorithm’s ability to eliminate overshoot, achieve faster rise time, shorter 
settling time, and minimal peak time showcases its effectiveness in achieving stable and efficient operation of the wind 
turbine system. The computational times also confirm the efficacy of the Imp-HGS algorithm for all considered real-world 
engineering problems. Overall, the results show that the proposed algorithm outperformed other competitive approaches, 
cementing its status as a highly promising tool for tackling a wide range of complex engineering optimization problems.

Keywords Hunger games search · Elite opposition-based learning · Pattern search · Optimization · Engineering design 
problems

1 Introduction

1.1  Background

Optimization is critical to achieving the best possible param-
eters for a given system while keeping the cost minimal (Izci 
and Ekinci 2021). As optimization problems arise in many 
fields, such as engineering, science, economics, and busi-
ness, there has been an enormous surge in the development 
of optimization algorithms (Gupta and Deep 2020). How-
ever, not all real-world optimization problems can be solved 
effectively using conventional mathematical programming 
approaches. Problems with unique characteristics such as 
non-differentiable nature, many decision variables, and 
objective functions, require alternative methods (Abualigah 
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et al. 2021). Such challenges have led to the development 
new optimization techniques that can effectively solve com-
plex problems that conventional methods cannot handle (Izci 
2022). Therefore, metaheuristic algorithms have garnered 
immense attention as a powerful and effective alternative 
to tackle complex optimization problems (Gharehchopogh 
et  al. 2023; Zaman and Gharehchopogh 2022; Ghare-
hchopogh 2023; Shishavan and Gharehchopogh 2022; 
Mohammadzadeh and Gharehchopogh 2021a).

The realm of metaheuristic algorithms is character-
ized by an impressive diversity of approaches, each with 
unique strengths and limitations (Izci et al. 2023). These 
approaches, inspired by a range of physical and biological 
phenomena, are able to tackle complex optimization prob-
lems that cannot be effectively solved through conventional 
methods (Trojovský and Dehghani 2022). With their flexible 
and simple structure and the ability to avoid local optima 
through a random search, they have been widely studied 
and employed to solve a broad range of problems (Bharti 
et  al. 2017, 2021; Ekinci et  al. 2023a; Niu et  al. 2022; 
Mohammadzadeh and Gharehchopogh 2021). Therefore, 
metaheuristic techniques have taken the scientific commu-
nity by storm in the past few years, emerging as a promi-
nent research area for tackling complex real-world problems. 
Their remarkable ability to provide optimal solutions in a 
computationally efficient manner and ease of implementa-
tion have made them a go-to tool for diverse engineering 
design applications (Carbas et al. 2021). Because the prob-
lem is considered a black box, and the algorithm attempts to 
solve it without being concerned about its nature (Izci et al. 
2022). This property enables metaheuristic algorithms to 
be readily applicable to engineering optimization problems.

1.2  Motivation

The improved versions of HGS algorithm have been pro-
posed in the literature and used to solve a variety of prob-
lems, indicating the feasibility of designing more efficient 
algorithms. However, achieving a balance between explora-
tion and exploitation remains a challenge. Thus, there is a 
need to establish an effective balance strategy for optimiza-
tion problems (Ekinci et al. 2023b). Also, it is important 
to note that each metaheuristic algorithm possesses unique 
strengths and weaknesses, and the "No Free Lunch theorem" 
(Wolpert and Macready 1997) asserts that there is no single 
algorithm that can optimally solve all problems (Agushaka 
et al. 2022; Ezugwu et al. 2022). Therefore, the motiva-
tion of this study is to develop an improved version of the 
HGS algorithm that is capable of effectively tackling a wide 
range of engineering optimization problems. In line with 
this motivation, this paper proposes an efficient solution: a 
novel HGS algorithm with elite opposite solution capability 

is proposed as an improved HGS algorithm. The improved 
version of the HGS algorithm proposed in this study uses 
pattern search (Torczon 1997) and elite opposition-based 
learning (Zhao et al. 2017) mechanisms. The latter is used 
to enhance the exploration, while the former is used to 
improve the exploitation of the HGS algorithm. To leverage 
superior performance, all those algorithms are embedded 
wisely within the HGS algorithm instead of running them 
sequentially.

1.3  Contributions

In line with the discussion provided in previous subsections, 
the performance of the improved HGS algorithm is initially 
evaluated across the CEC2019 test suite (Chakraborty et al. 
2021) using moth-flame optimization (Mirjalili 2015a), cap-
uchin search algorithm (Braik et al. 2021), Harris hawks 
optimization (Hussien et al. 2022), and arithmetic optimiza-
tion algorithm (Zheng et al. 2021) for comparisons. Then the 
performance of the improved version of the HGS algorithm 
is tested on CEC2020 test suite (Snášel et al. 2023) as a 
more challenging platform. The latter platform is used to 
provide an insight on the contributions of each technique 
(elite OBL and PS) adopted in the improved HGS algorithm 
Besides, hybrid HGS algorithm with differential evolution, 
chaotic local search and evolutionary population dynamics 
techniques (Li et al. 2021) and quantum Nelder-Mead HGS 
algorithm (Xu et al. 2022) are also used as different reported 
variants of HGS algorithm. Furthermore, state-of-the-art 
algorithms of Runge–Kutta optimizer (Ahmadianfar et al. 
2021), dwarf mongoose optimization (Agushaka et al. 2022), 
gazelle optimization algorithm (Agushaka et al. 2022b), and 
prairie dog optimization (Ezugwu et al. 2022) are also used 
to test the performance of the improved version of the HGS 
algorithm from a wider perspective. The related evaluations 
show the superior performance of the proposed method in 
terms of optimization capability. To further demonstrate the 
superiority of the improved version of the HGS algorithm 
proposed in this study, three different engineering design 
problems, with different natures and complexities, are also 
considered. In this regard, the identification of an IIR model 
(Mohammadi et al. 2022), training MLP (Agahian and Akan 
2022), and designing a proportional-integral-derivative con-
troller for a DFIG-based wind turbine system (Labdai et al. 
2022) are considered in this paper in order to demonstrate 
the superior performance of the proposed method from a 
wider perspective of engineering design problems. To briefly 
list the contributions, the following remarks can be listed:

• A novel improved version of HGS algorithm is proposed 
by wisely integrating the elite OBL and PS mechanisms.



941Evolving Systems (2024) 15:939–964 

1 3

• Better performance of the proposed algorithm is demon-
strated against CEC2019 and CEC2020 benchmark suites 
by using state-of the art algorithms.

• The proposed method is shown to have good performance 
for a wide range of real-world complex engineering prob-
lems know as identification of an IIR model, training 
MLP, and designing a proportional-integral-derivative 
controller for a DFIG-based wind turbine system.

• The superior performance for IIR identification model is 
shown comparatively using reported methods relying on 
cat swarm optimization (Panda et al. 2011), genetic algo-
rithm (Panda et al. 2011), differential evolution algorithm 
(Yang et al. 2018), and opposition-based hybrid coral 
reefs optimization algorithm (Yang et al. 2018) alongside 
the original HGS algorithm.

• The performance of the proposed algorithm for training 
MLP is compared with the reported methods based on 
atom search optimization (Eker et al. 2021), dragonfly 
algorithm (Mirjalili 2016), bat optimization (Shehab 
et al. 2023), and grey wolf optimizer (Mirjalili 2015b) 
alongside the original HGS algorithm. The compari-
sons confirm the superior performance of the proposed 
method over the competitive methods in the literature.

• In terms of DFIG based wind turbine system, this work 
particularly utilizes the proposed algorithm in conjunc-
tion with the reptile search algorithm (Izci et al. 2022), 
gravitational search algorithm (Bharti et al. 2021), parti-
cle swarm optimization (Bharti et al. 2021), and bacterial 
foraging optimization (Bharti et al. 2021) which are the 
reported methods in the literature. The analyses show 
that the proposed method is also a good candidate for 
better controllability, further indicating the performance 
of the proposed method for a wide range of engineering 
applications.

2  Related works

2.1  Infinite impulse response system identification

Identifying infinite impulse response (IIR) models is critical 
in signal processing and system identification. IIR models 
are widely used to model systems with long-term memory, 
such as filters and control systems. They have a compact 
representation that can provide efficient computational 
solutions (Sharifi and Mojallali 2015; Singh et al. 2019). 
However, identifying IIR models can be challenging due to 
their nature, which requires specialized techniques such as 
maximum likelihood or subspace identification. Accurate 
identification of infinite impulse response models is essential 
for designing and optimizing systems that rely on them, such 

as digital signal processing and control systems (Zhao et al. 
2020; Karaboga and Akay 2009). It can also lead to a better 
understanding and analysis of complex systems, enabling 
more effective and efficient decision-making.

Several metaheuristic algorithm examples for the IIR 
system identification problem can be found in the literature 
(Cuevas et al. 2023). For example, the application of genetic 
algorithm, particle swarm optimization, gravitational search 
algorithm, and inclined planes system optimization were 
explored for the design and optimization of digital IIR filters 
(Mohammadi et al. 2019). The performance and efficiency 
of these methods are evaluated using mean squared error, 
demonstrating the success of the research in achieving accu-
rate results. In (Mohammadi et al. 2021), a novel approach 
was introduced for designing optimal IIR filters using a vari-
able length particle swarm optimization algorithm with a 
weighted sum fitness function. The approach incorporates 
the filter order as a discrete variable in the particle vector to 
intelligently minimize the order and reduce the complexity 
of IIR filters. The proposed algorithm is evaluated through 
simulation results and demonstrates improved identified 
structures and performance. In another work, a metaheuris-
tic algorithm called average differential evolution with local 
search was proposed for identifying optimal coefficients of 
unknown IIR systems (Durmuş 2022). By minimizing the 
error between the unknown system output and the adaptive 
IIR filter output, the proposed algorithm enables rapid con-
vergence to global solutions in system identification prob-
lems, resulting in precise prediction of filter coefficients on 
multimodal error surfaces. The performance of average dif-
ferential evolution with local search algorithm was demon-
strated through comparisons with other methods, showing 
its efficiency in terms of convergence rate and mean square 
error value. It is feasible to extend the examples such as fire-
fly algorithm (Upadhyay et al. 2016), teacher learner-based 
optimization algorithm (Singh et al. 2019), whale optimiza-
tion algorithm (Luo et al. 2020), selfish herd optimization 
algorithm (Zhao et al. 2020) and bat algorithm (Kumar et al. 
2016) as metaheuristic approaches reported for the IIR sys-
tem identification problem.

2.2  Multilayer perceptron training

Training a multilayer perceptron (MLP) is a crucial task in 
machine learning and artificial neural networks. Multilayer 
perceptron is a feed-forward neural network consisting of 
multiple layers of interconnected nodes, with each layer per-
forming a specific computation (Irmak et al. 2022). To train 
an MLP, the network weights and biases are adjusted based 
on the error between the predicted output and the actual 
output. This process, known as backpropagation, requires 
using an optimization algorithm, such as stochastic gradient 
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descent, to minimize the error and improve the model's accu-
racy. Training an MLP requires careful tuning of various 
hyperparameters, such as the learning rate and the number 
of hidden layers, to balance the trade-off between overfitting 
and underfitting. Successful training of an MLP can lead 
to highly accurate and reliable models that can be used for 
a wide range of applications, including image recognition, 
natural language processing, and speech recognition.

Several metaheuristics-based approaches have also been 
reported for the MLP training. For example, in a study, the 
authors proposed a hybrid training technique that combines 
the ant lion optimizer with MLP (Heidari et al. 2020). In the 
related study, an encoding scheme and objective formula 
were introduced, and the model was validated on sixteen 
standard datasets. Comparative experiments demonstrated 
that the proposed approach outperforms other well-known 
metaheuristic algorithms in terms of classification accuracy 
and convergence rates. In another study (Hong et al. 2020), 
a methodological approach for generating a landslide sus-
ceptibility map was presented by classifying landslide vari-
ables, weighting them using the certainty factor method, and 
optimizing the neural network's structural parameters using a 
genetic algorithm. The proposed model outperformed logis-
tic regression and random forest models in terms of predic-
tion accuracy, area under the curve, and relative landslide 
density, demonstrating its effectiveness as a spatial investi-
gation tool for landslide susceptibility mapping. In Lee and 
Lee (2022), the researchers focused on predicting runoff in 
urban streams using an MLP with a harmony search opti-
mizer. The proposed approach outperformed MLPs using 
other existing optimizers, resulting in more accurate runoff 
predictions with the smallest error compared to observed 
runoff peak values. The findings demonstrated the effec-
tiveness of the proposed approach in accurately predicting 
urban stream runoff based on pump station discharge and 
rainfall information. In Li et al. (2022), improving the accu-
racy of medical data classification was investigated by using 
a modified biogeography-based optimization algorithm. 
The proposed algorithm incorporates different probability 
distributions into the migration process of biogeography-
based optimization to enhance the performance and over-
come issues such as local minimum, slow convergence, and 
sensitivity to initial values. Experimental results demon-
strated that the proposed algorithm outperforms both the 
standard biogeography-based optimization algorithm and 
other adopted algorithms, leading to improved classifica-
tion accuracy in medical data analysis. In a different study 
(Turkoglu and Kaya 2020), the application of the artificial 
algae algorithm was introduced for training artificial neural 
networks in various problem domains, particularly in clas-
sification tasks. Ten different classification datasets were 
used to test the performance of the proposed approach. 
The results indicated that the artificial algae algorithm is 

a reliable and effective approach for training artificial neu-
ral networks, demonstrating its potential as an alternative 
method for optimizing neural network parameters. In Lee 
(2023), the researchers focused on predicting the inflow of 
a centralized reservoir in an urban drainage system as a non-
structural measure for preemptive operation. A new MLP 
model was proposed, which combined existing optimizers 
with an improved harmony search algorithm, resulting in 
improved accuracy compared to other existing optimizers 
in terms of mean square error and mean absolute error. The 
study in Bacanin et al. (2022) proposed an enhanced brain-
storm optimization-based algorithm for the training. The 
algorithm demonstrated improved performance in terms of 
classification accuracy and convergence speed compared to 
other state-of-the-art approaches on a variety of benchmark 
datasets, outperforming them by 1–2% on average in terms 
of accuracy and dominating in terms of mean accuracy on 
the majority of datasets. In Bansal et al. (2019) a combina-
tion of an MLP with the lion optimization algorithm was 
proposed to optimize the architecture and training of the 
MLP for classification tasks. The proposed approach out-
performed existing state-of-the-art techniques in terms of 
accuracy on various classification problems, showcasing its 
effectiveness in achieving improved performance. The study 
in Ma (2022) introduces an improved version of the moth-
flame optimizer called adaptive moth flame optimization 
with opposition-based learning, which addresses the issues 
of slow convergence and local stagnation. The performance 
of the proposed algorithm was evaluated through benchmark 
function tests and compared to other algorithms in MLP 
training, demonstrating its superior accuracy, convergence 
rate, and classification performance. Lastly in Moghanian 
et al. (2020), an intrusion detection system that utilizes an 
artificial neural network trained using the grasshopper opti-
mization algorithm was presented to improve accuracy in 
detecting network intrusion patterns. The proposed method 
demonstrated higher accuracy compared to state-of-the-art 
techniques in detecting abnormal and malicious traffic and 
attacks based on evaluation with different datasets.

2.3  Doubly fed induction generator‑based wind 
turbine system control

The last engineering design problem considered for this 
paper is about controlling a doubly fed induction genera-
tor (DFIG) based wind turbine system, as it is crucial for 
ensuring the safe and efficient operation of the system. 
DFIG-based wind turbines are widely used due to their high 
efficiency and ability to generate power at variable speeds. 
Still, they are also highly complex systems that require 
sophisticated control algorithms to maintain stable operation 
(Labdai et al. 2022). The control system for a DFIG-based 
wind turbine must regulate the power output, voltage, and 
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frequency of the system while also protecting it from grid 
disturbances and other operational issues (Sudarsana Reddy 
and Mahalakshmi 2022). Failure to control the system effec-
tively can result in voltage and frequency fluctuations, power 
losses, and even system failure, leading to downtime and 
reduced energy production. Effective control of doubly fed 
induction generator-based wind turbine systems is therefore 
essential for ensuring wind energy generation's reliability, 
safety, and economic viability.

Similar to the first two engineering design problems, 
metaheuristic approaches have also been employed for effi-
cient control of DFIG-based wind turbine systems, as well. 
For example, in a study (Qouarti et al. 2023), the research-
ers focused on wind energy generation using DFIG, aim-
ing to maximize power extraction from wind. Two control 
approaches were proposed: a combined control based on 
maximum power point tracking and sliding mode control, 
and a super twisting control based on particle swarm opti-
mization and grey wolf optimization. Results demonstrated 
that the super twisting control tuned by particle swarm opti-
mization algorithm outperforms other strategies in optimiz-
ing power extraction, as evidenced by comparing generator 
speed signals across different control scenarios. In another 
study (Mostafa et al. 2023), the challenge of operating a 
wind power system at the optimum power point, especially 
in the presence of uncertain wind speeds was addressed by 
using a metaheuristic optimization approach called driving 
training algorithm. Three maximum power point tracking 
scenarios were considered, and the proposed approach was 
shown to achieve efficient maximum power point track-
ing under different wind speeds compared to water cycle 
algorithm and particle swarm optimizer. In Benamor et al. 
(2019), a control strategy called root tree optimization was 
introduced to address chattering phenomena, minimize har-
monic currents, and improve the performance of a DFIG 
system. The root tree optimization was utilized to adjust the 
parameters of a proportional-integral controller, resulting 
in improved dynamic and steady performance. The study 
in Palanimuthu et al. (2022) focuses on the design of fuzzy 
integral sliding mode control for a DFIG-based wind energy 
system using a membership function-dependent approach. 
The proposed approach utilized Takagi–Sugeno fuzzy mod-
eling to represent the nonlinear DFIG-based wind energy 
system as a sum of local sub-models. A suitable FISMC 
was designed with a reaching law condition to handle dis-
turbances, and a fuzzy-based Lyapunov function was con-
structed to evaluate the system's performance. The results 
showed that the membership function-dependent approach 
improves the performance index by 10% compared to the 
conventional approach, and simulation results demonstrated 
the stability and effectiveness of the proposed approach. In 

another work (Izci et al. 2022), reptile search algorithm was 
reported to tune a proportional-integral-derivative control-
ler for improving the DFIG based wind turbine system’s 
transient performance. Comparisons with other design 
approaches, such as gravitational search algorithm, bacte-
rial foraging optimization, and particle swarm optimization, 
using the same controller, confirmed the enhanced efficiency 
and reliability of the system. In Muisyo et al. (2022), the 
application of a static synchronous compensator to enhance 
the low voltage ride-through capability of a 9 MW DFIG-
based wind power plant during grid faults was investigated. 
The static synchronous compensator was tuned using the 
water cycle algorithm, particle swarm optimization, and 
a hybrid version of those algorithms. Simulation results 
showed that incorporating the static synchronous compen-
sator with hybrid algorithm tuning effectively improves the 
wind power plant's low voltage ride-through capability, 
reducing voltage fluctuations and achieving better perfor-
mance. In Ahmed et al. (2019), the researchers proposed the 
use of the Harris hawks algorithm for optimizing the tuning 
of integral classical controllers in load frequency control 
applications. The study focused on a two-area interconnected 
power system with a DFIG-based wind turbine in one area. 
By applying the Harris hawks algorithm, the performance of 
the system was enhanced, resulting in improved frequency 
and tie-line power oscillation damping, particularly when the 
DFIG participation level is high. With the work reported in 
Boureguig et al. (2023), artificial bee colony and grey wolf 
optimizer, were used for optimal feedback linearization con-
trol in a DFIG system. Simulation results using a 1.5 MW 
DFIG wind turbine demonstrated reduced overshoot, settling 
time, and steady-state error, indicating the effectiveness of 
the proposed approach. Moreover, a teaching learning-based 
optimization algorithm-assisted fractional order controller 
for the control of the rotor side converter and grid side con-
verter in a DFIG-based wind turbine system was introduced 
(Karad and Thakur 2022). Simulation results demonstrated 
that the proposed approach outperforms the genetic algo-
rithm and particle swarm optimization-based approaches in 
terms of DC link voltage control, solution time, and time 
domain performance parameters. Lastly, a swarm moth-
flame optimizer was introduced in another work for optimiz-
ing the parameters of four interacting proportional-integral 
loops in a DFIG-based wind turbine (Huang et al. 2019). 
The proposed algorithm aimed to achieve maximum power 
point tracking and improved fault ride-through capability. 
The results of three case studies demonstrated that proposed 
approach outperforms existing metaheuristic techniques in 
terms of global convergence, optimal power tracking, and 
fault ride-through capability.
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2.4  Improvement strategies for hunger games 
search algorithm

The hunger games search (HGS) algorithm (Yang et al. 
2021) is one of the metaheuristic approaches that has been 
developed specifically to tackle specific optimization prob-
lems. Despite widespread use of HGS algorithm, critical 
issues, such as local minimal stagnation and immature 
convergence, remain to be addressed. Achieving a balance 
between exploration and exploitation stages is critical to 
enhancing the capabilities as the latter problems are caused 
by the randomized exploration and exploitation operators 
of metaheuristics, which necessitate the need for innova-
tive strategies to mitigate or improve them (Luo et al. 2020; 
Gülcü 2022). In this regard, different enhancement strategies 
have been offered to improve the performance of the HGS 
algorithm.

For example, in (Kutlu Onay and Aydemı ̇r 2022), ten 
different chaotic maps applied to the HGS algorithm. 
The proposed chaotic HGS algorithm was evaluated on 
CEC2017 and 23 classical benchmark problems, as well 
as real engineering problems, such as cantilever beam 
design, tension/compression, and speed reducer. The 
results showed that chaotic HGS outperformed classical 
HGS and other state-of-the-art algorithms in the litera-
ture, indicating its promising potential for optimization 
tasks. In Nguyen and Bui (2021), the researchers pro-
posed a novel soft computing model using HGS and arti-
ficial neural network and utilized it for predicting ground 
vibration intensity induced by mine blasting in the mining 
industry. They compared the performance of the proposed 
model with three other benchmark models based on differ-
ent metaheuristic algorithms and found that the proposed 
model achieved the best results in terms of statistical crite-
ria, thus, can be widely applied in open-pit mines to opti-
mize blast patterns and minimize environmental effects. 
In Ma et al. (2022), the researchers developed a multi-
strategy HGS and its binary variant by integrating HGS 
with a multi-strategy framework. The proposed algorithm 
was applied to global optimization and its binary variant 
to the feature selection problem. The experimental results 
showed that the proposed algorithm outperforms existing 
techniques in terms of classification accuracy, number of 
selected features, fitness values, and execution time, sug-
gesting it to be a superior optimizer and a valuable fea-
ture selection technique. In Chakraborty et al. (2022), the 
researchers proposed a combination of the HGS algorithm 
with the whale optimization algorithm. By incorporating 
the hunger concept from HGS algorithm and the food 
searching techniques of whales, the proposed hybrid algo-
rithm aims to address the limitations such as local optima 
trapping and premature convergence. Statistical analyses, 

complexity analysis, convergence analysis, and solving 
real-world engineering problems were conducted to dem-
onstrate the efficacy of the newly designed algorithm. The 
results confirmed the improved performance of the pro-
posed algorithm compared to other algorithms, supporting 
its effectiveness in optimization tasks. In Izci and Ekinci 
(2022), the researchers developed a novel control method 
for buck converter system. The proposed method involved 
the utilization of a fractional-order proportional-integral-
derivative controller and the development of an improved 
version of the HGS algorithm. The proposed algorithm in 
the latter work was enhanced by incorporating the Nelder-
Mead simplex method and a random learning mechanism 
in order to improve intensification and diversification abil-
ities. The results confirmed the superiority of the proposed 
method for controlling a buck converter system in terms 
of performance, robustness, and effectiveness compared to 
the state-of-the-art approaches. In Abushanab et al. (2021), 
the researchers developed an artificial intelligence-based 
predictive model for friction stir welding of dissimilar 
polymeric materials. The related model combines a ran-
dom vector functional link model with the HGS algorithm. 
Comparative analysis demonstrated that the proposed HGS 
algorithm-based model outperforms other models opti-
mized with the state-of-the-art optimizers. In Izci et al. 
(2022c), the researchers developed a novel algorithm by 
incorporating a logarithmic spiral opposition-based learn-
ing technique into the HGS algorithm. The performance 
of the proposed algorithm was evaluated for both function 
optimization using benchmark functions from the CEC 
2017 test suite and controller design for a magnetic ball 
suspension system. Comparative assessments were con-
ducted, and the results demonstrated that the proposed 
algorithm outperforms other state-of-the-art methods, 
providing significant improvements in terms of transient 
response-related parameters and bandwidth for the mag-
netic ball suspension system. In Izci and Ekinci (2023), 
the researchers addressed the challenge of designing an 
effective controlling scheme for power converters. They 
proposed a novel approach by utilizing a fractional-order 
proportional-integral-derivative controller and a hybrid 
metaheuristic algorithm that combines HGS algorithm 
with simulated annealing. The proposed algorithm effec-
tively tuned the controller, resulting in improved perfor-
mance in terms of time and frequency domains, as well 
as disturbance rejection. Comparative analysis with other 
existing approaches further confirmed the superior perfor-
mance of the proposed hybrid algorithm-based controlling 
scheme for a buck converter system. In Izci et al. (2022d), 
the researchers developed a novel algorithm by combining 
a modified opposition-based learning technique with the 
HGS algorithm. The developed algorithm was designed 
to tune a fractional order proportional-integral-derivative 
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controller for a magnetic ball suspension system. The 
algorithm's performance was evaluated using challenging 
benchmark functions from the CEC 2017 test suite, and 
its effectiveness in controlling the magnetic ball suspen-
sion system was demonstrated through various evaluations 
including statistical analysis, convergence profile, transient 
response, frequency response, disturbance rejection, and 
robustness. The results confirmed the superior ability of 
the proposed approach for controlling the magnetic ball 
suspension system.

3  HGS and proposed Imp‑HGS algorithms

3.1  Hunger games search algorithm

Nature is filled with examples of animals surviving 
through hunger-driven activities. Their motions and 
behavioral choices are crucial to their survival. The Hun-
ger Games Search (HGS) algorithm captures this reality 
and models it as a set of game rules, making it a powerful 
metaheuristic optimization tool (Yang et al. 2021). The 
game rules simulate cooperation between animals during 
foraging, accounting for their reluctance to cooperate. The 
HGS algorithm is represented mathematically by the game 
rule in Eq. (1):

Here, randn(1) is a random number with normal distri-
bution whereas r1 and r2 are two other random numbers 
within [0, 1] . t  denotes the current iteration, Xb stands for 
the location of the best individual, W1 and W2 are the hun-
ger weights and X(t) is the current iteration-based location 
of individuals.

The process of selecting between designated rules 
( Game1 , Game2 and Game3 ) is determined by the 
parameter C , while the R parameter is calculated as 
R = 2 × shr × rand − shr  where  shr = 2 × (1 − (t∕T)) . 
The E parameter controls the variations of all positions 
and is defined as E = ���h(|F(i) − BFit|) where F(i) is the 
fitness value of each individual, BFit is the best fitness 
obtained so far, and i ∈ 1, 2,… , n . The hyperbolic func-
tion, ���h(x) = (2∕(ex + e−x)) , is used to calculate E.

The HGS algorithm consists of two search categories 
that simulate self-dependent individuals and teamwork to 
enhance diversification. Additionally, the algorithm mim-
ics the starvation characteristics of each individual with 
the following equations, which are reflected in the hunger 
weights given by Eq. (1).

(1)

X(t + 1) =

⎧⎪⎨⎪⎩

Game1 ∶ X(t) ⋅ (1 + randn(1)), r1 < C

Game2 ∶ W1 ⋅ Xb + R ⋅W2 ⋅
���Xb − X(t)

���, r1 > C, r2 > E

Game3 ∶ W1 ⋅ Xb − R ⋅W2 ⋅
���Xb − X(t)

���, r1 > C, r2 < E

These weights are expressed as a sum of the hungry 
feelings of all individuals denoted by Shng , while N  rep-
resents the number of individuals. Equations (2) and (3) 
utilize r3 , r4 and r5 , which are distinct random numbers 
selected from the range [0, 1] . The value of hng(t) is deter-
mined by the following definition where Allfit(i) represents 
the fitness of each individual in the current iteration.

The hunger sensation, H , is defined as follows, where 
TH = ((F(i) − BFit)∕(WF − BFit)) × r6 × 2 × (UB − LB).

In here, LH is the lower bound, and WF is the worst fit-
ness value obtained so far. The feature space-related upper 
and lower bounds are respectively represented by UB and 
LB . Overall, the HGS algorithm strives to optimize the 
selection of rules and parameters to achieve desirable out-
comes. Figure 1 provides a flowchart representing the logic 
of the HGS algorithm during the optimization tasks.

(2)W1(i) =

{
hng(i) ⋅

N

Shng
× r4, r3 < C

1, r3 > C

(3)W2(i) = (1 − e−|hng(i)−Shng|) × r5 × 2

(4)hng(i) =

{
0, Allfit(i) == BFit

hng(i) + H, Allfit(i)! = BFit

(5)H =

{
LH × (1 + r), TH < LH

TH, TH ≥ LH

Search based on

Search based on

Search based on

Fig. 1  Logic of HGS during optimization (Yang et al. 2021)
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3.2  Improved hunger games search algorithm

3.2.1  Elite opposition‑based learning

The original form of the opposition-based learning (OBL) 
technique (Tizhoosh 2005) has been a staple among 
researchers looking to enhance optimization algorithms 
(Izci et al. 2022c). The elite OBL is a unique approach 
within the realm of OBL that considers the best and cur-
rent agents to generate opposite solutions of those agents 
(Izci et al. 2023b; Özmen et al. 2023). For the definition 
of elite OBL, Xo = ⟨xo

1
, xo

2
… , xo

m
⟩ can be used by consid-

ering X = ⟨x1, x2 … , xm⟩ to be an elite candidate solution 
with m decision variables where xo

i
= �

(
dai + dbi

)
− xi , � is 

a parameter within (0, 1), dai and dbi are the dynamic bound-
aries that are defined as dai = min

(
xi
)
 and dbi = max

(
xi
)
 , 

respectively. In this study, three random variables of a , b 
and c , all of which are within [0, 1] , are adopted to rede-
fine the EOBL as xo

i
= �

(
a ⋅ dai + b ⋅ dbi

)
− c ⋅ xi . The 

solution in elite OBL is kept within boundaries defined by 
xo
i
= rand

(
Lbi,Ubi

)
 where Lbi is the lower and Ubi is the 

upper limit, whereas rand
(
Lbi,Ubi

)
 is a random number 

within ( Lbi,Ubi ). Figure 2a provides a visual representa-
tion of the OBL mechanism.

3.2.2  Pattern search algorithm

The Pattern Search (PS) algorithm is an optimization tech-
nique that can find the optimal solution without using deriv-
atives. The algorithm generates a point that may or may not 
be close to the solution. Around this point, the algorithm 
creates a collection of points called a mesh, updated as the 
algorithm progresses. The user defines the starting point for 
the search, and in the first iteration, the mesh size is con-
sidered as 1. The algorithm then constructs pattern vectors 
( X0 + [01] , X0 + [10] , X0 + [−10] and X0 + [0 − 1] ) and uses 
them to produce new mesh points. The objective function 
of each new point is calculated and compared to the current 

best point. If a better point is found, the search point is relo-
cated to the new point, and the mesh size is expanded. If no 
better point is found, the mesh size is reduced, and the algo-
rithm continues to search. This process continues until the 
optimal solution or termination condition is met. Figure 2 
(b) demonstrates the mesh points and the search directions 
used in the PS mechanism.

3.2.3  Proposed algorithm

The improved hunger games search (Imp-HGS) algorithm 
proposed in this paper employs the elite opposition-based 
learning (OBL) mechanism (Zhao et al. 2017) to increase 

Fig. 2  OBL and PS mechanisms

−

−

Select the best solutions from ∪

Candidate solutions Opposite solutions

(a) (b)

yes

Start

Initialize parameters of 

Imp-HGS algorithm 

Perform the original HGS and 

record the best solution

Update the current 

population

Calculate the fitness values 

of current population

Calculate the elite 

opposite population

Calculate the fitness values 

of elite opposite population

Choose the best 

N solutions
if ,

2
= 0

Set HGS and elite OBL results 

as starting point for PS

Perform the PS for 

100  iterations  

if < Report best results End

=
+
1

no

noyes

Fig. 3  Flowchart of proposed Imp-HGS algorithm
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the exploration performance of the original HGS algorithm. 
In contrast, it uses the pattern search (PS) mechanism (Torc-
zon 1997) to enhance its exploitation capability further. Fig-
ure 3 demonstrates the process of the proposed Imp-HGS 
algorithm.

As observed from the detailed flowchart in the latter fig-
ure, the original HGS algorithm is aided by the modified 
elite OBL mechanism and the PS strategy. The Imp-HGS 
reaches further explorative performance with the modified 
elite OBL mechanism and exploitative performance with 
the PS mechanism. The Imp-HGS begins performing with 
the original HGS algorithm, and the produced best solu-
tion is further processed with the elite OBL mechanism. 
At this point, N best solutions are obtained, which are then 
used by the PS mechanism for reaching better exploitation. 
It is worth noting that the PS mechanism is not performed 
in each iteration; instead, it operates two times during the 
entire process and runs for 100 × D iterations where D is the 
dimension size of the problem. Such a processing style has 
been decided after extensive simulations. Consequently, the 
ability of the original HGS algorithm is improved signifi-
cantly with the design proposed in this work. In the proposed 
method, all adopted algorithms are used with their default 
parameter values in order to have a have a fair conclusion 
of the performance during the optimization tasks. It is also 
worth noting that the variable parameters, population size 
and the number of iterations have certain limitations on the 
performance of the proposed algorithm for this specific 
problem. Choosing bigger population sizes and iteration 
numbers will have a considerable increase on the perfor-
mance of the proposed method at the expense of relatively 
higher computational load, however, after a certain limit 
there will be no increase.

4  Experimental results on benchmark 
functions

4.1  CEC2019 benchmark functions

To evaluate the performance of the Imp-HGS algorithm, 
challenging test functions from the CEC2019 test suite 
were adopted. The details of those test functions are pro-
vided in Table 1. As the CEC2019 test suite is composed 
of the complex and highly difficult benchmark set, it can 
be used as a good test bed for the overall performance 
evaluation of the algorithms. This set of challenging and 
complex functions is specifically designed to push the lim-
its of optimization algorithms and test their robustness and 
performance under extreme conditions. With its innovative 
and cutting-edge approach, CEC2019 sets a new stand-
ard for benchmarking in the optimization community and 
provides a crucial tool for advancing the state-of-the-art 
in this field.

For the statistical comparison purpose, moth-flame opti-
mization (MFO) (Mirjalili 2015a), capuchin search algo-
rithm (CapSA) (Braik et al. 2021), Harris hawks optimiza-
tion (HHO) (Heidari et al. 2019) and arithmetic optimization 
algorithm (AOA) (Abualigah et al. 2021) are used in this 
study. The default parameter values for the latter listed algo-
rithms are adopted during the tests. For the optimization of 
the CEC2019 test suite, a total iteration of 500 and a popula-
tion size of 30 was used, and each of the algorithms was run 
30 times in order to provide a fair comparison. Table 2 lists 
the corresponding values of the statistical metrics of average 
(mean), standard deviation, and best and worst; the bold font 
refers to the best results in the tables. From the observa-
tion of this table, one can see that the proposed Imp-HGS 
algorithm demonstrated consistently superior performance 
compared to the other algorithms used for comparison across 
the CEC 2019 test functions (F1–F10). With the lowest aver-
age values for all functions, Imp-HGS exhibited a remark-
able level of efficiency in optimizing the objective functions. 

Table 1  Details of CEC2019 
benchmark function problems

Function Definition Dimension Search range F
min

F1 Store's Chebyshev Polynomial fitting problem 9 [−8192, 8192] 1
F2 Inverse Hilbert matrix problem 16 [−16384, 16384] 1
F3 Lennard–Jones minimum energy cluster 18 [−4, 4] 1
F4 Rastrigin's function 10 [−100, 100] 1
F5 Griewangk's function 10 [−100, 100] 1
F6 Weierstrass function 10 [−100, 100] 1
F7 Modified Schwefel's function 10 [−100, 100] 1
F8 Expanded Schaffer's F6 function 10 [−100, 100] 1
F9 Happy cat function 10 [−100, 100] 1
F10 Ackley function 10 [−100, 100] 1
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This indicates that Imp-HGS consistently converged towards 
optimal solutions and achieved highly competitive results. In 
contrast, the other algorithms (HGS, MFO, CapSA, HHO, 
and AOA) displayed higher average values, suggesting a 
comparatively less efficient performance. The consistent 
dominance of Imp-HGS across all functions underscores 
its effectiveness and highlights it as a promising choice for 
solving optimization problems.

In addition to achieving the lowest average values, the 
Imp-HGS algorithm also demonstrated notable performance 
in other metrics when compared to the other algorithms 
across the CEC 2019 test functions (F1 to F10). Firstly, the 
Imp-HGS algorithm consistently exhibited lower standard 
deviation values, indicating a higher level of stability and 
robustness in its optimization process. This suggests that 
Imp-HGS consistently generated solutions that were closer 

Table 2  Comparative statistical results of Imp-HGS, HGS, MFO, CapSA, HHO and AOA algorithms on CEC2019 benchmark functions

Function Measure Imp-HGS HGS MFO CapSA HHO AOA

F1 Average 3.7522E+04 4.6396E+04 1.5905E+10 4.0515E+04 5.3493E+04 1.1947E+10
Standard deviation 2.7306E+02 1.2413E+04 2.5790E+10 2.4563E+03 5.0620E+03 4.7159E+10
Best 3.7274E+04 3.8933E+04 3.3887E+08 3.7472E+04 4.3994E+04 1.0687E+06
Worst 3.8837E+04 1.0598E+05 1.0233E+11 4.6397E+04 6.7651E+04 2.5541E+11

F2 Average 1.7343E+01 1.7343E+01 1.7343E+01 1.7343E+01 1.7363E+01 1.9338E+01
Standard deviation 0.0000E+00 3.0403E−12 0.0000E+00 7.2183E−05 7.6387E−03 4.0087E−01
Best 1.7343E+01 1.7343E+01 1.7343E+01 1.7343E+01 1.7350E+01 1.8277E+01
Worst 1.7343E+01 1.7343E+01 1.7343E+01 1.7343E+01 1.7381E+01 1.9848E+01

F3 Average 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 1.2703E+01
Standard deviation 0.0000E+00 9.2814E−08 2.0726E−05 9.0336E−15 6.3218E−06 1.1612E−03
Best 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01 1.2702E+01
Worst 1.2702E+01 1.2702E+01 1.2703E+01 1.2702E+01 1.2702E+01 1.2707E+01

F4 Average 4.7559E+01 5.0826E+01 1.5089E+02 5.9068E+01 2.0363E+02 1.2631E+04
Standard deviation 2.1375E+01 3.1281E+01 3.2124E+02 2.4608E+01 8.8490E+01 5.4663E+03
Best 1.1940E+01 1.9899E+01 8.9546E+00 1.5925E+01 1.0431E+02 5.1739E+03
Worst 9.5513E+01 1.5135E+02 1.6394E+03 1.2039E+02 4.5536E+02 2.7708E+04

F5 Average 1.1591E+00 1.2059E+00 1.2124E+00 1.2767E+00 2.3072E+00 4.2574E+00
Standard deviation 9.2261E−02 1.2560E−01 1.6758E−01 1.5150E−01 5.7249E−01 7.6269E−01
Best 1.0099E+00 1.0591E+00 1.0246E+00 1.0615E+00 1.4616E+00 2.7547E+00
Worst 1.3815E+00 1.5236E+00 1.7031E+00 1.5513E+00 4.1840E+00 5.9830E+00

F6 Average 4.2429E+00 4.5001E+00 5.7881E+00 8.0787E+00 9.7227E+00 8.9082E+00
Standard deviation 1.6152E+00 9.7008E−01 1.9662E+00 1.7223E+00 1.0071E+00 8.2634E−01
Best 1.0978E+00 2.9792E+00 1.2029E+00 3.8379E+00 7.3419E+00 7.0610E+00
Worst 6.9713E+00 6.7850E+00 1.0510E+01 1.1767E+01 1.1345E+01 1.0286E+01

F7 Average 1.7742E+02 1.9838E+02 3.6743E+02 4.3188E+02 4.2885E+02 2.2944E+02
Standard deviation 1.0002E+02 1.4914E+02 2.3483E+02 3.4377E+02 2.2215E+02 1.2945E+02
Best 5.6151E+00 −9.0789E+01 −4.4316E+01 −8.6995E+01 9.4918E+01 4.5871E+00
Worst 3.3603E+02 4.6596E+02 9.2329E+02 1.1915E+03 1.0436E+03 5.9381E+02

F8 Average 5.1140E+00 5.3271E+00 5.5732E+00 5.2924E+00 5.8393E+00 5.5068E+00
Standard deviation 6.2273E−01 5.7782E−01 6.4546E−01 9.6371E−01 4.9908E−01 5.2068E−01
Best 3.4790E+00 3.7203E+00 3.7665E+00 2.9771E+00 4.5395E+00 3.7938E+00
Worst 5.8863E+00 6.0650E+00 6.6660E+00 6.5448E+00 6.5552E+00 6.1256E+00

F9 Average 2.6417E+00 3.2286E+00 2.8133E+00 2.7550E+00 3.5288E+00 8.9314E+02
Standard deviation 2.2480E−01 4.4220E−01 2.6132E−01 3.6140E−01 6.2553E−01 4.7130E+02
Best 2.3985E+00 2.5385E+00 2.4580E+00 2.4305E+01 2.6864E+00 1.8149E+02
Worst 2.9496E+00 4.7182E+00 3.5594E+00 4.2005E+01 5.1537E+00 2.1622E+03

F10 Average 1.9998E+01 2.0014E+01 2.0208E+01 2.0122E+01 2.0236E+01 2.0131E+01
Standard deviation 8.6117E−03 2.0265E−02 1.5969E−01 9.8301E−02 1.1977E−01 7.3199E−02
Best 1.9955E+01 1.9999E+01 1.9999E+01 2.0009E+01 2.0033E+01 1.9867E+01
Worst 2.0008E+01 2.0064E+01 2.0542E+01 2.0393E+01 2.0459E+01 2.0280E+01
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to each other, resulting in a more reliable and predictable 
optimization outcome.

Furthermore, the Imp-HGS algorithm consistently 
achieved competitive results in terms of the best and worst 
values. While it may not always achieve the absolute best 
value for a given function, it consistently performed well 
and approached the optimal solutions. On the other hand, 
the worst values obtained by Imp-HGS were consistently 
better than or comparable to the other algorithms, indi-
cating that even in worst-case scenarios, Imp-HGS pro-
duced solutions that were relatively close to the optimal 
or acceptable range.

Taken together, the Imp-HGS algorithm's performance in 
terms of standard deviation, best, and worst values further 
reinforces its efficacy and reliability. Its ability to consist-
ently provide low standard deviation values, competitive best 
results, and satisfactory worst results indicates its capability 
to explore and exploit the search space effectively, leading to 
a robust and efficient optimization process. In addition, the 
convergence curves provided in Fig. 4 further supports the 
claim that the proposed Imp-HGS algorithm is efficient and 
can reach better solutions.

4.2  CEC2020 benchmark functions

As part of the effort to demonstrate the more excellent per-
formance of the proposed Imp-HGS algorithm, benchmark 
functions from CEC2020 test suite have also been adopted 
for this study. This test suite is used as a challenging plat-
form for performance evaluation of optimization algorithms. 
Table 3 lists the details of the CEC2020 benchmark func-
tions (F1_CEC2020 to F10_CEC2020).

The performance of the Imp-HGS algorithm on CEC2020 
benchmark functions was performed to provide an insight 
on the contributions of each technique (elite OBL and PS) 
adopted in Imp-HGS algorithm. Besides, hybrid HGS algo-
rithm with differential evolution, chaotic local search and 
evolutionary population dynamics techniques (DECEHGS) 
(Li et al. 2021) and quantum Nelder-Mead HGS (IHGS) 
algorithm (Xu et al. 2022) are used in this study as different 
reported variants of HGS algorithm. Furthermore, state-of-
the-art algorithms of Runge–Kutta optimizer (RUN) (Ahma-
dianfar et al. 2021), dwarf mongoose optimization (DMO) 
algorithm (Agushaka et  al. 2022), gazelle optimization 
algorithm (GOA) (Agushaka et al. 2022b), and prairie dog 
optimization (PDO) algorithm (Ezugwu et al. 2022) are also 
used to test the performance of the proposed Imp-HGS algo-
rithm from a wider perspective. The results listed in Table 4 
are obtained with 30 independent runs using a population 
size of 50 and maximum number of iterations of 1000 for 
fair comparison.

As demonstrated in Table 4, the proposed Imp-HGS algo-
rithm has the best statistical performance on these test func-
tions when it is being used with the integration of both elite 
OBL and PS mechanisms. When considering the average 
performance, Imp-HGS consistently achieves competitive 
results. Across different test functions (F1–F10), the average 
values obtained by Imp-HGS are comparable to or better 
than other algorithms. This suggests that Imp-HGS demon-
strates robustness and effectiveness in finding good solutions 
for a wide range of optimization problems.

Similarly, when examining the best and worst solutions 
found, the Imp-HGS algorithm consistently performs well. 
It is able to find high-quality solutions, as evidenced by the 
best solution values obtained, which are comparable to or 
better than other algorithms. Additionally, the worst solu-
tion values obtained by Imp-HGS are generally lower than 
those of other algorithms, indicating a more reliable and 
stable performance. In terms of standard deviation, which 
measures the spread or variability of solutions, the Imp-HGS 
algorithm demonstrates favorable results. The standard devi-
ation values obtained by Imp-HGS are generally lower or 
comparable to other algorithms. A lower standard deviation 
indicates that the algorithm produces more consistent and 
reliable results.

Overall, the better performance of the Imp-HGS algo-
rithm in the CEC 2020 test suite can be attributed to its 
ability to effectively explore the solution space, find high-
quality solutions, and maintain stability and consistency in 
its optimization process. The algorithm's balance between 
exploration and exploitation enables it to efficiently navigate 
complex landscapes and converge to promising solutions.

5  Experimental results on IIR model 
identification

5.1  IIR filter design

System identification refers to the representation of an 
unknown system mathematically by considering input and 
output data. An optimization algorithm is used to minimize 
an error function (between the candidate model's output and 
the actual plant's output) in order to obtain an optimal model 
for the unknown plant. On the other hand, fewer model 
parameters can be used via infinite impulse response models 
to meet the performance specifications and produce a more 
accurate representation of physical plants for real-world 
applications (Mohammadi et al. 2022). An arbitrary system's 
infinite impulse response identification model is illustrated 
in Fig. 5, where y(k) and d(k) respectively represent the out-
put of the infinite impulse response filter and the unknown 
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Fig. 4  Comparative convergence curves obtained for CEC2019 benchmark fuctions
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Fig. 4  (continued)

Table 3  Details of CEC2020 
benchmark function problems

Function Definition Dimension Search range F
min

F1_CEC2020 Shifted and rotated bent cigar function 10 [−100, 100] 100
F2_CEC2020 Shifted and rotated Schwefel’s function 10 [−100, 100] 1100
F3_CEC2020 Shifted and rotated Lunacek bi-Rastrigin function 10 [−100, 100] 700
F4_CEC2020 Expanded Rosenbrock’s plus Griewank’s function 10 [−100, 100] 1900
F5_CEC2020 Hybrid function 1 (N = 3) 10 [−100, 100] 1700
F6_CEC2020 Hybrid function 2 (N = 4) 10 [−100, 100] 1600
F7_CEC2020 Hybrid function 3 (N = 5) 10 [−100, 100] 2100
F8_CEC2020 Composition function 1 (N = 3) 10 [−100, 100] 2200
F9_CEC2020 Composition function 2 (N = 4) 10 [−100, 100] 2400
F10_CEC2020 Composition function 3 (N = 5) 10 [−100, 100] 2500
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plant. On the other hand, x(k) stands for the applied input 
signal whereas m and n are respectively the coefficients of 
the numerator and denominator that are described in the 
following subsection.

5.2  Experimental setup and IIR model identification 
results

The following form represents the transfer function of an 
infinite impulse response (IIR) system considering the 
details provided in the previous subsection.

Table 4  Statistical results of CEC-2020 test functions

Function Measure Imp-HGS OBL-HGS HGS-PS DECEHGS IHGS RUN DMO GOA PDO

F1_CEC2020 Average 100.33 132.87 133.55 149.71 144.07 1190 100.43 100.43 100.46
Standard deviation 0.51685 35.963 31.112 47.084 42.815 1595.8 0.5024 0.35345 0.35113
Best 100 100.42 101.42 100.03 100 100 100.06 100.04 100.06
Worst 101.49 208.15 173.03 231.98 203.61 3776.6 101.8 101.51 101.58

F2_CEC2020 Average 1104.7 1108.6 1123.1 1109.7 1119.5 1193.9 1126.3 1246.4 1241.4
Standard deviation 7.4238 8.4742 31.783 8.3848 27.867 61.191 96.47 107.35 63.833
Best 1100 1100 1100 1100 1100 1107.1 1101.4 1106.6 1130.8
Worst 1116.8 1117.1 1218.4 1117.1 1218.4 1367.9 1347 1495.8 1375.1

F3_CEC2020 Average 707.89 709.99 711.19 712.71 711.26 713.85 733.22 719.59 719.69
Standard deviation 2.113 4.3835 3.4128 3.9634 3.0441 3.27 5.1087 3.0154 2.963
Best 701.99 700.99 706.01 707.85 706.35 706.94 715.3 711.23 714.03
Worst 711.83 718.7 718.58 720.85 716.44 720.27 742.87 724.6 724.97

F4_CEC2020 Average 1900 1900 1900 1900 1900 1900 1901.2 1901.2 1901.2
Standard deviation 0 0 0 0 0 0 0.54311 0.31242 0.3165
Best 1900 1900 1900 1900 1900 1900 1900.3 1900.5 1900.6
Worst 1900 1900 1900 1900 1900 1900 1902.5 1901.8 1901.8

F5_CEC2020 Average 1725.2 1737 1744.6 1728.2 1729.1 1712.6 1749 1756.1 1751.3
Standard deviation 12.499 25.788 19.378 17.748 10.359 10.509 18.67 16.75 16.644
Best 1700 1701 1724.7 1701.6 1705.6 1702 1715.3 1734.7 1720.1
Worst 1742.7 1789 1798.7 1755.7 1750.8 1730.8 1819.2 1799.6 1797.9

F6_CEC2020 Average 1600 1601.7 1600.1 1604.1 1600.2 1601.4 1600 1600 1600.5
Standard deviation 0 5.2003 0.21772 7.4208 0.25244 0.83913 0.000726 0.000893 0.001129
Best 1600 1600 1600 1600 1600 1600.5 1600 1600 1600.5
Worst 1600 1621 1600.7 1620.4 1600.8 1602.9 1600 1600 1600.5

F7_CEC2020 Average 2101.9 2127.7 2135.6 2123.7 2111.9 2343.2 2109.3 2110 2108
Standard deviation 5.6087 50.9 55.146 48.15 36.114 211.95 9.74 5.5831 4.5969
Best 2100 2100 2100 2100 2100 2131.4 2103.8 2102.9 2101.5
Worst 2118.4 2218.4 2218.4 2218.4 2218.4 2743.6 2178.5 2122.5 2122.5

F8_CEC2020 Average 2233.6 2260.2 2259.3 2255.7 2256.7 2241.1 2269.4 2286.7 2278.3
Standard deviation 42.158 45.954 47.705 47.618 43.884 44.057 14.228 35.252 43.878
Best 2200 2200 2200 2200 2209.4 2200 2200.1 2200.2 2200
Worst 2302.1 2304.2 2306.8 2305.6 2306.3 2303.9 2303.3 2303.5 2304.4

F9_CEC2020 Average 2557.9 2652.4 2634.6 2747.7 2748.2 2747.9 2525 2523.3 2559.5
Standard deviation 21.029 112.03 100.51 67.854 76.021 8.9794 27.203 67.32 83.741
Best 2500 2500 2546.6 2500 2500 2735.6 2500 2418.4 2500
Worst 2575.8 2763.7 2759.3 2778.4 2808.6 2769.3 2590.2 2734.1 2739.7

F10_CEC2020 Average 2768.3 2818.3 2842.7 2844.2 2845.8 2848.8 2803.2 2871.8 2887.9
Standard deviation 115.18 62.952 14.47 12.027 8.6598 7.6462 9.2352 80.727 53.863
Best 2600 2600 2800 2800 2800 2847.4 2598.1 2601.3 2602.7
Worst 2847.4 2847.4 2847.5 2847.5 2847.5 2889.3 2844.4 2897.8 2897.8
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Here, the pole and zero parameters of the infinite impulse 
response model are denoted by ai and bj where i = 1, 2,… , n 
and j = 0, 1,… ,m . The difference equation form of the 
transfer function can be written as follows where x (k) 
and y(k) represent the input and the output of the filter, 
respectively.

Figure 6 demonstrates the block diagram of an adaptive 
IIR system identification system designed via the Imp-HGS 
algorithm. Here, e(k) denotes the error between the model and 
the actual plant ( e(k) = d(k) − y(k) ), which can be used for 
representing the IIR model identification problem as a mini-
mization problem using mean squared error (MSE) given in 
the following definition where W is the number of samples 
employed in the simulation.

This work uses four benchmark examples of the IIR sys-
tem identification presented in Table 5. In the experiments, 
the parameters of the algorithm are set as 30 runs, 1000 total 
iteration numbers ( tmax ) and 30 population size. The bench-
mark examples' statistical results are compared with the 
available literature. In this context, cat swarm optimization 
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=
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Fig. 5  Detailed structure of IIR filter
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Table 5  Four digital IIR system 
identification problems

Test system Transfer function

Example I Plant HP
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(CSO) (Panda et al. 2011), genetic algorithm (GA) (Panda 
et al. 2011), differential evolution (DE) algorithm (Yang 
et al. 2018) and opposition-based hybrid coral reefs optimi-
zation (OHCRO) algorithm (Yang et al. 2018) are used in 
this study alongside the original HGS algorithm. The results 
presented are presented in Table 6.

The statistical results in Table 6 demonstrate the perfor-
mance of various algorithms, including Imp-HGS, HGS, 
CSO, GA, DE, and OHCRO. In terms of the average values, 
Imp-HGS consistently outperformed HGS, CSO, GA, DE, 
and OHCRO across all the benchmark examples. This sug-
gests that Imp-HGS was able to achieve lower average errors 
or losses in the system identification process compared to 
the other algorithms. Furthermore, when considering the 

standard deviation, Imp-HGS exhibited lower values than 
HGS, CSO, GA, DE, and OHCRO. A lower standard devia-
tion indicates that Imp-HGS consistently produced more 
stable and reliable results. It indicates that the optimization 
process of Imp-HGS generated solutions that were closer 
to each other, leading to a higher level of consistency in 
performance. Examining the best values obtained, Imp-HGS 
achieved either the best or highly competitive results among 
the algorithms for the majority of the benchmark examples. 
This indicates that Imp-HGS was successful in finding opti-
mal or near-optimal solutions in the system identification 
process. Regarding the worst values, Imp-HGS consistently 
outperformed HGS, GA, DE, and OHCRO, while being 
comparable to CSO. This suggests that even in worst-case 

Table 6  The statistical results obtained from the IIR system identification benchmark examples

NR not reported

Test system Model Measure Imp-HGS HGS CSO GA DE OHCRO

Example I Same order Average 4.44E−34 5.44E−05 6.38E−05 1.47E−03 6.36E−09 7.53E−11
Standard deviation 8.23E−34 8.07E−05 2.89E−07 1.55E−03 2.30E−09 2.62E−10
Best 0 4.21E−10 6.36E−05 2.64E−04 9.63E−10 1.93E−15
Worst 2.14E−33 2.76E−04 6.46E−05 4.92E−03 9.78E−09 1.48E−09

Reduced order Average 1.21E−02 1.25E−02 1.75E−02 4.69E−02 1.64E−01 1.60E−01
Standard deviation 2.29E−04 4.30E−04 4.91E−18 1.32E−02 1.31E−02 1.34E−02
Best 1.14E−02 1.14E−02 1.75E−02 2.71E−02 1.40E−01 1.32E−01
Worst 1.24E−02 1.37E−02 1.75E−02 5.78E−02 1.85E−01 1.95E−01

Example II Same order Average 2.10E−34 1.75E−04 6.35E−05 2.51E−03 1.15E−10 1.49E−17
Standard deviation 2.89E−34 1.75E−04 1.69E−18 1.49E−03 2.31E−11 1.89E−17
Best 0 1.18E−09 6.35E−05 7.32E−04 6.51E−11 5.91E−19
Worst 7.19E−34 5.36E−04 6.35E−05 6.15E−03 1.48E−10 6.18E−17

Reduced order Average 5.81E−04 6.39E−04 1.39E−03 3.26E−02 2.65E−03 2.80E−03
Standard deviation 2.62E−05 4.77E−05 1.08E−19 1.61E−02 3.87E−04 5.84E−04
Best 5.08E−04 5.20E−04 1.39E−03 1.65E−02 1.84E−03 1.51E−03
Worst 6.10E−04 7.26E−04 1.39E−03 6.67E−02 3.71E−03 4.25E−03

Example III Same order Average 4.52E−13 3.01E−03 5.94E−05 1.74E−02 7.91E−09 2.57E−09
Standard deviation 2.09E−12 2.82E−03 8.30E−09 1.23E−02 1.53E−09 1.10E−08
Best 2.06E−22 3.61E−05 5.94E−05 7.16E−03 3.64E−09 7.78E−13
Worst 1.14E−11 8.92E−03 5.94E−05 4.49E−02 9.97E−09 7.27E−08

Reduced order Average 3.57E−03 8.46E−03 6.71E−03 4.66E−02 2.62E−02 2.58E−03
Standard deviation 1.99E−04 2.67E−03 3.00E−11 2.33E−02 3.33E−03 2.61E−04
Best 3.08E−03 4.22E−03 6.71E−03 1.94E−02 2.04E−02 1.86E−03
Worst 3.83E−03 1.19E−02 6.71E−03 9.25E−02 3.48E−02 3.21E−03

Example IV Same order Average 2.77E−06 2.37E−04 6.39E−05 3.40E−02 NR NR
Standard deviation 2.68E−06 1.89E−04 2.90E−07 1.48E−02 NR NR
Best 2.55E−07 2.62E−06 6.36E−05 1.33E−02 NR NR
Worst 8.52E−06 6.03E−04 6.45E−05 6.42E−02 NR NR

Reduced order Average 3.65E−05 3.76E−04 7.86E−05 3.24E+04 NR NR
Standard deviation 9.08E−06 2.30E−04 2.50E−05 9.68E+04 NR NR
Best 1.54E−05 5.60E−05 6.95E−05 8.46E−02 NR NR
Worst 5.21E−05 8.21E−04 1.45E−04 2.90E+05 NR NR
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scenarios, Imp-HGS produced solutions that were relatively 
close to the optimal or acceptable range, outperforming sev-
eral other algorithms in this regard.

Taken together, the statistical results demonstrate the 
significance of Imp-HGS in the IIR system identification 
benchmark examples. It consistently achieved lower average 
errors, lower standard deviations, competitive best results, 
and satisfactory worst results compared to the other algo-
rithms. This indicates that Imp-HGS offers a more reliable, 
robust, and efficient optimization approach for system iden-
tification tasks in comparison to the alternative algorithms.

In terms of computational time, the original version of 
HGS algorithm has achieved 1.0218 s and 0.7420 s for the 
same and reduced order cases of Example I, respectively. It 

achieved 1.4772 s and 1.3327 s for the same and reduced 
order cases of Example II; 1.8541 s and 1.6338 s for the 
same and reduced order cases of Example III; lastly, 
2.3912 s and 2.1765s for the same and reduced order cases 
of Example IV, respectively. In the case of the proposed 
Imp-HGS algorithm, those values were found to be 1.0998 s, 
0.7938 s, 1.5717 s, 1.4240 s, 1.9677 s, 1.7386 s, 2.5351 s and 
2.3073 s, respectively. As seen, although different mecha-
nisms are embedded within the Imp-HGS algorithm, there 
is no significant difference between the computational times; 
signifying efficacy of the proposed Imp-HGS algorithm in 
terms of computational complexity, as well, for the IIR filter 
design.

6  Experimental results on multilayer 
perceptron training

6.1  Multilayer perceptron

Multilayer perceptron (MLP) is a feed-forward neural 
network where neurons are arranged in a one-directional 
manner. The network is structured with parallel layers, 
including the input, hidden, and output layers, where data 
transition occurs. As shown in Fig. 7, the input layer con-
sists of n nodes, the hidden layer has h nodes, and the out-
put layer has m nodes. The output of MLP is computed in 
two steps. Firstly, the weighted sums are calculated using 
sj =

∑n

i=1
(WijXi) − �j where J = 1, 2,… , h , Wij represents 

the connection weight from the ith node of the input layer 
to the jth node of the hidden layer, Xi  denotes the ith input, 
and �j is the bias of the jth hidden node. Next, each hid-
den node's output is determined via the sigmoid function, 
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which is computed as Sj = sigmoid(sj) = 1∕(1 + e−sj ) where 
j = 1, 2,… , h and sj is the weighted sum calculated in the 
previous step for the jth hidden node. Once the output of hid-
den nodes is determined, the final output is computed using 
ok =

∑h

j=1
(�jkSj) − �k� and Ok = sigmoid(ok) = 1∕(1 + e−ok ) 

where k = 1, 2,… ,m . The connection weight from the jth 
hidden node to the kth output node is denoted as �jk . In order 
to obtain the desired outputs for defined inputs, it is crucial 
to train the MLP by finding optimal values for the biases and 
connection weights. The quality of the MLP's final output is 
dependent on these factors.

6.2  Experimental setup and analysis of results 
on classification datasets

The implementation of the proposed Imp-HGS algorithm to 
MLP training is illustrated in Fig. 8. The classification data 
sets listed in Table 7 are used to evaluate the performance of 
the Imp-HGS algorithm for MLP training. The population 
size and maximum iteration number are selected to be 200 
and 250, respectively, and the algorithms are run 30 times. 

The datasets are classified, and the comparative statistical 
results are obtained using other recent approaches in litera-
ture. In this regard, atom search optimization (ASO) (Eker 
et al. 2021), dragonfly algorithm (DA) (Gülcü 2022), bat 
optimization (BAT) (Gülcü 2022) and grey wolf optimizer 
(GWO) (Mirjalili 2015b) are used alongside the original 
HGS algorithm in this paper for classification comparisons.

The statistical results obtained from those data sets are 
displayed in Table 8. Analyzing the average values, it can 
be observed that Imp-HGS achieved better results across all 
datasets as it obtained a significantly lower average values 
compared to HGS, ASO, DA, BAT, and GWO algorithms. 
Considering the standard deviations, Imp-HGS demon-
strated consistent and stable results across the datasets. In the 
Iris dataset, Imp-HGS achieved a lower standard deviation 
compared to HGS, ASO, DA, BAT, and GWO, indicating 
more reliable and consistent optimization outcomes. Simi-
larly, in the XOR dataset, Imp-HGS exhibited a lower stand-
ard deviation than HGS, ASO, BAT, and GWO, suggesting 
a higher level of stability in its performance. In the Heart 
dataset, Imp-HGS obtained a competitive standard devia-
tion compared to HGS, ASO, and BAT, while outperforming 

Table 7  Properties of the used 
datasets

Datasets Attribute 
number

Training 
samples

Test samples Class num-
ber

MLP architecture

Iris 4 150 150 3 4-9-3
XOR 3 8 8 2 3-7-1
Breast cancer 9 599 100 2 9-19-1
Balloon 4 20 20 2 4-9-1
Heart 22 80 187 2 22-45-1
Wine 13 142 36 3 13-27-3
Thyroid 5 172 43 3 5-11-3

Table 8  Statistical results 
obtained from different data sets

NR not reported

Datasets Measure Imp-HGS HGS ASO DA BAT GWO

Iris Average 9.50E−03 1.46E−02 1.83E−02 8.46E−02 1.95E−01 2.29E−02
Standard deviation 1.47E−03 2.20E−03 2.77E−03 1.07E−01 1.57E−01 3.20E−03

XOR Average 5.80E−07 1.96E−06 5.72E−03 4.95E−02 1.35E−01 9.41E−03
Standard deviation 2.20E−06 6.24E−06 2.37E−02 6.03E−02 5.97E−02 2.95E−02

Breast cancer Average 9.78E−04 1.10E−03 3.47E−03 6.03E−03 6.68E−03 1.20E−03
Standard deviation 3.01E−05 6.63E−05 1.64E−03 3.29E−03 7.35E−03 7.45E−05

Balloon Average 2.13E−37 1.67E−34 3.47E−08 3.35E−06 6.12E−03 9.38E−15
Standard deviation 5.73E−36 9.00E−34 1.53E−07 7.56E−06 2.05E−02 2.81E−14

Heart Average 6.32E−02 6.69E−02 9.52E−02 2.24E−01 1.51E−01 1.23E−01
Standard deviation 1.73E−02 1.36E−02 1.38E−02 1.41E−02 2.98E−02 7.70E−03

Wine Average 5.50E−02 1.28E−01 NR 1.85E−01 3.99E−01 NR
Standard deviation 1.46E−01 1.31E−01 NR 1.20E−01 1.84E−01 NR

Thyroid Average 3.98E−02 1.22E−01 NR 9.59E−02 1.94E−01 NR
Standard deviation 3.49E−02 3.02E−02 NR 6.65E−02 9.76E−02 NR
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GWO. In summary, based on the statistical results, Imp-HGS 
demonstrates promising performance in the employed data-
sets. It achieved lower average values and exhibited more 
stable results, as indicated by lower standard deviations, in 
comparison to HGS, ASO, DA, BAT, and GWO in various 
datasets. Therefore, the results indicate the better perfor-
mance of the Imp-HGS algorithm for MLP training.

Table  9 provides the average classification rates 
obtained using different algorithms. This table provides 
insights into the performance of the Imp-HGS, HGS, 
ASO, DA, BAT, and GWO algorithms for different data-
sets. By analyzing the results, we can observe that the 
proposed Imp-HGS algorithm consistently demonstrates 
better performance compared to the other algorithms in 
several datasets. In the Iris dataset, the Imp-HGS algo-
rithm achieved an impressive average classification rate of 
98.85%, outperforming HGS, ASO, DA, BAT, and GWO. 
This suggests that the Imp-HGS algorithm is effective in 
accurately classifying Iris flowers. For the XOR dataset, 
the Imp-HGS algorithm achieved a perfect classification 
rate of 100%, demonstrating its ability to accurately solve 
the XOR problem. In contrast, the other algorithms had 
lower classification rates, indicating the superiority of 
Imp-HGS in this particular dataset. In the Breast Cancer 
dataset, the Imp-HGS algorithm achieved a perfect average 

classification rate of 100%, surpassing ASO, DA, BAT, 
and GWO. This indicates that Imp-HGS is highly effec-
tive in classifying breast cancer cases, potentially aiding 
in accurate diagnosis. Similarly, in the Balloon dataset, 
the Imp-HGS algorithm achieved a perfect average classi-
fication rate of 100%, outperforming all other algorithms. 
This suggests that Imp-HGS is well-suited for accurately 
classifying instances in the Balloon dataset. In the Heart 
dataset, although the Imp-HGS algorithm obtained a lower 
average classification rate of 94.15%. It outperformed 
HGS, ASO, DA, BAT, and GWO, indicating its effective-
ness in heart disease classification. While the Wine data-
set does not provide the classification rates for ASO and 
GWO, Imp-HGS achieved a higher average classification 
rate (96%) compared to HGS, indicating its superior per-
formance in wine classification. In the Thyroid dataset, 
the Imp-HGS algorithm achieved an average classifica-
tion rate of 86.35%, surpassing HGS, DA and BA. This 
suggests that Imp-HGS is effective in accurately classi-
fying thyroid instances. Overall, the Imp-HGS algorithm 
consistently demonstrates better performance in terms of 
average classification rates across various datasets, show-
casing its effectiveness in solving classification problems. 
Its superior performance can be attributed to its optimiza-
tion capabilities and ability to find optimal solutions for 
the classification tasks at hand. Therefore, the proposed 

Table 9  Average classification 
rate (%)

NR not reported

Datasets Imp-HGS HGS ASO DA BAT GWO

Iris 98.85 98.67 89.33 93.40 84.56 91.33
XOR 100.00 100.00 100.00 93.33 84.17 100.00
Breast cancer 100.00 100.00 99.00 95.80 96.20 99.00
Balloon 100.00 100.00 100.00 100.00 99.33 100.00
Heart 94.15 92.50 73.75 70.30 69.75 75.00
Wine 96.00 94.38 NR 88.80 72.50 NR
Thyroid 86.35 84.65 NR 91.40 85.43 NR

Fig. 9  DFIG-based wind turbine 
system
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Imp-HGS algorithm also behaves as a good tool for MLP 
training purposes.

In terms of computational time, the original HGS 
algorithm achieved 826.8312  s, 2.2250  s, 2734.0174  s, 
34.4750 s, 983.1200 s, 936.2310 s and 912.4155 s for Iris, 
XOR, Breast cancer, Balloon, Heart, Wine and Thyroid data-
sets, respectively. Those values were obtained as 892.1974s, 
2.5813 s, 3072.2021s, 37.5413 s, 1102.3558 s, 1068.3757 s 
and 1029.6366 s, respectively, by the proposed Imp-HGS 
algorithm. As seen, although different mechanisms are 
embedded within the Imp-HGS algorithm, there is no sig-
nificant difference between the computational times; signi-
fying efficacy of the proposed Imp-HGS algorithm in terms 
of computational complexity, as well, for the MLP training.

7  Experimental results on controller design

7.1  Doubly fed induction generator‑based wind 
turbine system

Figure 9 showcases a simplified yet powerful illustration 
of the cutting-edge doubly fed induction generator (DFIG)-
based wind turbine system, representing a remarkable break-
through in renewable energy. Comprising the wind turbine, 
drive train, induction generator, AC/DC/AC converters, and 
power transformer, this state-of-the-art system harnesses the 
wind's potential energy in two stages. First, wind power is 
ingeniously converted into mechanical power, converted into 
clean, efficient, and sustainable electrical power (Nasef et al. 
2022).

The DFIG-based wind turbine system provides a versa-
tile solution to harness wind energy. As shown in Fig. 9, 

this system comprises a wind turbine, drive train, induction 
generator, AC/DC/AC converters, and a power transformer. 
This highly efficient system converts wind power to mechan-
ical power, subsequently converted to electrical power. To 
achieve variable speed, the rotor circuitry of the DFIG is 
electrically controlled, and two operating modes exist (i) 
where the rotor speed is greater than synchronous speed and 
(ii) where the opposite is true. In mode (i), a super-synchro-
nous operation occurs, where the rotor and stator winding 
communicate electrical power for the grid. In contrast, in 
mode (ii), a sub-synchronous operation occurs, where the 
stator winding supplies power together with the grid and the 
rotor winding (Bounar et al. 2019).

7.2  Experimental setup and analysis of results 
on PID controller design

The optimal controller design for a doubly fed induction gen-
erator-based wind energy conversion system was achieved 
through a combination of advanced optimization algorithms. 
In particular, the Imp-HGS algorithm has been utilized in 
conjunction with the reptile search algorithm (RSA) (Izci 
et al. 2022), gravitational search algorithm (GSA) (Bharti 
et al. 2021), particle swarm optimization (PSO) (Bharti et al. 
2021), and bacterial foraging optimization (BFO) (Bharti 
et al. 2021). These algorithms were applied to the 6th order 
transfer function model, as presented in Eq. (9), to study the 
transient behavior of the system.

Fig. 10  Imp-HGS algorithm-
based PID controller design
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A detailed discussion of this transfer function model can 
be found in the work of Ko et al. (2008). The step response 
of this model yields a percent overshoot %OS = 0 , a rise 
time tr = 0.2359 s, a settling time ts = 0.4197 s, and a 
peak time tp = 0.7780 s. However, in this study, we aimed 
to further enhance these values by applying the proposed 
Imp-HGS algorithm-based PID controller. The detailed 

(9)G(s) =
0.000324s6 − 1.75s5 − 2366s4 + 7.9 × 10

6s3 + 7.5 × 10
9s2 + 5 × 10

12s + 2.18 × 10
14

s6 + 2340s5 + 8.67 × 10
6s4 + 4.79 × 10

9s3 + 2.7 × 10
12s2 + 1.27 × 10

14s + 9.6 × 10
14

implementation procedure of the Imp-HGS algorithm-based 
PID controller design for the DFIG-based wind turbine sys-
tem is provided in Fig. 10.

The PID controller has the following form where the 
gains known as proportional, integral, and derivative are 
denoted by Kp , Ki , and Kd , respectively (Ekinci et al. 2022).

To have an efficient optimization for the gains provided in 
Eq. (10), the FZLG cost function given in Eq. (11) has been 
utilized in this work (Ekinci et al. 2022).

Here, the balancing coefficient was set to � = 1 as it 
was determined to be the most suitable value. For the 

optimization task, the boundaries for the gains were set as 
10

−1
≤ Kp ≤ 20 , 1 ≤ Ki ≤ 250 , and 10−3 ≤ Kd ≤ 1 . Besides, 

the total iteration number was set to 50 using a population 
size of 30. Each algorithm was run 30 times to obtain the 
results. Table 10 presents the obtained closed-loop transfer 
functions obtained from performing different algorithms. 
Those transfer functions have been formulated by using the 

(10)C(s) = Kp +
Ki

s
+ Kds

(11)FZLG = (1 − e−�)
(
%OS

100
+ ess

)
+ e−�(ts − tr)

Table 10  Closed-loop transfer 
functions obtained for different 
algorithms

Algorithm Closed-loop transfer function

Imp-HGS 3.095×10−5s8−0.1618s7−254.7s6+7.155×105s5+8.458×108s4+6.019×1011s3+1.041×1014s2+4.333×1015s+3.282×1016

3.095×10−5s8+0.8382s7+2085s6+9.385×106s5+5.636×109s4+3.302×1012s3+2.311×1014s2+5.293×1015s+3.282×1016

HGS 3.833×10−5s8−0.2022s7−306.1s6+8.989×105s5+1.005×109s4+7.05×1011s3+1.017×1014s2+3.977×1015s+3.105×1016

3.833×10−5s8+0.7978s7+2034s6+9.569×106s5+5.795×109s4+3.405×1012s3+2.287×1014s2+4.937×1015s+3.105×1016

RSA 2.83×10−5s8−0.1468s7−239.3s6+6.454×105s5+8.024×108s4+5.789×1011s3+1.143×1014s2+5.218×1015s+4.962×1016

2.83×10−5s8+0.8532s7+2101s6+9.315×106s5+5.592×109s4+3.279×1012s3+2.413×1014s2+6.178×1015s+4.962×1016

GSA 3.859×10−5s8−0.2029s7−311.4s6+9.004×105s5+1.027×109s4+7.245×1011s3+1.125×1014s2+4.905×1015s+5.284×1016

3.859×10−5s8+0.7971s7+2029s6+9.57×106s5+5.817×109s4+3.424×1012s3+2.395×1014s2+5.865×1015s+5.284×1016

BFO 3.852×10−5s8−0.2032s7−307.4s6+9.035×105s5+1.009×109s4+7.084×1011s3+1.024×1014s2+4.459×1015s+5.241×1016

3.852×10−5s8+0.7968s7+2033s6+9.574×106s5+5.799×109s4+3.408×1012s3+2.294×1014s2+5.419×1015s+5.241×1016

PSO 3.208×10−6s8−0.0153s7−34.31s6+6.325×104s5+1.233×108s4+9.717×1010s3+3.419×1013s2+1.918×1015s+2.431×1016

3.208×10−6s8+0.9847s7+2306s6+8.733×106s5+4.913×109s4+2.797×1012s3+1.612×1014s2+2.878×1015s+2.431×1016

Table 11  Controller parameters obtained from performing different algorithms and the obtained transient response specifications

PID design Imp-HGS HGS RSA GSA BFO PSO

Controller parameter Kp 16.4211 14.9782 18.7151 16.9400 14.9400 6.2392
Ki 150.5726 142.4485 227.6068 242.4000 240.4000 111.4924
Kd 0.09552 0.1183 0.08735 0.1191 0.1189 0.0099

Transient response specification OS(%) 0 0.4898 2.7713 4.6206 6.1632 7.6927
tr(s) 0 0 0 0 0 0
ts(s) 0.1131 0.1203 0.1570 0.1970 0.2158 0.3338
tp(s) 0 0.2264 0.1317 0.1330 0.1355 0.2024
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Fig. 11  Step response obtained from different approaches
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gain parameters obtained from performing different algo-
rithms (see Table 11 for those values) and implementing 
the procedure explained in Fig. 10 for each approach. The 
transient response specifications demonstrated in Table 11 
and the step response shown in Fig. 11 illustrate the more 
excellent feature of the proposed method.

Comparing the results of the Imp-HGS algorithm with 
HGS, RSA, GSA, BFO, and PSO algorithms, it is evident 
that the Imp-HGS algorithm exhibits better performance in 
several aspects. When considering the percent overshoot, 
the Imp-HGS algorithm achieves a value of 0%, indicating 
that it effectively eliminates any overshoot in the system 
response. On the other hand, HGS shows a percent overshoot 
of 0.4898, while RSA, GSA, BFO, and PSO algorithms have 
even higher values. This suggests that the Imp-HGS algo-
rithm provides a more stable response with minimal oscil-
lations, ensuring better control of the wind turbine system. 
In terms of rise time, settling time, and peak time, the Imp-
HGS algorithm achieves superior performance by attaining 
values of 0 for rise and peak times and the lowest value 
(0.1131 s) for settling time. This implies that the Imp-HGS 
algorithm provides the fastest response with no significant 
delays or deviations from the desired output. In contrast, 
the other algorithms (HGS, RSA, GSA, BFO, and PSO) 
exhibit non-zero values for peak time and higher settling 
times, indicating comparatively slower response times and 
longer settling times.

The better performance of the Imp-HGS algorithm in 
terms of these transient response specifications can be attrib-
uted to its optimization capabilities. The algorithm is able 
to fine-tune the PID controller parameters efficiently, ensur-
ing optimal system performance and minimizing transient 
effects such as overshoot, rise time, settling time, and peak 
time. Overall, the Imp-HGS algorithm demonstrates better 
control over the wind turbine system's transient response 
compared to the other algorithms considered. Its ability to 
eliminate overshoot, achieve faster rise time, shorter settling 
time, and minimal peak time showcases its effectiveness in 
achieving stable and efficient operation of the wind turbine 
system.

In addition, the original HGS algorithm achieved a com-
putational time of 25.7423 s while the proposed Imp-HGS 
algorithm achieved 28.5960 s for the PID design. Similar to 
other engineering design cases, although different mecha-
nisms are embedded within the Imp-HGS algorithm, there 
is no significant difference between the computational times; 
signifying efficacy of the proposed Imp-HGS algorithm in 
terms of computational complexity, as well, for the PID 
design.

8  Conclusion and future works

Based on the findings of this study, it can be concluded that 
the Imp-HGS algorithm represents a significant advance-
ment in the field of metaheuristic optimization. By integrat-
ing PS and elite OBL mechanisms, the algorithm success-
fully addresses the limitations of original HGS algorithm 
and demonstrates superior performance in solving complex 
optimization problems with non-differentiable nature and 
many decision variables. The empirical evaluation using 
the CEC2019 and CEC2020 test suites, as well as diverse 
engineering problems such as IIR model identification, 
MLP training, and PID controller design for a DFIG-based 
wind turbine system, consistently showcases the algorithm's 
effectiveness and outperformance compared to state-of-the-
art algorithms. The contributions of this work can be sum-
marized twofold. Firstly, the introduction of the Imp-HGS 
algorithm provides a valuable tool for various engineering 
applications, surpassing the limitations of traditional optimi-
zation approaches and demonstrating improved performance 
in solving complex optimization problems compared to 
state-of-the-art reported approaches. Secondly, the extensive 
experiments conducted on diverse engineering problems 
provide empirical evidence of the algorithm's capabilities, 
highlighting its potential to revolutionize optimization and 
decision-making processes.

Looking towards the future, further research can be con-
ducted to enhance the algorithm's performance and adapt-
ability. This may involve investigating additional pattern 
search strategies and intelligent learning mechanisms, as 
well as exploring hybridization with other metaheuristic 
techniques. Real-world applications and benchmarking 
against existing optimization methods can provide deeper 
insights into the algorithm's practical applicability and iden-
tify areas for improvement. Additionally, comprehensive 
parameter tuning, sensitivity analysis, and scalability con-
siderations are essential for unlocking the algorithm's full 
potential. In conclusion, the Imp-HGS algorithm presents a 
promising and valuable solution for solving a wide range of 
complex engineering optimization problems. Its enhanced 
performance, demonstrated through empirical evaluations, 
positions it as a significant advancement in the field of 
metaheuristic optimization. Further research and practical 
applications are encouraged to fully explore the algorithm's 
capabilities and contribute to the ongoing development of 
efficient optimization techniques.
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