
Vol.:(0123456789)1 3

Evolving Systems (2020) 11:165–180 
https://doi.org/10.1007/s12530-020-09328-3

ORIGINAL PAPER

Fault detection in smart grids with time‑varying distributed 
generation using wavelet energy and evolving neural networks

Fabricio Lucas1 · Pyramo Costa1 · Rose Batalha1 · Daniel Leite2   · Igor Škrjanc3

Received: 4 October 2019 / Accepted: 27 January 2020 / Published online: 12 February 2020 
© Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract
Online monitoring systems have been developed for real-time detection of high impedance faults in power distribution net-
works. Sources of distributed generation are usually ignored in the analyses. Distributed generation imposes great challenges 
to monitoring systems. This paper proposes a wavelet transform-based feature-extraction method combined with evolving 
neural networks to detect and locate high impedance faults in time-varying distributed generation systems. Empirically 
validated IEEE models, simulated in the ATPDraw and Matlab environments, were used to generate data streams containing 
faulty and normal occurrences. The energy of detail coefficients obtained from different wavelet families such as Symlet, 
Daubechies, and Biorthogonal are evaluated as feature extraction method. The proposed evolving neural network approach 
is particularly supplied with a recursive algorithm for learning from online data stream. Online learning allows the neural 
models to capture novelties and, therefore, deal with nonstationary behavior. This is a unique characteristic of this type of 
neural network, which differentiate it from other types of neural models. Comparative results considering feed-forward, 
radial-basis, and recurrent neural networks as well as the proposed hybrid wavelet-evolving neural network approach are 
shown. The proposed approach has provided encouraging results in terms of accuracy and robustness to changing environ-
ment using the energy of detail coefficients of a Symlet-2 wavelet. Robustness to the effect of distributed generation and to 
transient events is achieved through the ability of the neural model to update parameters, number of hidden neurons, and 
connection weights recursively. New conditions could be captured on the fly, during the online operation of the system.

Keywords  Evolving neural network · Fault detection · Smart grid · Distributed generation · Wavelet transform

1  Introduction

High impedance faults (HIF) represent great risks. In addi-
tion to be a serious hazard for people and animals, energized 
cables can produce electric arcs from the broken cable and 
therefore fire and explosions. HIF detection and location in 
distribution systems is difficult because the currents involved 
are of low amplitude, which prevents overcurrent protection 
devices from operating. Changes due to faults are not easily 
distinguished from those caused by consumer features and 
by system operations such as switching of capacitor banks 
and energizing of transformers (Sedighizadeh et al. 2010; 
Silva et al. 2018).

In distribution networks (DN) with distributed genera-
tion (DG), protection devices are usually less efficient. DG 
affects the power flow and inserts harmonic components in 
the system. These hamper feature extraction and HIF iden-
tification methods to keep a reasonable accuracy in given 
time periods. Changes in the settings of a protection system 
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are usually required as protection devices designed for a 
specific electrical circuit can work improperly (Bretas et al. 
2006a; Gomez et al. 2013; Xiangjum et al. 2004). Another 
issue is related to islanding. Islanding concerns the power 
system operation in standalone mode due to the occurrence 
of a fault (Ezzt et al. 2007); it leads to auto re-closing of the 
circuit breaker. Distributed generators lose synchronization 
with the main grid while supply energy continuously from 
the DG side (Ezzt et al. 2007; Gomez et al. 2013; Xiangjum 
et al. 2004).

A variety of methods have been proposed for HIF detec-
tion and location (Ghaderi et al. 2017; Sedighizadeh et al. 
2010). Among these methods, different types of neural net-
work structures have been considered (Baqui et al. 2011; 
Bretas et al. 2006a; Sedighi et al. 2005; Silva et al. 2013). 
The essential idea is to recognize and classify fault patterns 
in waveforms of the available signals (Garcia-Santander 
et al. 2005; Kim and Aggarwal 2000; Santos et al. 2017). 
Generally, approaches for HIF detection consider a feature 
selection method combined with a statistical or neural clas-
sifier (Bretas et al. 2006a, b; Sedighizadeh et al. 2010). Fault 
location is an important additional information to help deci-
sion making. To locate HIF, some methods estimate the 
distance to the fault point (Bretas et al. 2006b; Silva et al. 
2013). Other methods consider devices and sensors appro-
priately placed on the smart grid, and a main central sta-
tion for the identification of the HIF occurrence area (San-
tos et al. 2017). The vast majority of fault location studies 
assumes distribution systems without distributed genera-
tion (Etemadi and Sanaye-Pasand 2008; Kim and Aggarwal 
2000; Mora-Florez et al. 2008).

Changes in the topology of smart grids have become 
an issue since self-generation (distributed generation) of 
electrical power became common (Bretas et al. 2006b). 
Non-adaptive HIF detection models need to be constantly 
reviewed and redesigned to deal with different sources of 
generation (Bretas et al. 2006b; Silva et al. 2018; Xiangjum 
et al. 2004). Additionally, offline-designed fault detection 
models depend on the choice of a mathematical structure, 
and availability of historical data to set their parameters 
based on multiple passes over the data. If new patterns and 
behaviors arise in a time-varying environment, such as that 
when distributed generation and a variety of transient events 
may take place, then offline-designed neural models cannot 
handle them effectively, but only by approximation.

Adaptive intelligent classification models, namely, evolv-
ing classifiers (Andonovski et al. 2018; Angelov and Gu 
2018; Garcia et al. 2019; Leite et al. 2012, 2013; Lughofer 
et al. 2017; Mohamad et al. 2018; Pratama et al. 2014; Rubio 
2014, 2009), are able to self-adapt their parameters and 
decision boundaries among classes according to novelties 
and new operating conditions observed from a data stream. 
Online parametrical and structural adaptation is essential in 

time-varying environments (Škrjanc et al. 2019). Any pro-
cedure or guideline on how to set the structure of a neural 
network in an offline fashion is not useful in online dynami-
cal context. Therefore, different from any other classifica-
tion neural network model to detect HIF in a microgrid that 
integrates various sources of distributed generation, the 
approach presented in this paper evolves autonomously over 
time, from scratch, to handle unpredictable system behav-
iors. No initial guesses about a proper number of neurons 
are needed. Formally, we want a map f from x to y so that 
y = f (x) . We seek an approximation to f that allows us to 
predict the value of the output y given the input x. In classi-
fication, y is a class label, a value in a set {C1,… ,Cm} ∈ ℕ

m , 
and relation f specifies class boundaries. As the physical 
system is time-varying, function f must be time-varying to 
be able to track the nonstationarities of the physical system.

This paper proposes a nonlinear and nonstationary 
approach for detecting and locating HIF in smart grids with 
distributed generation. The approach consists of a discrete 
wavelet transform chosen from a family of transforms, as 
well as appropriate detail coefficients, to give the most dis-
criminative features for fault detection. Wavelet transforma-
tion is based on current waveforms obtained from a main 
feeder. Features related to the energy of wavelet detail coef-
ficients are used as inputs of a network we called adaptive 
artificial neural network (AANN) that is trained to detect 
HIF occurrences. A second AANN estimates the distance 
to the HIF point whenever it is triggered by the detection 
neural network. For fault location, the neural network input 
features are the effective values of the current and voltage 
waveforms on the main feeder. Feature selection and fault 
detection and location are performed on the main station 
using online data streams from properly placed sensors. The 
present study extends our previous conference paper Lucas 
et al. (2018) with a more complete literature review and new 
discussions and examples on the effect of wavelet transforms 
to generate discriminative features; and on how the evolv-
ing approach handles concept drift and shift in time-varying 
online environment. We also give further results on fault 
location.

The remainder of this paper is structured as follows. 
Section 2 discusses related literature. Section 3 describes 
discrete wavelet transforms and the proposed adaptive intel-
ligent system for detecting and locating HIF in smart grids. 
Section 4 presents the methodology used to generate the 
data based on IEEE test feeders, and considerations about 
the different types of neural networks used to compare the 
performance of the proposed system. Sections 5 and 6 con-
tain classification results and the conclusion.
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2 � Related literature

HIF detection and location in power distribution systems 
has been a challenge over the years. This section pro-
vides a general discussion about HIF detection and loca-
tion methods. The purpose is to overview studies closely 
related to that addressed in this paper and to emphasize 
what makes the proposed evolving intelligent system dif-
ferent from previous approaches.

Wavelet analysis and a filter bank-based method for HIF 
detection were proposed in Ibrahim et al. (2010) and Wai 
and Yibin (1998). The method uses a two-level wavelet 
transform to extract attributes of current waveforms. The 
number of peaks due to high-frequency transients and the 
distance between peaks are used to identify HIF. An appli-
cation example shows that the fault model can distinguish 
HIF occurrence from capacitor switching. The method is 
suitable for distribution networks without DG since it is 
not able to adapt to changes. The adaptive artificial neural 
network (AANN) proposed in this paper improves upon 
the models obtained in Ibrahim et al. (2010) and Wai and 
Yibin (1998) because it is able to capture changes during 
online operation. AANN is supplied with a data stream-
based learning algorithm and, therefore, can handle high-
frequency transients, which are common events when 
many sources of power generation in a smart grid exist.

A method to detect and estimate the distance to HIF in 
distribution systems was discussed in Silva et al. (2013). 
The method is based on the well-known multi-layer per-
ceptron (MLP) neural network and its error backpropaga-
tion algorithm. The energy spectrum from wavelet detail 
coefficients extracted from current waveforms Santos et al. 
(2017) was considered as inputs to the neural network. 
Simulations were performed considering real HIF data 
obtained from field experiments. The network classified 
patterns efficiently and effectively, especially because 
related patterns are shown to the neural model previously 
for parameter adjustment. In a real context, and consider-
ing multiple sources of power generation, training data 
that reflect all possible situations are not available. In 
this case, a static model, such as the MLP network, may 
fail in detecting new faults because the current waveform 
patterns change over time, i.e., the patterns are different 
from those used to create the neural model. The AANN 
proposed in this paper overcomes this issue because its 
parameters and structure change to track the changes of 
the environment.

A method based on frequency components and MLP 
neural network model to estimate the distance to the fault 
point considering DG in a smart grid was evaluated in 
Bretas et al. (2006b). The method uses voltage and current 
harmonic components extracted from relays, as in Etemadi 

and Sanaye-Pasand (2008). The assumption of the exist-
ence of many sources of generation imposes considerable 
difficulties to the HIF detection problem, as reported in 
Ibrahim et al. (2010), Silva et al. (2013) and Wai and Yibin 
(1998). Evolving systems, as that proposed in this paper, 
extend the harmonic-component-based method, addressed 
in Bretas et al. (2006b), because it allows self-adjustment 
of detection and location neural models. Online learning 
provides to the neural models ability to handle new oper-
ating conditions, which cannot be predicted previously.

An energy-spectra-based method for HIF detection was 
proposed in Santos et al. (2017). Voltage and current wave-
forms are taken into account. Energy levels higher than a 
threshold obtained from protection devices throughout the 
network mean a HIF occurrence. A main station central-
izes the data arriving from different devices, which reduces 
the time for fault location significantly. System robustness 
was verified considering DG, capacitor bank switching, 
and feeder energization. However, a threshold value for the 
energy is required to be offline changed according to the 
presence of additional sources of generation. In this paper, 
the proposed neural network evolves independently of prior 
assumptions on threshold values. Moreover, the key idea of 
the proposed evolving network is that the decision bound-
ary between classes is not only nonlinear due to the intrinsic 
nonlinearity of neural networks, but also time varying. A 
main centralized station is considered.

3 � Evolving intelligent framework

3.1 � Discrete wavelet transform

Wavelet transforms deal with a limitation of the Fourier 
transform because they calculate the amplitude of frequency 
components of a signal over the time (Wai and Yibin 1998). 
The Fourier transform is quite often used for converting from 
the time to the frequency-domain representation. However, if 
the underlying signals are nonstationary, the Fourier trans-
form does not evidence time-varying frequency components 
such as those of HIF voltages and currents. In this paper, 
different wavelet families are evaluated as electrical-signal 
feature extractors aiming at evidencing faulty and healthy 
conditions from online monitoring of smart grids subject to 
time-varying distributed generation.

Wavelet analysis is based on a prototype function called 
mother wavelet. This function has compact support, i.e., 
an output value exists for all x ∈ [�, �] . From the wavelet 
transform, a one-dimensional signal is converted into a two-
dimensional function, where the coordinates are scale and 
translation factors. The wavelet transform uses a window-
ing function, where the scale factor is associated with the 
size of the windowing function, and the translation factor 
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is associated with the mother wavelet passing through the 
evaluated signal. There are many types of mother wavelets, 
g(.), e.g. Daubechies, Haar, Symlet, Biorthogonal. Each 
mother wavelet has different scale and translation factors.

The discrete wavelet transform (DWT) is defined as

where x(n) is the original signal; n is the number of sam-
ples; k is the sampling index; g is a mother wavelet; and 
a ∶= am

0
 and b ∶= nb0a

m
0
 are the scale and translation param-

eters, which depend on the integer m, the dilation parameter. 
Interchanging variables n and k, and dividing the term k − b 
by a, from (1) we have

DWT-based multi-resolution analysis is a decomposition 
process that can be iterated with successive approximations 
to obtain many resolution levels.

Let

be the discrete convolution between v(.) and g(.). Notice 
that (2) and (3) are structurally similar, where v(k) refers 
to the original signal x(k); g(i − k) is a filter function that 
refers to the wavelet function g(a−m

0
n − b0k) ; and 1∕

√
a is 

the gain term that corresponds to 1∕
√
am
0

 . Thus, DWT multi-
resolution analysis can be realized as filter banks, where the 
filter function is the DWT.

DWTs can be realized using multi-stage filter banks. The 
original signal x(n) is successively passed through low l(.) 
and high h(.) pass filters according to the scheme shown in 
Fig. 1. The low and high-frequency components of x(n) are 
called approximation and detail coefficients, respectively 
(Wai and Yibin 1998). Detail coefficients are denoted d1 
and d2; ‘ 2 ↓ ’ means downsampling of 2, i.e., the signal is 
decomposed in two parts containing higher and lower fre-
quencies; half of the samples are maintained. In this paper, 

(1)DWT(m, k) =
1

√
am
0

�

n

x(n)g

�
k − nb0a

m
0

am
0

�

,

(2)DWT(m, n) =
1

√
am
0

�

k

x(k)g(a−m
0

n − b0k).

(3)y(i) =
1
√
a

�

k

v(k)g(i − k)

DWT is used to extract features from raw current data, and 
provide fault indicators to neural network models. Different 
from a great part of approaches to feature extraction, the 
energy related to detail coefficients is considered—as will 
be addressed in the Methodology section. The use of the 
energy within a time window works as a low-pass filter since 
individual samples are squared and averaged.

3.2 � Evolving intelligent systems

Intelligent systems are widely applied in clustering, classifi-
cation, control, and prediction problems. Evolving systems 
is a class of intelligent systems that include mainly fuzzy, 
neural, and neurofuzzy modeling methods capable of learn-
ing from online data streams (Bezerra et al. 2016; Škrjanc 
et al. 2019). Examples of such systems are given in Hyde 
et al. (2017), Leite et al. (2019, 2015), Pratama et al. (2017) 
and Silva et al. (2018). Evolving methods follow a set of pro-
cedures in which the central idea is to develop modular mod-
els (local models) from scratch as new information arises.

Evolving connectionist systems were introduced in Kasa-
bov (2007) and Watts (2009), as a general term to refer to 
neural networks with the following specific capabilities:

•	 Structural and parametric adaptation to changing envi-
ronments, where neurons and connections can be added 
or removed at any time;

•	 Continuous life-long learning;
•	 Non-exponential growth (scalability) to large amounts of 

data;
•	 Single-pass (sample-per-sample) incremental training;
•	 Ability to track nonstationarities (concept changes) with-

out accumulating data in memory and/or retraining the 
neural model from scratch.

Most evolving neural networks are composed by local 
models, represented by a neuron and adjacent connections 
(Škrjanc et al. 2019). Local estimations are combined to pro-
vide global estimations. Evolving networks are supplied with 
an incremental learning algorithm that adds new local ele-
ments to the net structure if recent data indicate significant 
differences from what is currently known. In other words, 
instead of updating the parameters of existing local mod-
els to a different class or concept, an evolving network has 
its structure augmented—being this is an essential feature 
to avoid ‘catastrophic forgetting’ of information about past 
events or behaviors. Information revealed from a data stream 
is seized and stored in local models that can be accessed at 
any time.

The adaptive artificial neural network, AANN, as 
described next, is a neural model within the evolving 
connectionist systems framework. Therefore, evolving Fig. 1   Realization of a discrete wavelet transform
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intelligence is for the first time considered in the context of 
HIF detection and location in smart grids with DG.

As HIF classification requires a decision to be made in 
milliseconds, fast data processing and recursive adaptation 
procedures are fundamental. Nevertheless, advanced evolv-
ing neural structures and more elaborate learning algorithms 
may be prohibited unless distributed computing is consid-
ered. Within the evolving intelligent systems framework, 
AANN was chosen in this study because the number of 
operations needed to perform data processing and model 
adaptation is relatively low.

3.3 � Adaptive neural network

An AANN consists of three layers of neurons as shown in 
Fig. 2. The first and third layers are called input and output 
layers, and the intermediate layer is the evolving layer. The 
evolving layer has its connections and neurons developed 
over time, which is the key feature that differ it from a tradi-
tional Multi-Layer Perceptron neural network. This evolving 
framework is particularly interesting for HIF identification 
due to its simplicity and fast adaptation.

The evolving layer starts with no neurons, i.e., n = 0 . 
The first input sample, �(j) = [I1 I2 … Im]

� ,  j = 1 , 
causes the creation of the first neuron. Its input weights, 
�i1 = [W11 W21 … Wm1]

� , match the sample �(1) . When the 
next sample arises, a similarity measure is used to calculate 
how close is the sample to the available neurons, i.e., the 
sample is compared to the input weights �ik of each evolv-
ing neuron k; k = 1,… , n . The activation of a neuron based 
on a sample is given by their similarity. For instance, the 
activation of the kth neuron of the evolving layer is

where Djk ∈ [0, 1] ∀j, k, is a normalized distance metric or 
divergence Cha (2007). Consider the input weight vector 
of the kth neuron, �ik , and the jth input vector, �(j)—being 
both m-dimensional column vectors. The Minkowski dis-
tance between �ik and �(j) is

Activation based on (4) and (5) suggests that a sample �(j) 
that matches a pattern �ik produces full activation of the 
neuron. Contrariwise, examples that are far away from a 
pattern result in a near-zero activation value. In this paper, 
we use the Euclidean distance, i.e., p = 2 , what provides 
a hyper-spherical geometry to intermediate-layer neurons.

Different methods to process data through AANNs are 
addressed in Watts (2009). In the One-to-N method, only the 
most activated neuron of the evolving layer transmits an out-
put signal to the output layer. In the Many-to-N method, the 
neurons that have an activation value greater than a thresh-
old, Athr , transmit their outputs forward. In this paper, the 
One-to-N method is used as only the class related to the 
most active neuron is required. The Many-to-N method may 
be useful in nonlinear function approximation and predic-
tion problems because the weighted contribution of differ-
ent local models form a real-valued output, similar to the 
Takagi–Sugeno approach in fuzzy modeling.

The output, Ak , of an evolving neuron is multiplied by 
the weights between the evolving and output layers, �kl . 
The output neuron sums the weighted activation levels of 
the evolving neurons, and uses a saturated linear function to 
limit its output Ô1 to [0, 1]. In fault detection, the output is 
rounded to the nearest integer. In fault location, output data 
are real values in [0, 1].

Learning consists in fitting a new sample using the 
weights of an evolving neuron, or adding a new neuron to 
the network structure. The decision between creating a neu-
ron and updating weights is based on the novelty of the input 
vector. In case of novelty, the activation degree of the most 
active neuron is less than a threshold, Athr . New neurons 
can also be added to the network by measuring the output 
error and comparing it to a second threshold, Ethr . If the 
values of activation and error are greater and smaller than 
such threshold values, respectively, no neurons are created. 
Learning in this case consists in updating the weights of the 
most activated neuron to fit the new information—being this 
a common evolving approach in related studies (Kasabov 
2007; Leite et al. 2013).

If a neuron is added to the AANN, its input weight vec-
tor �in , i = 1,… ,m , matches the input �(j) ; and its output 

(4)Ak = 1 − Djk,

(5)Djk =

(
m∑

i=1

|
|
|
�ik − �(j)

|
|
|p

) 1

p

.

Fig. 2   AANN architecture: the intermediate layer evolves over time
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weight �n1 is set to the desired output O(j) , when it becomes 
available. A new neuron in the evolving layer is, in princi-
ple, the copy of a sample whose level of novelty is high, 
according to the threshold values. The information brought 
by such sample is fully captured by the new neuron. Updat-
ing the parameters of other neurons is therefore needless. 
Naturally, the neural network structure can start its operation 
from scratch, that is, with no intermediate-layer neurons.

Adaptation of input weights are given by

whereas the output weight is updated based on

Notice that (6) and (7) are recursive equations; �1 and �2 are 
learning rates; Ak is the activation level of the kth evolving 
neuron (4); and

is the estimation error. Equations (6) and (7) guide input and 
output weights to more appropriate values over time. The 
last term of (6) refers to the difference (negative or posi-
tive) between the current input data and input weights. Input 
weights (cluster prototypes) are moved toward regions of the 
data space containing a greater amount of samples. The last 
term of (7) contains the neural net estimation error (negative 
or positive). Therefore, while (6) is responsible to reduce the 
distance between weight vectors and data samples, (7) stands 
for the minimization of the overall estimation error.

Neuron aggregation combines two neurons into one to 
keep the model structure compact. The resulting neuron rep-
resents all the data inside the region of the data space cov-
ered by the original neurons (Watts 2009). Input and output 
distances among neurons are calculated. If both distances 
are less than a threshold, Dthr , then neurons are aggregated. 
Input and output distances between two evolving neurons, 
say, neurons o and p, are computed as

where m is the number of inputs, and

The resulting neuron has as input and output weights the 
mean values of the combined neurons.

The AANN learning algorithm is summarized below. 
Notice that the algorithm can be applied to a preconceived 
network structure. It adds neurons and updates weights 
similarly. Evolving neural networks are natural candidates 
for nonstationary classification applications. The approach 

(6)Wik(t+1) = Wik(t) + �1(Ii(t+1) −Wik(t)),

(7)Wk1(t+1) = Wk1(t) + �2(AkE1).

(8)E1 = O1 − Ô1

(9)Din
op

=
1

m

m∑

j=1

√(
�io −�ip

)2
,

(10)Dout
op

=

√(
�o1 −�p1

)2
.

presented in this section is particularly simple and fast, 
which is a requirement of the HIF-detection application in 
question. Notice also that there is no separation of train-
ing and test data. The neural model is developed on the 
fly, online, sample-by-sample. First, an estimated output 
is given based on the current input data. When the actual 
output values become available, the input-output data pair 
is used for an adaptation step, if necessary. In case such 
input-output pair is considerably different from what is 
known about the system, i.e., different from the usual pat-
terns represented by the intermediate-layer weight vectors, 
then a new neuron is created. The weights linked to the 
new neuron match the sample responsible for its creation. 
The idea behind such step-by-step testing-before-training 
learning approach has been employed in many other evolv-
ing intelligent methods of the literature (Škrjanc et al. 
2019).

An AANN model is supplied with the online incremental 
learning algorithm described above. The model is, therefore, 
capable of updating its connectionist structure and param-
eters over time if necessary, which dictates changes of the 
decision boundaries among the classes of the problem. Fig-
ure 3 shows an example of a sequence of model changes 
driven by a data stream. First, in a given instant of time, two 
classes are separated by a nonlinear decision boundary pro-
vided by the AANN (Fig. 3a). Then, a slow gradual lateral 
drift of the data of each class takes place. AANN updates 
its parameters to track the changes, that is, to move gradu-
ally the decision boundary (Fig. 3b). A fast drift of the data, 
related to Class 2, to the top right corner arises. The AANN 
decision boundary is changed quickly, since new neurons are 
created to represent such data samples belonging to a new 
region of the data space (Fig. 3c). Finally, data samples from 
a new never-before-seen class (Class 3) arise. New neurons 
are created, and associated to such new class, which causes 
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an abrupt change (concept shift) of the decision boundary 
(Fig. 3d).

4 � Methodology

4.1 � IEEE distribution networks and the HIF model

IEEE models of distribution systems, namely the 13-node 
and 34-node test feeders, were considered as shown in 
Figs. 4 and 5. Three distributed generators were added to 
each network, being two of them continuous and time-
invariant. The other power source is time varying and may 
represent sources supplied by, e.g., wind (which changes 
due to wind speed variations), photovoltaic energy (which 
changes due to variations in luminosity), and so on. The 
continuous power generators contribute with 74 and 82 KVA 

Fig. 3   Examples of parametric and structural changes of AANN to update class boundaries and keep track of gradual and abrupt changes of the 
data stream

Fig. 4   IEEE 13-node test feeder model
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to the network while the time-varying source adds from 116 
to 162 KVA. The generator circuit consists of a continuous 
power source with adjustable voltage coupled with a DC-AC 
converter. Third and fifth order harmonics with amplitude 
of 10% and 5% of that of the fundamental waveform are 
added to the DG signals. Notice in Fig. 6 how distributed 
generation affects the current waveform and the detail coef-
ficient of a wavelet transform, such as the D1 coefficient 
of a Symlet wavelet in the case. Time-varying distributed 
generation imposes significant difficulties to fault detection 
and identification systems.

A HIF can be modeled in ATP Draw using passive com-
ponents. The model known as the anti-parallel diode model 
(Costa et al. 2015; Emanuel et al. 1990; Torres et al. 2014; 
Zamanan and Sykulski 2014) is taken into consideration, see 
Fig. 7. Aspects of a real HIF behavior, such as nonlineari-
ties, asymmetries, low-frequency transients and high-order 
harmonics, are included in this model. In the figure, Di , Li , 
Ri and Vi refer to values of the positive and negative compo-
nents of the passive AC circuit. Inductances Li are included 

to represent the high inductance, which is typical in circuits 
that produce arcs (Zamanan and Sykulski 2014).

The HIF model is useful to generate fault samples to eval-
uate the performance and robustness of pattern recognition 
models and methods. Similar to the distributed generators, 
HIF also introduce harmonics to the current waveform, as 
previously remarked by, e.g., Emanuel et al. (1990). HIF 
harmonics are also nonstationary, which leads Fourier trans-
form and frequency-domain methods to be less efficient.

HIF change a power distribution network mainly because 
the load is partially disconnected. For instance, in Fig. 8, the 
impedance Z2 =

√
R2

2
+ X2

L2
 is disconnected in consequence 

of the fault. As a result, voltages and currents change 
because the equivalent impedance, Z1 + ZHIF , where 
Z1 =

√
R2

1
+ X2

L1
 , is different. Since the impedance of a 

power system tends to be proportional to its length, the rela-
tionship between voltages and currents is useful to estimate 
the distance to the fault point.

Meanwhile, an intelligent classifier may be developed to 
identify particular nonlinear patterns on the data; however, 
the fault current pattern may change over time due to several 
non-controlled aspects, such as DG, noise, and nonlineari-
ties (Ghaderi et al. 2017, 2015). Different HIF locations and 
types of contact surfaces impose further difficulties. Con-
trasting current signatures may take place in such a way that 
non-adaptive intelligent classifiers would require a historical 
dataset containing samples that represent all possible occur-
rences for offline training, which is infeasible. The proposed 
learning method evolves a neural network on-demand, in 
real-time, according to new information found in the data 
stream. Therefore, a historical dataset is not needed. Param-
eter learning and structural development start from scratch, 
without prior training. The data are processed and then used 
for model adaptation if necessary.

4.2 � Feature extraction

Different wavelet transforms, Daubechies, Symlet, and 
Biorthogonal, are used to extract features from raw current 
and voltage data. For each wavelet, a two-level decomposi-
tion is performed, where only detail coefficients are ana-
lyzed. The idea is that the system behavior under a fault 
condition becomes evident from the signature or the energy 
of a specific detail coefficient.

A time window containing two cycles of sinusoidal waves 
is assumed. This is equivalent to 33 ms, hence the 60 Hz fre-
quency of the underlying power system. A 50 μ s sampling 
period was used for the acquisition of voltage and current 
signals (measures from the secondary winding of power 
transformers). Current data into a time window is passed for-
ward to a DWT algorithm. Detail coefficients from multilevel 

Fig. 5   IEEE 34-node test feeder model
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decomposition are calculated. The energy of a detail coeffi-
cient, Di , is given as

where x is the amplitude of the data in a time window, and 
N = 667 is the number of samples in the time window. 

(11)E(DWT ,Di) =

N∑

l=1

x2
l

Fig. 6   Example of how dis-
tributed generation may affect 
currents and wavelet detail coef-
ficients in a distribution system

Fig. 7   High impedance fault model

Fig. 8   Example where a HIF isolates the Z2 part of the system
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Notice that the square term in relation (11) suppresses noise 
in a natural way. In other words, the energy of detail coef-
ficients gives reliable and robust samples to be used as inputs 
of fault detection and identification models.

The energy of the first and second wavelet detail coef-
ficients obtained from current signals is used for HIF detec-
tion, whereas the voltage and current expressed in effective 
values are used for HIF location. HIF location methods using 
voltage and current waveforms directly were considered in 
Garcia-Santander et al. (2005), Santos et al. (2017) and Silva 
et al. (2013). The relationship between voltages and currents 
are correlated with the distance between the HIF and the 
monitoring point (Etemadi and Sanaye-Pasand 2008).

An AANN model is used to detect HIF, i.e., to distin-
guish HIF from common phenomena in a smart grid with 
distributed generation. If a HIF is detected, the output of the 
detection AANN ( {0, 1} ) triggers a second AANN, which is 
useful to estimate the HIF location. Notice that the neural 
networks have a different pair of inputs. The first uses the 
energy of the first and second current detail coefficients. The 
second uses the effective values of the voltage and current 
waveforms. Energies and effective values are calculated at 
every two cycles. The output of the location AANN is an 
estimation of how distant is the HIF from the monitoring 
station.

4.3 � Parameters of neural network models

Neural networks are known to be able to deal with non-
linear relations between variables and classes. This section 
describes the initial parameters of the proposed evolving 
neural network, AANN, and those of other neural networks 
used to compare the system performance. The alternative 
neural models are: feed-forward multi-layer perceptron 
(MLP) (Haykin 2008), radial basis function (RBF) (Yee and 
Haykin 2001), and recurrent Elman (ELM) (Haykin 2008) 
neural networks. Classifiers are trained and tested using the 
same data. The inputs of the HIF detection networks are the 
energy of the first and second detail coefficients of the cur-
rent waveform calculated based on a two-cycle time window. 
The output refers to the presence or absence of faults in the 
power system.

A second neural network (of the same type of the first) is 
used to locate HIF when trigged by the first neural network. 
Its inputs are the effective values of the current and voltage 
waveforms based on a two-cycle time window. Its output 
is the normalized distance to the fault point. Details on the 
parameterization of the different neural classifiers are given 
below.

MLP: The patternnet and train Matlab functions were 
used to build a feed-forward network model. Neurons of the 
single hidden layer contain sigmoidal activation functions, 
whereas output neurons use softmax functions. Simulations 

pointed that 30 and 39 hidden neurons in the detection and 
location networks, respectively, provided the best overall 
performance. The training algorithm is the Scaled Conjugate 
Gradient, which in Matlab requires no learning rate defini-
tion. The usual number of training epochs of each network 
was between 1000 and 2000.

RBF: 3-layer RBF neural networks were created using the 
Matlab neural network toolbox. Spreads of radial functions 
are initial parameters to be set. Simulations suggested that 
near-zero, small initial spread values provide the best perfor-
mance. A near-zero value makes an RBF network play the 
role of a nearest neighbor classifier. For HIF detection, the 
spread was set to 0.5 and the number of hidden neurons to 
50. For fault location, the spread was 0.6 and the number of 
hidden neurons, 67. Neurons of the hidden layer have com-
petitive activation based on the Euclidean distance between 
samples and centroids.

ELM: 3-layer ELM neural networks were investigated. 
Neurons of the single hidden layer are based on sigmoidal 
functions whereas output neurons use softmax functions. 
The hidden layer is connected to context units through back 
connections. Context units save a copy of the previous out-
put values of the hidden neurons. Thus, the ELM network 
maintains a sort of short-term memory, which potentially 
allows it to perform sequential tasks better than feed-forward 
networks. Simulations recommended 30 and 45 hidden neu-
rons to the detection and location models, respectively. The 
training algorithm is the Gradient Descent. The number of 
training epochs varied from 1000 to 2000.

AANN: The AANN detection and location models, as 
described in the previous section, use the following param-
eters: Athr = 0.9 ; Ethr = 0.05 ; Dthr = 0.1 ; �1 = �2 = 0.02 . 
Generally, if Athr , Ethr and Dthr are set within the ranges 
[0.8, 0.95], [0.02, 0.1] and [0.05, 0.2], respectively, the 
learning algorithm produces slightly larger or smaller, but 
consistent and effective structures in different detection 
problems considering different smart grids. Their roles are 
essentially the same; they are important for the decision on 
either updating the parameters or expanding/contracting the 
neural network. The choice of parameters is subjective as 
the number of neurons in the evolving layer (patterns in a 
data stream) is unpredictable and time-varying. The number 
of neurons also varies depending on the wavelet and detail 
coefficient used in preprocessing steps. Usual values for the 
final number of evolving neurons range from 14 to 34 for 
HIF detection, and from 27 to 48 for HIF location.

4.4 � Training and testing datasets

Three ATP simulations were performed from the IEEE 
13-node and 34-node feeders. All datasets generated are bal-
anced. In other words, after windowing the time after every 
two cycles of the current and voltage waveforms, training 
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(testing) datasets contain, 119 (299) samples—being 60 
(150) samples related to the normal operation of the sys-
tem and 59 (149) samples related to HIF. Notice that the 
separation between training and testing data is useful for 
offline training of the other neural models under comparison. 
AANN learns online, from test data, and, therefore, all the 
data are scanned only once.

The first simulation intends to construct a dataset to 
train the classifiers. HIF and usual events, such as capacitor 
switching and transformer energizing, were considered. The 
latter are common transient events that should be classified 
as normal operation situations. The simulation time was 4 
s, which produced the 119 training samples.

The second simulation uses the 13-node and 34-node 
feeders without distributed generation to provide datasets 
to test the classifiers. The testing datasets contain new situ-
ations such as HIF in different nodes and different transient 
events. The simulation time was 10 s.

The third simulation considers distributed generation and 
the same 13-node and 34-node feeders. The datasets are also 
used to test the classifiers; they involve novelties such as 
those associated to the effects of time-varying distributed 
generation, HIF in different nodes, and usual, but different, 
transients. The simulation time was also 10 s.

5 � Results

Different wavelet transforms, Daubechie 7 (db7), Symlet 2 
and 7 (sym2, sym7), and Biorthogonal 5.5 (bior5.5), as well 
as different detection and location neural models, namely, 
feed-forward MLP, radial-basis RBF, recurrent ELM, and 
evolving AANN, are compared in this section. The distri-
bution systems, viz., the IEEE 13-node and 34-node test 

feeders, were subject to HIF, distributed generation, and 
usual transients.

First, the detection and location classification systems 
are compared using the test datasets, with and without dis-
tributed generation. Different pairs of neural networks and 
different wavelet families were contrasted in the sense of 
estimation of the distance to the fault point. Figures 9 and 10 
show the overall performance of the HIF detection and loca-
tion systems for the 13-node and 34-node feeders.

From Fig. 9 we notice that the effect of distributed gen-
eration reduced the accuracy of all classification systems—
as expected due to the introduction of additional harmonic 
components. Interestingly, the average performance reduc-
tion of the evolving AANN is smaller than that of the 
remaining neural models. Its accuracy reduced about 1.8% 
against 4.0%, 6.0% and 6.6% of the ELM, RBF and MLP 
neural networks, respectively, for the 13-node feeder. In 
other words, from the results we can infer that the AANN 
system has shown to be more robust to the effects of distrib-
uted generation.

The sym2 mother wavelet produced detail coefficients that 
are more discriminative of faulty conditions. The highest 
performance in both scenarios, with and without DG, was 
achieved using a combination of sym2 and detection and 
location AANNs. The highest performance for the 13-node 
feeder was 97.3% and 96.3% for the sym2-AANN system, 
with and without DG.

AANN robustness to changes is explained by its evolving 
structure and ability to self-adapt parameters. After process-
ing the data stream that is used to train the other neural 
models, the location AANN developed 15 neurons when 
coupled to the detection sym2-AANN model. Its structure 
evolved from 15 to 29 and 21 neurons for the 13-node feeder 
with and without DG, respectively. Structural and parametric 

Fig. 9   Performance of the different wavelet-neural systems for the 13-node feeder
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adaptability to novelties is the key aspect to AANN robust-
ness to changes, and efficiency.

Figure 10 shows the results for the 34-node feeder. Simi-
lar tendencies compared to those for the 13-node feeder can 
be observed, though performance reduction due to distrib-
uted generation is certainly higher. HIF and DG in a larger 
distribution system, such as the 34-node feeder, may be 
noted from a main station in more varied ways. Therefore, a 
higher difference on the accuracy of a same wavelet-neural 
system due to the existence of DG is reasonable. Neverthe-
less, AANN presented the smallest accuracy reduction and 
the highest robustness among the neural models. Accuracies 
decreased in average 3.9% , 9.0% , 9.0% and 10.4% for the 
AANN, ELM, RBF and MLP, respectively. Furthermore, the 
sym2-AANN and sym7-AANN combinations provided the 
best detection and location results for the DG and non-DG 
34-node feeder context, respectively, considering all possi-
bilities of wavelet families and neural networks. An accuracy 
of 96.0% and 92.0% can be noticed from Fig. 10.

The decision boundaries of the detection neural networks 
for the 34-node system using sym2 for feature extraction, 
whether or not under the influence of DG, are shown in 
Figs. 11 and 12. For the system with and without DG, the 
accuracies were 90–94%, 86–93%, 84–91% and 81–88%, 
regarding correct discriminations between HIF and normal 
occurrences for AANN, ELM, RBF and MLP, respectively.

A main difference between the decision boundaries can 
be noticed in the upper left corner of Figs. 11 and 12, where 
normal and HIF data superpose with one another. The MLP 
and RBF learning algorithms become indecisive about the 
values of connection weights because they are based on 
spatial information only. While some data samples in the 
region suggest adaptation of connection parameters in one 
direction, other samples recommend the opposite. ELM and 

AANN use not only spatial, but also temporal information 
to deal with such conflict. Different from MLP and RBF, 
hidden recurrences in ELM undoubtedly help the neural 
network to move its HIF boundary toward the conflicting 
region. However, AANN, by considering a data stream and 
structural and parametric adaptation, is more flexible to han-
dle conflicts because new neurons are evolved to represent 
different patterns in a same region. The conflicting region 
is partitioned in smaller sub-regions, which are represented 
by different neurons.

Results on HIF location are valuable as supplementary 
information to assist decision making. Detected HIFs acti-
vate the location neural models, which, in turn, utilizes the 
effective values of the current and voltage waveforms—
measured at the monitoring station based on two cycles—
to provide an estimation of the distance to the fault point. 
Figure 13 summarizes the percentage error produced by the 
location models in function of the distance to the fault point. 
Notice that the evolving AANN location model produces 
the best estimates in both smart grids either considering 
the existence of DG sources or not. The percentage error is 
clearly greater when DG sources exist in a power system, 
and slightly greater for the larger 34-node grid compared 
to the 13-node grid. Usual values for the final number of 
evolving neurons in the location AANN range from 27 to 
48 depending on the type of wavelet used.

A general observation from the experiments is that har-
monics due to distributed generation and common transient 
events are perceived as perturbation in the input data vec-
tors of the neural classifiers. The effective value of current 
and voltage waveforms as well as features extracted from 
the currents, such as the energy of detail coefficients of the 
sym2 wavelet, may significantly improve the performance 
of a HIF detection and location system. HIF detection and 

Fig. 10   Performance of the different wavelet-neural systems for the 34-node feeder
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location performance tend to deteriorate for larger distribu-
tion systems subject to a larger variety of phenomena. The 
use of an evolving neural network, such as AANN, has rather 
shown efficiency and robustness to changing environments.

6 � Conclusion

This paper presents an evolving intelligent method for high 
impedance fault detection and location in time-varying dis-
tributed generation systems. The method is based on wavelet 
transforms and a pair of structurally adaptive neural net-
works. Wavelet transformation is useful to generate features 
to discriminate between faults and usual events in a smart 
grid. The detection neural network uses the energy of the 
first and second detail coefficients of the wavelet transform 

of current waveforms calculated over a two-cycle time win-
dow, and triggers a fault location neural network. The loca-
tion network processes effective values of voltage and cur-
rent waveforms to estimate the distance to the fault point. 
A specific wavelet transform, Symlet 2 (sym2), allowed the 
proposed adaptive system to differentiate fault patterns from 
events such as capacitor switching and transformer energiz-
ing. Moreover, effects of time-varying distributed generation 
were taken into consideration.

Results have shown advantages on the use of the sym2 
wavelet as feature extraction method compared to db7, 
sym7, and bior5.5 in scenarios with and without distrib-
uted generation. The proposed AANN detection model 
achieved accuracies of about 91.0–97.3%. These accura-
cies are better than those reached by a feed-forward MLP, 
a radial-basis RBF, and a recurrent Elman neural network. 

Fig. 11   HIF classification considering the 13-node feeder without distributed generation
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The AANN location model provided distance errors of 
less than 5% and 9.9% in a 13-node and a 34-node grid of 
approximately 4 and 55 km long, respectively—both grids 
subject to time-varying distributed generation. The evolv-
ing AANN clearly outperformed the remaining neural 
models in all cases of HIF location. Additionally, AANN 
has shown to be more robust than MLP, RBF and ELM in 
dealing with variations and novelties considering different 
distribution systems. The key point is that AANN provides 

more flexible decision boundaries between classes because 
new neurons are incrementally added to its structure to 
represent different patters occurring in regions with con-
flicting data.

In the future, the proposed evolving intelligent system 
will be supplied with new online learning procedures, and 
tested on very large smart grids. As processing time is a typi-
cal concern, evolving models and algorithms will be realized 
in hardware.

Fig. 12   HIF classification considering the 34-node feeder with distributed generation
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