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Abstract
Artificial immune system is derived from the biological immune system. This system is an important method for generat-
ing detectors that include self-adaption, self- regulation and self-learning which have self/non-self-detection features. This 
method is used in anomaly process detection where the anomaly is non-self in the system. We present a new combining 
technique for anomaly process detection. This combined technique is a unification of both negative selection and classifi-
cation algorithm. The main aim of the proposed techniques is to increase the accuracy in this system while decreasing its 
training time. In this research, CICIDS 2017 and NSL-KDD dataset with different sets of features and the same number 
of detectors are used. This paper presents a framework for detecting anomaly processes on a host base computer system 
which is established on the artificial immune system. We evaluate our technique using machine learning algorithms such as: 
logistic regression, random forest, decision tree and K-neighbors. Moreover, we use WEKA tool classification to perform a 
correlation based feature selection on the dataset.

Keywords Artificial immune system · Negative selection algorithm · Anomaly detection · Intrusion detection · Machine 
learning

1 Introduction

Nowadays, network usage is growing rapidly in our daily 
lives. Network security is becoming a great challenge as 
networks include a huge environmental data sharing system. 
This environment is versatile and popular. There are many 
destructive impacts that make networks a suitable target for 
attackers. A variety of network-based and host-based appli-
cations have been proposed to prepare many services. In 
addition, the increase in networked environments has led to 

an increase in anomaly behavioral activity with both external 
and internal attackers.

Since prevention processes are somewhat incomplete, 
monitoring is necessary for security systems. This role is 
assigned to an IDS. The IDS’s purpose is to detect abnor-
mal activity in real time and give an alert. We categorize 
two types of IDS: misuse based and anomaly based sys-
tems. Misuse based systems involve patterns which recog-
nize analyzed data. This process is very effective in iden-
tifying known threats but it is not effective in identifying 
unknown threats. However, anomaly-based systems make 
their decisions based on system behavior, often by using 
statistical techniques, data mining or machine learning. Any 
unadaptable situation to these specifications is considered 
an anomaly. The following systems are capable of detecting 
new attacks.

Intrusion detection systems (IDS) are classified into host-
based IDS (HIDS) and network based IDS (NIDS) to moni-
tor vital operating system files (Tabatabaefar et al. 2017). 
This section involves a brief overview of intrusion detection 
approaches, classification of IDS and categories of attacks. 
Intrusion detection systems are presented in two types of 
intrusion detection methods:
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1. Misuse detection: Misuse detection is also considered 
as signature-based detection. In this method, the known 
attack patterns are previously defined. These defined 
patterns function as signatures for the intrusions to be 
detected by the IDS. When a pair is found for the sig-
nature, a kind of warning will be shown. One of the 
main pros of misuse detection is its increased accuracy 
to identify attacks and decreased false alarms. The cons 
of this method is its ability to detect only known attacks.

2) Anomaly detection: In anomaly detection, a set of behav-
iors is derived in advance from a normal behavior which 
is then applied to detecting the anomaly in systems. The 
advantage of this method is its ability to detect new or 
unknown attacks and the disadvantage of this method is 
that it has a low detection rate and high false alarm rate. 
It cannot detect new anomaly.

One of the main problems of IDS in networked environ-
ments is the extensive amount of data gathered from the 
network and its analysis. Thus, the existing approaches of 
IDS focus on signature-based attacks. Many IDS contain 
a defense system for networked environments which uses 
signature-based methods for anomaly detection (Tabatabae-
far et al. 2017).

The use of artificial immune system (AIS) in IDS is very 
important for two reasons. First, the body’s immune system 
is highly organized to defend against external pathogens 
and is self-organized. Second, the current system security 
is unable to comply with the computer systems and their 
security (Brandsæter et al. 2019).

The negative selection algorithm (NSA) is one of the 
main AIS algorithms. This algorithm is able to detect the 
distinction between self and non-self naturally in the IDS 
area. Therefore, different AIS-based approaches are pro-
posed to improve IDS.

Also, NSA is one of the most common Artificial Immune 
System models that have gained significant importance 
among researchers. Forrest et al. (1994) proposed a NSA 
which is based on the definition of self/non-self-behavior in 
the immune system. It is derived from the role of the T-cells 
negative selection in the thymus. NSA functions are based 
on the immune system to identify abnormal antigens or non-
self-cells without affecting self-cells. It generates a series 
of self-patterns that are defined as normal patterns. This 
series can detect non-self-patterns and keep them as non-
self or anomaly state. The system generates some known 
patterns which are known as detectors. A detector is a series 
of patterns to identify self-patterns from non-self-patterns. 
In case of miss-match between normal and oncoming pat-
tern detectors, an anomaly is present. The compatibility and 
detection of abnormal attacks are the major features desig-
nated to an improved IDS. In IDS, it is clear that the system 
area (normal/abnormal) will vary over time. For example, 

computer administrators mostly change the network settings. 
In addition, new attacks may happen, Therefore IDS should 
detect normal and abnormal features in real time (Hooks 
et al. 2018).

In traditional IDS-based NSA, if the system is not 
updated, it is difficult to detect new changes in the environ-
ment. Additionally, current methods of NSA proposed for 
IDS require only normal records from the training class and 
the NSA detection step only has two classes for a tested 
record: normal or abnormal and no other abnormal features 
are provided (Wen and Li 2017).

In this method, there is a dataset that involves many sam-
ples of anomaly attacks. Attackers can change the signature 
of anomaly attacks to gain mastery. This is the weakness 
of the signature based IDS. Therefore, behavioral based 
detection method is implemented in the work. To meet this 
challenge, we used behavioral base detection methods by 
means of machine learning algorithms. Most of IDS meth-
ods focus on the feature of selection. The purpose of this 
study is to reduce input features and training time of systems 
in IDS. In order to do this, we investigate the performance of 
standard feature selection methods using Correlation-based 
Feature Selection. In this paper, we apply four efficient clas-
sifiers (such as logistic regression, random forest classifier, 
K-neighbors classifier, decision tree classifier, Gaussian) on 
reduced NSL-KDD datasets and CICIDS 2017 for IDS. The 
feature selection is then applied using standard feature selec-
tion methods and correlation-based feature selection (CFS) 
by using WEKA tools.

The four classified results with NSA algorithm will be 
computed in comparison with feature selection methods 
to show that our proposed model is more efficient for IDS 
instead of NSA algorithm. We have two purpose in this 
study. The first aim is to design a light weight anomaly and 
malware process detection using artificial immune system 
and NSA algorithm. The novelty of our technique is the 
integration of negative selection algorithm to reduce train-
ing time and setting features selection for detectors of the 
anomaly process. Secondly, we try to have the best feature 
selection to increase the accuracy in system detection and 
we test our algorithm by the NSL-KDD and CICIDS 2017 
dataset used. The rest of this paper is organized as follows:

In Sect. 1, we briefly introduce the concepts of IDS mod-
els and NSA algorithm. Section 2 is an overview of related 
works and presents existing studies on AIS based IDS. Fur-
thermore, a description of the NSA and machine learning 
algorithms and our experiments is stated. Section 3 presents 
a model overview of the results. Section 4 shows experimen-
tal results and the conclusion is presented in Sect. 5.
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2  Related works

We have described the main purpose of the proposed model. 
Table 1 includes a review of related works and present a part 
of the relevant literature in recent years. Table 1 consists of 
two columns, Objective and Remarks, which describe the 
main applications of each method. Angelov et al. (2011) 
presents a novelty detection and use of the neuro-fuzzy sys-
tem for tracking the object. Angelov (2014) presents a new 
less conservative and more sensitive condition for anomaly 
detection and so increased value of false negatives or false 
positives. Ugochukwu and Bennett (2018), in an article on 
‘An Intrusion Detection System Using Machine Learning 
Algorithm’, investigates the application of an AIS based 
Intrusion IDS. The authors studied and tested two most com-
mon AIS algorithms, namely negative and clonal selection, 
on the NSL-KDD dataset with different sets of features and 
different numbers of detectors. Yang et al. (2017) proposed a 
model for anomaly detection which performs a high-dimen-
sional space feature and presents a real negative selection 
algorithm to guide the generation of detectors. Sharma and 
Gupta (2017) proposed a model for intrusion detection based 
on NSA and J48 decision tree algorithm for the optimiza-
tion of the IDS. This study applies a new hybrid model for 
intrusion detection which combines NSA and J48 Classifica-
tion algorithms. The main aim of the proposed model was 
to increase accuracy and decrease false alarm rate. Zhang 
and Ma (2016) solicited a technique which uses I/O request 
for malware detection that also integrated NSA and posi-
tive selection algorithm for malware detection. Some feature 

selections extracted from I/O are used in NSA and positive 
selection algorithm (PSA). Igbe et al. (2016) submitted a 
model for distributed networks based on AIS. This model 
uses machine learning to classify traffic for detecting nor-
mal (self) and abnormal (non-self) data and, then, evaluates 
oncoming data based on the mentioned technique for this 
system. Saurabh and Verma (2016) presents an efficient pro-
active artificial immune system based on anomaly detection 
and prevention system.

3  The proposed method

In comparison to other existing IDS, the proposed model 
combines NSA and classification algorithm to improve train-
ing time and detection of anomaly process. For this purpose, 
we added the NSA algorithm in the existing IDS models. 
This model is shown in Fig. 1 and it includes NSL-KDD 
and CICIDS2017 datasets, pre-processing, NSA algorithm, 
classification algorithms and evaluation for improving the 
model. In our NSA algorithm model, two different classes 
of normal and anomaly dataset are used instead of nor-
mal data to train and test step. Then, the feature selection 
method is applied on input process data by using correlation-
based feature selection (CFS) in the WEKA tools. The final 
result of this model will increase the rate of detection. The 
block diagram of our proposed model is shown in Fig. 2. It 
involves three phases: application of the negative selection 
algorithm and four classification algorithms, evaluation of 
the proposed model and presenting the results.

Table 1  Study of anomaly detection with NSA

References Objective Remarks

Angelov et al. (2011) Autonomous novelty detection Presents new approaches to both the problem of novelty detection 
and object tracking in video streams. it does not require a user- or 
problem-specific threshold to be pre-defined

Angelov (2014) Anomaly detection based on eccen-
tricity analysis

propose a new condition for anomaly detection. use data analytics. 
for several types of similarity measures (such as Euclidean, cosine, 
Mahalanobis)

Ugochukwu and Bennett (2018) Intrusion detection system Application of the artificial immune system for intrusion detection 
investigates the application of an AIS based intrusion IDS

Yang et al. (2017) Anomaly detection based on NSA Proposed a model for anomaly detection which performs in high-
dimensional space features and presents a real negative selection 
algorithm to guide the generation of detectors

Sharma et al. (2017) Intrusion detection based on NSA This study presents a new hybrid model for intrusion detection which 
combines NSA and j48 classification algorithms

Zhang et al. (2016) Malware detection by NSA Proposed a technique which uses i/o requests for malware detection: 
integrated NSA and positive selection algorithm for malware detec-
tion

Igbe Ihab et al. (2016) Network intrusion detection by NSA Proposed a model for distributed networks based on AIS
Saurabh et al. (2016) Anomaly Detection by NSA An efficient proactive artificial immune system based on anomaly 

detection and prevention.
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The NSA has two separate steps: First, detectors are ran-
domly defined and produced in one step and then assigned to 
self-actions. Next, the system compares new input data and 
controls the system. It checks data using existing detectors 
and if any new data is higher than the specified threshold 
value, it rejects the data and activates a detector and alerts 
system administrator.

NSA has been applied to monitor changes in the system. 
This model is presented for the detection of anomaly pro-
cessing which, in turn, helps increase detection accuracy and 
reduces system training time.

3.1  Dataset

The first step of each learning process is data gathering. 
Appropriate data is helpful to reach better results and design 
an efficient framework. Results of the presented framework 
are based on two distinct datasets:

The first dataset is NSL-KDD. NSL-KDD is an improved 
dataset derived from KDDCUP’99, which solves several 
problems of KDDCUP’99 and prepares a new dataset with 
selected records from KDD dataset which show that previ-
ous problems do not exist anymore. In this study we used the 
last version of NSL-KDD dataset. The NSL-KDD Dataset 
is a famous dataset in the field of IDS. This dataset includes 
a standard set of data with 41 features and 4 different attack 
classes. It also contains 4 types of attack class: DOS, R2L, 
U2R, PROB. Each record in KDD dataset has 41 parameters 
(containing 1 class Label, 3 symbolic and 38 continuous 
fields) which are separated by columns.

An example of this dataset record is shown as below:

datasets

Pre processing

NSA algorithm

Classification 

evaluation

Fig. 1  Proposed model

dataset

Pre-processing

negative 

selection 

algorithm

Train

Cross validation

datasets

normalanomaly

Phase 1 Phase 2 Phase 3

Fig. 2  Block diagram of proposed model

Normal process Normal
0 0 0 0 136 1 0 0 1 1 0.01 0.06 0 255 1 0 0.06 0 0 0 0 1 1

Anomaly process smurf
1 0 0 0 1 1 0 0 0 0 1 0 0 134 86 0.61 0.04 0.61 0.02 0 0 0 0
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The second dataset is a dataset derived from CICIDS 
2017 dataset, presented in 2019, which have been used in 
order to effect the feature selection method on our target 
model. This dataset includes 83 features and 15 defined 
class labels that include 14 attack and 1 normal class. Before 
any operation is conducted on these datasets, data is trans-
formed into numerical and then normalize data (Panigrahi 
and Borah 2017).

3.2  Pre‑processing

Since there is a lot of raw data in the incoming traffic, selec-
tion of a special set of features that can increase detection, 
especially for algorithms that are sensitive to the number 
of features, is needed. “Deciding upon the right set of fea-
tures” is difficult and time consuming therefore we use the 
WEKA tool. WEKA is an open source program made for 
programming in JAVA language and was made to implement 
a variety of learning machines and data mining models. It 
involves 76 classification algorithms, 49 data pre-processing, 
10 search algorithms for feature selection and 15 attribute 
evaluators (Brown et al. 2016). All features have not been 
linearly correlated and their value has nearly reached zero. 
Therefore, using Pandas library, we got the value of correla-
tion, and deleted the values near zero to reduce the noise. 
These 20 features have the highest degree of correlation 
on the prediction class. The correlation is one of the most 
commonly used statistical concepts. In this article we show 
how to calculate the correlation by using the panda python 
library. The term “correlation” refers to the association or 
relationship between quantities. We show the correlation 
formula by using two variables of X and Y:

In formula 1, observations of raw data are made by meas-
uring standard deviations.  xi,  yi is an example of the vector 
x, y, and  Xj,  Yj is the mean of the vector x, y.

(1)Px,y =

∑�
xi − Xj

��
Yi − Yj

�

�∑�
xi − Xj

�2 ∑�
Yi − Yj

�2

Fig. 3  Block diagram of pro-
posed model

Fig. 4  WEKA feature selection result
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In Fig. 3, the number of epochs is shown. As expected, 
using the negative selection algorithm to reduce the num-
ber of feature selections has reduced the training time and 
stabled the accuracy.

These features are selected based on the information 
gained from WEKA tool (Meena and Choudhary 2017). A 
snapshot of feature selection is presented in Fig. 4.

The experiment has been measured using the correlation 
between it and the class method in others to remove the 
irrelevant features from the datasets. Using the correlation 
technique, 20 features (29, 39, 38, 25, 26, 34, 4, 33, 12, 23, 
32, 3, 36, 40, 27, 41, 28, 35, 2, 31) are selected from 41 
features to reduce the time needed for training and detection.

3.3  Data wrangling

The dataset has null values that are called NAN. So, we 
cleaned up the duplicates, blanks and simple errors data 
using the data wrangling method for cleaning messes and 
complex dataset for analysis and easy access. The data 
is finally stored into one single dataset. Data wrangling 
methods ensure that we have unified the data. The Numpy 
and Pandas library are two famous and powerful ways for 
data analysis and performing matrix relationships, espe-
cially in machine learning operations. We have also used 
Numpy library to find and clean the NAN data from data-
set. Afterwards, they are removed or replaced in value 
from the dataset with Pandas library. Grouping, filtering 
and choosing appropriate data will increase accuracy in 

the proposed model and quicken the process of decision 
making in the learning machine.

3.4  NSA algorithm

The NSA algorithm is based on self-set (normal) and non-
self-set (anomaly) for behavioral detection (Pharate et al. 
2015). The main function of this system is to recognize 
normal and anomaly process (Xu et al. 2019). It has a set 
of self-patterns for identifying non-self or anomaly. These 
patterns are known as detectors. In this paper, we use the 
cosine similarity to measure similarity:

Cosine similarity formula:

In formula 2, values A, B are two vectors, and � is the 
angle between these two vectors. The training dataset 
includes anomaly and normal process data. We train the 
system with this dataset. Also, a normal process data set 
is considered as a detector which is not included in the 
training dataset. In general, we are comparing each row 
of training data with this detector and obtain the hamming 
space. If the hamming space is less than the threshold, 
then the row will be rejected, otherwise we will save it for 
the training phase. The following pseudo code 1 shows the 
proposed algorithm method:

(2)Sim(A.B) = COS(�) =
A.B

|A||B|

Assume detector is a positive set of system

//NSA phase

For each value in columns:

If simulate (value[i], detector[i]) >=threshold 

Return 0;

Else 

Dataset. Insert (value[i]);

// training phase

Dataset=Read (Dataset)

Do Classification (Logistic Regression, Random Forest Classifier, K-Neighbors Classifier, Decision Tree 

Classifier)

// classification phase

For each row in dataset:

if (row== detector) then:

Print (row data is non-self)

Else

Print (data is self)
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3.5  Evaluation

Performance can be measured by using the following 
formulas:

TP: True Positive (): Anomaly attack that is correctly 
classified as Anomaly attack.
TN: True Negative (): Normal data that is correctly clas-
sified as normal data.
FN: False Negative (): Anomaly attack incorrectly clas-
sified as normal data.
FP: False positive (): Normal data incorrectly classified 
as malicious attack (Johny et al. 2017).
a) Accuracy: It is the proportional correction of TP and 
TN classification over the total number of classifications 
and can be calculated by the formula (Pharate et al. 2015):

b) Precision: It is known as the possibility of a positive 
prediction that is being correct.

c) Recall: recall is the number of correct results divided 
by the number of results that should have been returned.

F1 score: calculating a mean of precision and recall, in 
a way that seek a balance between precision and recall.

Accuracy =
TP + TN

TP + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

f-score = 2 ∗
(Precision*recall)

Precision + recal)

Table 2  Logistic regression with 20 featuers

NSL-KDD dataset Precision Recall f1-score Accuracy

Without NSA 84 83 88 88
With NSA 95 95 95 95

Table 3  Random forest with 20 features

NSL-KDD dataset Precision Recall f1-score Accuracy

Without NSA 98 98 97 97
With NSA 99 99 99 99

Table 4  K-neighbors with 20 features

NSL-KDD dataset Precision Recall f1-score Accuracy

Without NSA 94 94 96 95
With NSA 95 95 95 97

Table 5  Decisiontree with 20 features

NSL-KDD dataset Precision Recall f1-score Accuracy

Without NSA 97 97 96 97
With NSA 99 99 99 98

Table 6  Comparison of 
evaluation performance with 
NSA

Algorithm Evaluated with NSA

NSL-KDD dataset CICIDS 2017 dataset

Precision Recall f1-score Accuracy Precision Recall f1-score Accuracy

Logistic regression 95 95 95 95 94 94 94 94
Random forest 99 99 99 99 97 97 97 97
K-neighbors 95 95 95 97 96 94 94 94
Decision tree 99 99 99 98 97 97 97 98

Table 7  Comparison of 
evaluation performance without 
NSA

Algorithm Evaluated without NSA

NSL-KDD dataset CICIDS 2017 dataset

Precision Recall f1-score Accuracy Precision Recall f1-score Accuracy

Logistic regression 84 83 88 88 82 82 87 86
Random forest 98 98 97 97 97 97 97 97
K-neighbors 94 94 96 95 93 93 92 93
Decision tree 97 97 96 97 96 97 96 96
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4  Experimental results

This section includes the experimentation of the results that 
have also been compared with the other five classifiers. The 
NSL-KDD and CICIDS 2017 datasets is used for the experi-
ment. It involves 292,300 processes. Python programming 
language is used to develop the proposed IDS. Evaluation to 
detect the attacks using the proposed model gives more rea-
sonable results than the five algorithms. In this evaluation, 
5 k-fold cross validation is used to avoid overtraining and 
overfitting. Results of the evaluation differed from k-fold 0 to 
5. The amount of k-fold did not change from 5 to 10. There-
fore, the amount of k-fold 5 has been used for the evaluation 

process. The proposed approach (NSA + machine learning 
algorithms) is more effective than the machine learning 
algorithms. The proposed model is a combination of nega-
tive selection algorithms and four classification algorithms, 
shown in the list, which enhance the efficiency of IDS:

1. Logistic regression.
2. Random forest classifier.
3. K-neighbors classifier.
4. Decision tree classifier.

Table 2 shows the effects of a few selected features on the 
logistic regression. Results of the evaluation performance 
increased when the number of features decreased. Cutting 
the number of features in half resulted in increased levels of 
accuracy value. Comparison of evaluation performance on 
the logistic regression algorithm is shown in Table 2.

Table 3 shows the effects of a few selected features on 
the random forest. Results of the evaluation performance 
increased when the number of features decreased. Cutting 
the number of features in half resulted in increased levels of 
accuracy value. Comparison of evaluation performance on 
the random forest algorithm is shown in Table 3.

Table 4 shows the effects of a few selected features on 
the K-neighbors. Results of the evaluation performance 
increased when the number of features decreased. Cutting 
the number of features in half resulted in increased levels of 

Table 8  Evaluation of the result of accuracy without NSA

Algorithms Logistic 
regres-
sion

Random 
forest

K-neighbors Decision tree

Accuracy 
without 
NSA 
(NSL-
KDD)

88 97 95 97

Accuracy 
without 
NSA 
(CIC-
IDS2017)

86 97 93 96

Table 9  Evaluation of the result 
of accuracy with NSA

Algorithms Logistic 
regression

Random forest K-neighbors Decision tree

Accuracy with NSA (NSL-KDD) 95 99 97 98
Accuracy with NSA (CICIDS2017) 94 97 94 98

Fig. 5  Accuracy compare 
between algorithms for two 
datasets, without NSA
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accuracy value. Comparison of evaluation performance on 
the K-neighbors algorithm is shown in Table 4.

Table 5 shows the effects of a few selected features on 
the decision tree. Results of the evaluation performance 
increased when the number of features decreased. Cutting 
the number of features in half resulted in increased levels of 
accuracy value. Comparison of evaluation performance on 
the decision tree algorithm is shown in Table 5.

Table 6 shows the Comparison of evaluation perfor-
mance on all the machine learnings algorithm with NSA 
method on two datasets.

Table 7 shows the comparison of evaluation perfor-
mance on all the machine learnings algorithm without 
NSA method on two datasets.

Table 8 shows the effects of accuracy on all the algo-
rithms. The comparison of evaluation performance on the 
all algorithms is shown in Table 8 without NSA.

Table 9 shows the effects of accuracy on all the algo-
rithms. The comparison of evaluation performance on the 
all algorithms is shown in Table 9 with NSA.

Figures 5 and 6 are created based on Tables 8 and 9; the 
X-axis displays the machine learning classifiers while the 
Y-axis display the percentage of accuracy. Figure 5 com-
pares the performance of all algorithms without NSA and 
Fig. 6 with NSA algorithm on two datasets. All algorithms 
with NSA are more accurate and more effective than the 
algorithm without NSA algorithm approach.

5  Conclusion

In this paper, a new model is presented to detect anomaly 
processes in computer systems. In this model, the AIS-based 
NSA algorithm is used to reduce system training time by 
maintaining the accuracy in detection. We used the latest 

NSL-KDD as well as the CICIDS 2017 datasets which are 
commonly used in IDS. Due to the lack of NSA in IDS to 
detect anomaly processes, we are encouraged to provide a 
model which is able to detect anomaly processes. In this 
case, there is no need to use signature databases. This model 
uses a behavioral-based detection method. The study is con-
ducted using 41 attributes of NSL-DATASET, among which 
20 attributes are selected by using the correlation method 
of WEKA tool which has the highest degree of correlation 
in the prediction class for eliminating the noises in data. 
The system is trained by using the 5 k-fold method. Conse-
quently, using machine learning algorithms and two data-
sets with considering the NSA approaches, we are reached 
more accuracy about 99% in a runtime range which obtained 
27.36 s. On the other hand, without using the NSA method, 
accuracy value time reached to 33.74 s.
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