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Abstract
Artificial Intelligent Optimization (AIO) algorithms learn from the past searches via using a group of individuals or agents. 
These Artificial Intelligence-based optimizing techniques are able to solve complex optimization problems with complicated 
constraints. They find the optimal in the low possible number of iterations, where optimal means the best from all possibili-
ties selected from a special point of view. This paper presents a research on employing AIO methods with aim to Infinite 
Impulse Response (IIR) system modeling for design and optimization of IIR digital filters. The proposed methods cover a 
variety of AIO methods; algorithm based on evolution strategy (genetic algorithm) and heuristic algorithms (particle swarm 
optimization, population-based; gravitational search algorithm, and inclined planes system optimization, both population-
based and based on Newton’s laws). In this paper, the IIR system modeling is solved as a constrained single-objective 
optimization problem in the Mean Squared Error (MSE) fitness function and is evaluated for two different benchmark IIR 
plants with high and low orders. To evaluate performance, efficiency and efficacy of the methods, two important criteria are 
used: “Indicator of Success (IoS)” and “Degree of Reliability (DoR)”. In addition, the effect of decreasing population size 
(search agents) is analyzed on the performance and efficiency of the algorithms. Simulation results clarify the success of the 
research in terms of the MSE, IoS and DoR.

Keywords Artificial intelligent optimization · IIR system modeling · Digital filter design · Indicator of success · Degree of 
reliability.

1 Introduction

In most particular applications, especially in the field of 
engineering, to successfully solve the complex optimization 
problems with complicated constraints, we are looking for 
powerful global and more efficient Artificial Intelligent Opti-
mization (AIO) methods. These Artificial Intelligence-based 
(AI) algorithms find the optimal in the low possible number 
of iterations; where optimal mean the best from all possibili-
ties selected from a special point of view. Because, due to the 
complexity, nonlinearity and potentially high-dimensionality 

of the problems, traditional optimization techniques such 
as gradient-based methods cannot satisfy the optimization 
requirements and often stuck in too local/optimal minimum 
(Yang 2010, 2015). These problems can even be NP-hard, 
and thus require alternative solution methods (Yang 2010, 
2015; Tao et al. 2015). Recently, soft computing techniques 
have attracted significant popularity in the solving of differ-
ent and intricate optimization problems (Tavakoli et al. 2012; 
Mazinan and Sagharichiha 2015; Malekzadeh et al. 2016; 
Sharifi et al. 2017; Moeini and Babaei 2017). Although, due 
to their high applicability and effectiveness, these techniques 
have been a popular choice to solve modern optimization 
problems and apply them to a wide range of optimization 
problems in various applications (Melin and Castillo 2013; 
Balas et al. 2013; Páramo-Carranza et al. 2017; Mohammadi 
et al. 2015, 2017).

Digital filtering is one of the most important tools in 
Digital Signal Processing (DSP) systems (Chauhan and 
Arya 2013) and it is a powerful tool for system modeling 
and parameter estimation (Singh and Verma 2014). Digital 
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filters have attracted increasing attention in recent years due 
to demands for improved performance in high-data-rate 
digital communication systems and in wideband image/
video processing systems (Dai et al. 2010). Adaptive digital 
filters are computational modules that are trying to model 
the ratio of the two signals, in real-time and repeated. An 
adaptive filter plays an important role in linear prediction, 
equalization, echo and noise cancellation, system identifica-
tion and modeling etc. for many different physical systems 
(Saha et al. 2014). The typical application of adaptive digital 
filter for identifying any unknown actual system mainly con-
sists of two parts, digital filter and optimization technique. 
The optimization technique adjusts the coefficient values 
of the digital filter towards the minimization/optimization 
of error signal generated as the difference of outputs from 
the unknown actual system and the digital filter when the 
same input is applied to both (Saha et al. 2014). The digital 
filters are broadly classified into two types: Finite Impulse 
Response (FIR) and Infinite Impulse Response (IIR) filters 
(Vegte 2001). An IIR filter can provide a much better per-
formance than the FIR filters having the same number of 
coefficients (Dai et al. 2010). However, in the IIR digital 
filter design, the error surface is generally multi-modal (Dai 
et al. 2010). Therefore, a reliable and optimal design method 
of adaptive IIR digital filters must be based on a powerful 
global search procedure. Genetic Algorithm (GA) (Goldberg 
1989), Simulated Annealing (SA) (Kirkpatrick et al. 1983), 
Ant Colony Optimization (ACO) (Dorigo et al. 1996), and 
Particle Swarm Optimization (PSO) (Kennedy and Eberhart 
1995) are four well-known classes of such global optimi-
zation methods. In overview, loosely speaking we can say 
that the current main intelligent optimization algorithms are 
based on the mode of population based iteration (Tao et al. 
2015). Therefore, the effectiveness of such algorithms is sig-
nificantly related to population size.

In this paper, we will focus on four of the AIO algorithms, 
namely: GA, PSO and Gravitational Search Algorithm 
(GSA) (Rashedi et al. 2009), accompanied by the Inclined 
Planes System Optimization (IPO) (Mozaffari et al. 2016). 
The IPO algorithm is a relatively new heuristic technique 
based on the dynamics of sliding motion along a friction-
less inclined surface (Mozaffari et al. 2016). The proposed 
algorithms are selected based on the coverage of different 
types of artificial intelligence optimization methods. As GA 
is selected from the category of evolutionary methods and 
other three algorithms are heuristic search methods, PSO 
from swarm-based methods, and two GSA and IPO algo-
rithms also are jointly chosen form the methods of popu-
lation-based and based on Newton’s laws. This paper is an 
extended version of work published in (Mohammadi and 
Zahiri 2016b). The main approach of the paper is to evalu-
ate performance, efficiency and efficacy of AIO methods in 
the adaptive IIR systems modeling based on the two new 

indicators, Indicator of Success (IoS) and Degree of Reli-
ability (DoR), along with Mean Squared Error (MSE) and 
the simulation results will be investigated for the evaluation 
of the proposed algorithms in their categorization. The IoS 
index represents the persistence and continuity of an adap-
tive algorithm to convergence into an optimal model in the 
modeling process. This indicator is defined based on the 
number of successful trials in achieving the optimal solu-
tion than unsuccessful trials of an algorithm. The numerical 
value of the IoS index is calculated by dividing the num-
ber of successful trials into unsuccessful trials plus number 
one. The integer 1 in the denominator of IoS index is for 
two purposes: one to avoid the undefined response resulted 
via the convergence all trials to the optimal solution, and 
secondly to affect the value IoS index only for the high suc-
cessful trials number (more than fifty percent). So that the 
unsuccessful less than fifty percent in the convergence to 
the optimal models will result a significant reduction in the 
amount of IoS and an undesirable success. On the other 
hand, the maximum value IoS index will obtain based on 
high success trials, and indicates the powerfulness, intel-
ligence, usefulness and competence of the algorithm for 
applying in the solving of IIR system modeling problem. 
However, the user has the option of choosing and replacing 
a guaranteed optimal design approach than traditional and 
complex techniques to overcome the challenge of modeling 
and designing digital filtering systems. DoR criterion is also 
defined parametrically as a complement and conflation from 
the algorithm’s success rate estimation in continuous conver-
gence to the optimal response and the desirability of optimal 
solutions. In such a way, a successful algorithm with a high 
numerical value and the best statistical values of fitness will 
get a high score DoR. This index is proposed to show the 
overall performance of the adaptive algorithms in the design 
of digital filters, so that the user can select the best method 
depending on the variation performance of each algorithm 
and the desirability of the IoS and MSE indexes.

The remaining of our paper is organized as follows. In 
Sect. 2, some recent works on the IIR system modeling using 
artificial intelligent optimization methods are reviewed. 
Also, we briefly describe the proposed AIO algorithms in 
Sect. 3. Section 4 presents the IIR digital filtering systems 
modeling problem along with how to use optimization algo-
rithms for this purpose. In Sect. 5, the performance and effi-
ciency of the proposed algorithms is investigated and results 
are evaluated. Finally, the conclusion and scope for future 
works are offered in Sect. 6.
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2  Recent works on the IIR system modeling 
using AIO algorithms

Artificial intelligent optimization methods are widely used 
in solving IIR system modeling problem and IIR digital 
filter design (Mohammadi and Zahiri 2016a, 2017; Kumar 
et al. 2017; Lagos-Eulogio et al. 2017; Yang et al. 2017). In 
(Mohammadi and Zahiri 2016a), a design method based on 
IPO algorithm is introduced for the IIR system identifica-
tion. The effectiveness of the proposed method verified in 
presence of the additive noise, and both same and reduced 
order identification of few benchmarked IIR plants carried 
out in the simulations (Mohammadi and Zahiri 2016a). 
Mohammadi and Zahiri (2017) introduced a modified ver-
sion of IPO algorithm titled MIPO and applied it to the IIR 
model identification problem. Based on the results (Moham-
madi and Zahiri 2017), MIPO shown the better performance 
and high stability and reliability for achieve the desirable 
solution with global convergence in compared to the other 
algorithms.

Kumar et al. (2017) used Interior Search Algorithm (ISA) 
with Lèvy flight as a new metaheuristic optimization method 
to estimate the optimal parameters of the IIR systems for 
the system modeling problem. The ISA algorithm has been 
adapted from the concepts of interior design and decoration 
(Kumar et al. 2017). In the proposed revision in (Kumar 
et al. 2017), called M-ISA, the concept of Lèvy flight used 
to improve the exploration and exploitation of the standard 
ISA. The results were compared to demonstrate the effi-
ciency and effectiveness of the proposed method with the 
results of the standard ISA algorithm and several intelligent 
optimization algorithms (Kumar et al. 2017). In Lagos-
Eulogio et al. (2017), for the optimal IIR filters design, an 
efficient hybrid optimization method proposed and it used 
for estimating the optimum values of filter coefficients with 
both equal and reduced order adaptive IIR system modeling. 
The proposed technique (Lagos-Eulogio et al. 2017) is based 
on combination two intelligent optimization algorithms, 
Cellular-PSO and Differential Evolution (CPSO-DE). In 
CPSO-DE, DE method applied as an evolution rule of the 
cellular part of CPSO, which performs a local search for 
improvement each particle of the swarm. The simulation 
results in compared to other evolutionary algorithms had 
been shown the success of the proposed approach in terms 
of convergence properties and MSE values (Lagos-Eulogio 
et al. 2017). In Yang et al. (2017), Yang and et al. intro-
duced a novel bio-inspired intelligent optimization algorithm 
called the Opposition Based Hybrid Coral Reefs Optimiza-
tion (OHCRO). The OHCRO proposed as a modified version 
of CRO algorithm, which inspired from the growing and 
evolution of coral reefs (Yang et al. 2017). In Yang et al. 
(2017), the adaptive IIR system modeling problem has been 

solved in the presence of noise for modeling with the same 
and reduced order in the form of the MSE fitness function. 
The overall estimation of the results for a limited numbers 
of trials the proposed algorithm and other methods indicated 
the superiority of OHCRO algorithm (Yang et al. 2017).

3  Artificial intelligent optimization methods

The description of proposed Artificial Intelligent Optimiza-
tion (AIO) methods is briefly presented in this Section.

3.1  Genetic algorithm

The Genetic Algorithm (GA) developed by John Holland 
and his collaborators in the 1960s and 1970s (Holland 1975), 
and it is a model or abstraction of biological evolution based 
on Charles Darwin’s theory of natural selection (Yang 2010). 
Holland was the first to use the crossover and recombination, 
mutation, and selection in the study of adaptive and artificial 
systems. These genetic operators form the essential part of 
the genetic algorithm as a problem-solving strategy (Yang 
2010). GA algorithm starts with the random initialization of 
a population of individuals, which are known as gene.

The procedure of GA is as follows (Saha et al. 2015):

• Initializing a population of individuals (chromosome 
strings).

• Decoding of the strings and evaluation of error fitness 
values.

• Selection of elite strings to increase error fitness values 
from the minimum value.

• Copying of the elite strings over the non-selected strings.
• Crossover and mutation generate offspring.
• Genetic cycle updating.
• The iteration process stops when the maximum number 

of cycle is reached.

In GA, the choice of the important parameters such as the 
rate of mutation and crossover, and the selection criteria of 
new population should carefully be carried out (Yang 2010).

3.2  Particle swarm optimization

Particle Swarm Optimization (PSO) algorithm developed 
by Kennedy and Eberhart in 1995 (Kennedy and Eber-
hart 1995), based on swarm behavior such as fish and bird 
schooling in nature. PSO algorithm starts with the random 
initialization of a swarm of individuals, which are known as 
particles, in which each particle attempts to move toward the 
optimum solution and where next movement is influenced 
by the previously acquired knowledge of particle best and 
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global best positions, once achieved, of the individuals and 
the entire swarm, respectively.

The basic steps of the PSO algorithm are as follows (Saha 
et al. 2015):

• Initializing a swarm of individuals (particle strings).
• Compute the error fitness value for the current position 

of each particle.
• Each particle can remember its best position (pbest), 

which is known as cognitive information that is updated 
with each iteration.

• Each particle can also remember the best position the 
swarm has ever attained (gbest), which is known as social 
information and updated with each iteration.

• The velocity and position of each particle are updated 
according to Eqs. (1) and (2), respectively (Kennedy and 
Eberhart 1995).

Here, w(t) represents inertia weight, and it decreases lin-
early during the algorithm iteration process. vd

i
(t + 1) and 

pd
i
(t + 1) are, respectively, the dth velocity variable and the 

dth position variable of particle i at iteration t + 1. pbestd
i
 

denotes the dth variable of the personal best position of par-
ticle i, while gbestd signifies the dth variable of the global 
best position of the population. c1 is defined as cognitive 
factor, while c2 represents social factor. rand1 and rand2 
are two random vectors, and each entry taking the values 
between 0 and 1 (Kennedy and Eberhart 1995; Saha et al. 
2015). Also pd

i
(t) is the dth position variable of particle i at 

current iteration t.

• The iteration process stops when the maximum number 
of iteration cycles is reached.

3.3  Gravitational search algorithm

The Gravitational Search Algorithm (GSA) proposed by 
Rashedi et al. in 2009 (Rashedi et al. 2009), and in it agents/
solution vectors are considered as objects, and their per-
formances are measured by their masses. All these objects 
attract each other via gravity forces, and these forces produce 
a global movement of all objects toward the objects with 

(1)
vd
i
(t + 1) = w(t)vd

i
(t) + c

1
randi1(pbest

d
i
− pd

i
(t))

+ c
2
randi2(gbest

d − pd
i
(t))

(2)pd
i
(t + 1) = pd

i
(t) + vd

i
(t + 1)

heavier masses. Thus, masses cooperate using a direct form 
of communication through gravitational forces. The heavier 
masses (which correspond to better solutions) move more 
slowly than lighter ones. This guarantees the exploitation 
step of the algorithm. GSA is similar to a small artificial 
world of masses obeying the Newtonian laws of gravitation 
and motion (Saha et al. 2015).

The different steps of the GSA are the followings 
(Rashedi et al. 2009):

• Generate initial population of masses (agents)
• Evaluate the fitness for each agent
• Calculate Mi(t) for each agent

where Np, Mi(t) and fiti(t) are the population size, the mass, 
and the fitness value of the ith agent at iteration t, respec-
tively, and worst(t) is the worst fitness of all agents at itera-
tion t.

• Update the acceleration, velocity and position of each 
agent.

where ad
i
(t) , Vd

i
(t) and Xd

i
(t) present the acceleration, velocity 

and position of agent i in dimension d at iteration t, respec-
tively. randi and randj are two uniformly distributed random 
numbers in the interval [0 1], ε is a small constant, n is the 
dimension of the search space, Rij(t) is the Euclidean dis-
tance between two agents, i and j, and Rpower is the power 
of distances. Kbest is the set of first K agents with the best 
fitness value and the heaviest mass, which is initialized to 
K0 and decreased with time (Rashedi et al. 2009). G(t) is the 
gravitational constant at iteration cycle t, which is set to G0 
at the beginning and it will be reduced with time t (iteration 
cycle) to control the search accuracy, and α is a constant.

(3)Mi(t) =
fiti(t) − worst(t)

∑Np

j=1
fitj(t) − worst(t)

(4)ad
i
(t) =

Np∑

j∈Kbest,j≠i

randj × G(t) ×
Mj(t)

Rij(t)
Rpower+�

× (xd
j
(t) − xd

i
(t)); d = 1, 2, 3,… , n

(5)Vd
i
(t + 1) = randi × Vd

i
(t) + ad

i
(t)

(6)Xd
i
(t + 1) = Xd

i
(t) + Vd

i
(t + 1)

(7)G(t) = G(G0, t), G(t) = G0 exp(−�
t

tmax

)

(8)Rij(t) =
‖‖
‖
Xi(t),Xj(t)

‖‖
‖2
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• Repeat second step to previous until the stop criteria is 
reached.

3.4  Inclined planes system optimization

Inclined Planes System Optimization (IPO) algorithm intro-
duced by Mozaffari et al. in 2016 (Mozaffari et al. 2016), 
and is inspired by the dynamic of sliding motion along fric-
tionless inclined surfaces. In IPO algorithm, agents vectors 
are proposed as “tiny balls” and their performance are evalu-
ated by their heights, regarding to their fitness. All these tiny 
balls interact with each other by the Newton’s second law 
and equations of motion, and these balls would like to miss 
their potential energy and to get the reference point. The 
point is the same the optimal solution that balls accelerate 
and search the problem space for it, iteratively (Mohammadi 
and Zahiri 2017). Each ball (agent) in IPO has three specifi-
cations: position, height, and angles made with other balls. 
The position of the ball corresponds to a feasible solution of 
the problem, and its angle is calculated by crossing straight 
line from center of ball to centers of other balls in the search 
space, and its height are determined using a fitness function 
value. The algorithm is conducted by properly adjusting the 
velocity and acceleration (Mohammadi and Zahiri 2017).

The procedure of IPO is as follows (Mozaffari et al. 
2016):

• Generate randomized population of balls (agents)
• Evaluate the fitness (height) of each agent
• Calculate angle, acceleration, and velocity of each agent

where �d
ij
(t) , ad

i
(t) , vd

i
(t) , and fi(t) are the angle between the 

ith ball and jth ball, the value along with direction of accel-
eration, the velocity, and the fitness value of the ith ball in 
dimension d at iteration cycle t, respectively. Also, n is the 
dimension of the search space, and P is the population size 
of balls. Also rd

i
(t) is the position of ith agent in the dth 

(9)�d
ij
(t) =

(

tan−1
(

fj(t)−fi(t)

rd
i
(t)−rd

j
(t)

))

, for d = 1,… , n and i, j = 1, 2,… ,P, i ≠ j

(10)ad
i
(t) =

P∑

j=1,j≠i

U(fi(t) − fj(t)). sin(�
d
ij
(t))

(11)U(g) =

{
1 g ≥ 0

0 g < 0

(12)vd
i
(t) =

rd
best

(t) − rd
i
(t)

Δt

dimension at iteration t and rbest is the best agent with lowest 
height among other agents in all iterations till current itera-
tion cycle.

• Update the position of each agent

where rd
i
(t + 1) is ith ball position in dimension d at time 

t + 1, and r1 and r2 denote the uniformly generated random 
numbers in the range [0 1]. The k1 and k2 are two changing 
constants with time for controlling exploration and exploita-
tion of the algorithm search process.

• Update values of exploration and exploitation tuners of 
the algorithm.

where c1, c2, shift1, shift2, scale1 and scale2 are experimen-
tally determined constants based on each function/problem 
(Mozaffari et al. 2016).

• Repeat second step to previous until meeting the stopping 
criteria.

4  IIR digital filtering systems modeling 
problem

In this section, firstly the IIR system modeling problem is 
introduced; and then proposed AIO algorithms are applied 
to the design of IIR digital filters for the purpose of adaptive 
system identification.

4.1  IIR system modeling

In system modeling (system identification configuration) 
based on IIR digital filtering, the coefficients an adaptive 
IIR model is repeatedly adjusted by an adaptive algorithm 
until the error between output of the IIR model and unknown 
actual system is minimized. The adequacy and accuracy of 
the resulting model depends on the structure IIR filter (filter 
transfer function), the intelligent/adaptive algorithm used, 

(13)
rd
i
(t + 1) = k1(t) ⋅ ri1 ⋅ a

d
i
(t) ⋅ Δt2 + k2(t) ⋅ ri2 ⋅ v

d
i
(t) ⋅ Δt + rd

i
(t)

(14)k1(t) =
c1

(1 + exp((t − shift1) × scale1))
,

(15)k2(t) =
c2

(1 + exp(−(t − shift2) × scale2))
,



226 Evolving Systems (2019) 10:221–237

1 3

specifications of the measurement noise and the character-
istics of the input signal. Here, all considerations have been 
made to achieve maximum accuracy of modeling. As pro-
posed filter models are including two types of challenging 
IIR plants, powerful and new intelligent optimization algo-
rithms instead of an adaptive algorithm, the measurement 
noise as the best candidate for unpredictable environmental 
noise and effective on the system with the capability cov-
ering all frequencies and the possibility generating differ-
ent power from it, and the input signal also is considered a 
uniformly distributed noise with an effective amplitude to 
cover a wide variety of input states (commonly used in other 
studies in this area).

The input–output relation of IIR system is given by:

In Eq. (16), x(k) and y(k) are kth input and output of the 
system, N and M are the order of numerator and denomina-
tor, respectively, ai ’s and bi ’s are IIR filtering system coef-
ficients, and N(≥ M) is the filter order. It is assumed that 
the actual system is known, by considering some standard 
IIR plants. Hence, the transfer function of both systems is 
considered as similar. Also, we considered that all the coef-
ficients are real valued. Assuming the value of coefficient 
a0 = 1 , the transfer function of the adaptive IIR digital filter-
ing system is given as:

Since digital filters are discrete-time systems whose input 
and output are discrete-time signals (Jackson 1999), the z 
transform is used to represent them. The transfer function 
H(z) is the z transform of the impulse response h(k) of the 
system in the z domain. The h(k) characterizes a system 
(e.g. a filter) and the coefficients represent the samples for 
an “infinite impulse response” or IIR filtering system. In 
implementations, a digital filter is designed using electronic 
circuits (Jackson 1999). They carry out the addition, multi-
plication, and delay operations (Jackson 1999; Shenoi 2005). 
Therefore, we need three arithmetic units adder, multiplier 
and delay to design a digital IIR filter. In the above equa-
tions, the numerical coefficients ( ai , bi ) are multiplier coeffi-
cients of a digital filter (Jackson 1999). We change the trans-
fer function of the IIR filter via changing the coefficients.

(16)y(k) +

N∑

i=1

aiy(k − i) =

M∑

i=0

bix(k − i)

(17)H(z) =

M∑

i=0

biz
−i

1 +
N∑

i=1

aiz
−i

4.2  AIO methods and IIR system modeling

Configuration of IIR system modeling process using AIO 
algorithms is shown in Fig. 1. The objective is to find the 
optimal IIR filter coefficient vector [ ai , bi ] such that the 
response of the estimated adaptive IIR filtering system 
approaches the actual system response. In this research, the 
IIR system modeling is implemented in form an optimization 
problem with the fitness function Jv given by the following:

where v =
[
b0b1 … bMa1a2 … aN

]
 is the filter coefficients 

vector, and V is coefficient space.

4.2.1  Search agents definition

In any AIO algorithm, each search agent in the popula-
tion i (Vi=v) is encoded as a set of candidate solutions to 
the modeling problem. It means that each search agent is 
a D-dimensional vector containing the D filter coefficient 
variables. The coefficients values associated with each agent 
are used to evaluate the MSE criterion. Then, the agents 
move through the search space to find the optimum set of 
filter coefficients.

As a result, a matrix V =

[
V1,V2,… ,VNp

]T
 of order 

Np × D is arranged where Np denotes the number of popula-
tion size and D denotes the number of coefficients of the IIR 
model. The filter coefficients are encoded in the string form 
as shown in Fig. 2.

min Jv for v ∈ V ,

Fig. 1  IIR system modeling by AIO algorithms

Fig. 2  Representation scheme for a search agent structure (Vi) of 
design variables in the string form
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4.2.2  Fitness function definition

In this work, the fitness function is considered in the MSE 
form (as Eq. 18). Based on the definition of MSE in statis-
tics, it measures the average of the squares of the errors; 
that is, the difference between the estimator and what is 
estimated. The MSE criterion has been also used in in many 
recently published papers (Rubio 2017a, b; Rong et al. 2018; 
Meza et al. 2017).

In Eq. (18), e(k) is the error signal, y(k) and ŷ(k) are the 
response of the unknown plant (desired response) and the 
estimated adaptive IIR filter (actual response) at sample time 
k, respectively, and P is the number of samples used for 
the fitness function calculation. Note also that the measure-
ment noise is combined to the desired signal. The purpose 
of is that minimize the error fitness MSE by proper adjusting 
v iteratively. In this paper, the coefficients of IIR filtering 
system are iteratively adjusted by proposed adaptive AIO 
algorithms in such a manner that the error between adaptive 
IIR filtering system output and the actual system output is 
minimized.

Function Evaluation: Ji,MSE = Evaluation (Vi, P, x)
where Vi denotes the elements of ith search agent (e.g. a chromo-

some, mass, particle or ball) of V as the current estimated coef-
ficients of the IIR model, P denotes the input samples, x represents 
the input signal.

 Calculate the IIR filtering system output ŷ for all P input samples of 
x by using the current values Vi.

 Compute the actual system output y for all P input samples of x.
 Evaluate the fitness function MSE of the ith agent, Ji,MSE , according 

to Eq. (18).

The steps to solve the IIR system modeling problem using 
AIO methods are executed to obtain the optimal filter coef-
ficients of the identified IIR model, in such a way that the 
values of MSE are minimized, approaching zero as much as 
possible. The complete process of IIR systems modeling by 
proposed AIO methods consists of eleven following steps:

Step I: Initialize the tuning parameters of the AIO algo-
rithm (e.g. c1,c2 and the initial w, for PSO).

Step II: Generate a random input signal x(k), k = 1, 2, 
…, P.

Step III: Randomly generate an initial population con-
taining Np agents of elements Vi with the search space 
dimension D (that is equal to number of design variables or 
filter coefficients) between lower and upper bounds.

Set the iteration counter t = 0.
Step IV: Identify the initial best values, agent and MSE.

(18)JMSE = Jv(k) =
1

P

P∑

k=1

e2(k) =
1

P

P∑

k=1

(y(k) − ŷ(k))2

Step V: While stopping criterion t < tmax is not satisfied, 
increase the iteration counter t; otherwise, go to Step XI.

Step VI: Update the control volumes and calculate their 
new values (e.g. Mi(t), G(t), Rij(t) and ad

i
(t) , for GSA).

Step VII: Update the next condition for all agents and 
obtain a new matrix V (e.g. rd

i
(t + 1) , for IPO).

Step VIII: Perform Function Evaluation for each agent 
Vi and obtain the fitness value Ji,MSE(t) based on the new 
matrix V.

Step IX: Update the best values, agent and MSE.
Step X: If the stopping criterion (t > tmax) is met, then go 

to Step XI; Otherwise, go to Step V.
Step XI: Output the best solution that denotes the final 

and optimal filter coefficients of the adaptive IIR model.

5  Results and discussion

In the simulations, the system input x(k) is a uniformly dis-
tributed white sequence, taking values from (–0.5, 0.5). The 
measurement noise is a Gaussian white signal with variance 
0.001. The data length used to calculate the MSE (Eq. 18) 
is P = 100. Simulation results, implemented by MATLAB, 
are presented to compare the performance of the proposed 
AIO algorithms that applied to adaptive IIR digital filtering 
systems modeling. Two different challenging benchmark IIR 
plants with high and low orders, which are already reported 
in the different and new papers (Mohammadi and Zahiri 
2016a, 2017; Kumar et al. 2017; Lagos-Eulogio et al. 2017; 
Yang et al. 2017), have been considered in this work. The 
proposed plants are two IIR digital filters non-minimum 
phase and unstable, and are designed in the direct form 
structure. Note, the lower and upper bounds of the filter 
coefficients (design variable (v)) are considered − 2 and + 2, 
respectively.

The IIR modeling is assumed as constrained single opti-
mization problem and is evaluated in the both the same and 
reduced order cases for each of Plants (A) and (B). Another 
aspect of the innovation of this article is that three impor-
tant criteria called “Indicator of Success (IoS)” (as Eq. 19) 
and “Degree of Reliability (DoR)” along with MSE are also 
used to verify the performance correctness of AIO algo-
rithms. Then, the results are verified in terms of the MSE, 
IoS and DoR. In each model, independent 100 trials are 
performed by employing all the algorithms for evaluating 
the statistical analysis of MSE values, IoS, and their DoR. 
Then, the values (results and curves) for the best trial of 
each algorithm are reported in this work. So that, the IoS 
value 100 represents a completely accurate and consummate 
modeling of the unknown actual system. The DoR, accord-
ing to the results estimation of the MSE and IoS parameters, 
is expressed in parametric form. In addition, for revealing 
a ground of judgment of comparative performance for the 
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proposed AIO algorithms, statistically analyzed results are 
presented.

The tuning values of the proposed AIO algorithms are 
given in Table 1. It is notable that all the algorithms appro-
priately had been tuned for suitable IIR system modeling. 
The population size value is selected based on the complete 
coverage multimodal space of the design problem. Also, 
the number of iterations is selected equal to 400 to allocate 
enough time to analyze the modeling problem by an algo-
rithm. The control parameters settings of the algorithms are 

often adjusted by focusing on their exploration and exploita-
tion concepts. So that the changes are finalized experimen-
tally based on Eqs. (1), (7), (14), and (15) and from the set-
tings presented in other similar studies. For clarity of how 
and the initial maneuvering of the convergence of algorithms, 
the horizontal axis of fitness curves is logarithmically and the 
best numerical results are also displayed in bold.

5.1  Plant (A): low‑order IIR modeling

The transfer function of the unknown actual system is given 
by, (Saha et al. 2014; Kumar et al. 2017; Lagos-Eulogio 
et al. 2017)

5.1.1  The first case: modeling with same order

In this case, the 3rd order system Eq. (20) is identified using 
a 3rd order IIR model. Hence the transfer function of the IIR 
filter is considered as

Figure 3 depicts the convergence of fitness function 
for first case of low-order IIR modeling [Plant (A)]. From 
Fig. 3, it is indicated that GSA and PSO algorithms have 
best convergences to achieve the optimal model with mini-
mum number of iteration. Of course, IPO is successful in 
identifying the target system, and it has a continuum search 
process to convergence the optimal solution, based on its 
structural mechanism. But the convergence speed of GSA 
is not comparable to the other AIO algorithms. In this case 

(19)��� =
Trials leading to optimal model

Trials leading to suboptimal model + 1

(20)H
[
z−1

]
=

−0.2 − 0.4z−1 + 0.5z−2

1 − 0.6z−1 + 0.25z−2 − 0.2z−3

(21)H
[
z−1

]
=

b0 + b1z
−1 + b2z

−2

1 − a1z
−1 − a2z

−2 − a3z
−3

Table 1  Tuning values of the proposed artificial intelligent optimiza-
tion algorithms

Algorithm GA PSO GSA IPO

Control parameter
 Population 60, 20 60, 20 60, 20 60, 20
 Iterations 400 400 400 400
 Crossover rate, crosso-

ver
0.6, single point – – –

 Mutation rate, muta-
tion

0.4, uniform – – –

 Selection, probability roulette, 1/3 – – –
 c1 – 2 – –
 c2 – 2 – –
 w – 1 – –
 α – – 10 –
 G0 – – 15 –
 Kbest – – 3 –
 Rpower – – 0.5 –
 ε – – 2.2e − 16 –
 c1 – – – 0.1
 c2 – – – 3.05
 Shift1 – – – 100
 Shift2 – – – 300
 Scale1 – – – 0.03
 Scale2 – – – 0.03

Fig. 3  Fitness curves based on 
same order IIR system modeling 
for Plant (A), population = 60
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of modeling, GA algorithm shown a relatively unfavorable 
convergence. However, as is shown in Fig. 3, the overall 
review of fitness curves is indicated a good performance. 
The estimated coefficients along with their graphical repre-
sentation are shown in Fig. 4 and Table 2, respectively, for 
Plant (A). The statistical results are also reported in Table 3. 
The results indicate that three methods based on heuristic 

search of GSA, IPO and PSO perform much better than evo-
lutionary algorithm GA. So that all three of the heuristic 
algorithms have found optimal models in over 50% trials. 
In fact, this successful is obtained by GA, PSO, GSA, and 
IPO with IoS values 0.51, 1.30, 2.06 and 6.77, respectively. 
In accordance with the estimated filter coefficients values 
in Table 2 and the minimum highlighted fitness value in 
Table 3 (Min.MSE), for this case of same order system mod-
eling, the estimated filter coefficients for the GSA algorithm 
have the most accuracy and similarity to the coefficients of 
main IIR filter plant. Of course, the bolded values in the 
column of PSO also indicate the powerful of the algorithm 
in continuity of convergence to the best optimal response.

In general, it can be admitted that the performance of 
AIO methods will result a significant DoR. Overall evalu-
ation of the simulation results and statistical analysis of 
MSE and IoS values shown in Table 3 reveal that IPO and 
PSO provide a good performance, efficiency and efficacy in 
global optimization of IIR system modeling problem for IIR 
digital filters design. Although, with respect to IoS values, 
IPO and GSA have the highest values with 88% and 76% 
convergence to the optimal model respectively. So, we can 

Fig. 4  Graphical representation 
of estimated filter coefficients 
values for Plant (A), popula-
tion = 60

Table 2  Estimated filter coefficients based on same order IIR system 
modeling for Plant (A), population = 60

Coefficients Actual value Estimated value

GA GSA IPO PSO

Numerator
 b0 −0.20 −0.2084 −0.1972 −0.2068 −0.1984
 b1 −0.40 −0.4158 −0.4004 −0.4022 −0.4053
 b2 0.50 0.4939 0.5000 0.5027 0.4960

Denominator
 a1 0.60 0.5679 0.5985 0.6020 0.6011
 a2 −0.25 −0.2932 −0.2514 −0.2495 −0.2491
 a3 0.20 0.1891 0.2004 0.1980 0.2000

Table 3  Results and statistical 
analysis based on same order 
IIR system modeling for Plant 
(A), population = 60

Best numerical results are in bold

Performance parameters GA GSA IPO PSO

Indicator of success (IoS)
 Optimal models 34 68 88 57
 Sub-optimal models 66 32 12 43
 IoS 0.51 2.06 6.77 1.30

MSE
 Min 7.8604e−05 3.944e−05 4.7799e−05 4.5298e−05
 Mean 0.0014774 0.00011143 9.5737e−05 7.7398e−05
 Max 0.0095933 0.00046248 0.00022601 0.00012485
 Variance 3.2458e − 06 4.8174e−09 1.1592e−09 2.9264e−10
 Standard deviation 0.0018016 6.9407e−05 3.4047e−05 1.7107e−05
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assign an acceptable DoR to them, particularly for IPO algo-
rithm. On the contrary, the performance of GA algorithm 
has been undesirable in this case, in terms of IoS, Min, Max, 
Variance, and Standard Deviation, it present the minimum 
DoR. It can be analyzed that the success of heuristic and 
metahuristic based optimization algorithms, in relation to 
evolutionary strategy, GA method, caused by the randomiza-
tion mechanism and reliance on swarm intelligence. Despite 
the fact that crossover, mutation and selection operators are 
well suited to implement the genetic algorithm, the approach 
of the evolutionary method has been relatively unsuccessful, 
and random approaches and swarm intelligence have shown 
the great superiority and powerful. Therefore, it can be con-
cluded that the success rate of an algorithm will improve 
via the more heuristic routine and pay attention to the intel-
ligence of each search agent in the response space.

5.1.2  The second case: modeling with reduced order

The 3rd order system shown in Eq. (20) can be also identi-
fied using a 2nd order IIR filter. Hence the transfer function 
of the considered is as follows:

In Fig. 5, MSE fitness curves are plotted for the best trial 
for all four AIO algorithms. It should be noted that the per-
formance of an adaptive approach to compete in the replace-
ment as an adaptive algorithm, in order to overcome the chal-
lenge of optimal modeling of IIR systems, is more focused 
on this kind of modeling (with reduced orders). Therefore, it 
is deduced from the observation convergence curves result-
ing from the best trial of each proposed algorithm, which, 
based on the mechanism and speed of convergence, PSO 
alone has the best form in both aspects. Along with the PSO, 
the GSA, IPO and GA algorithms also have relative superi-
ority to each other, respectively. Noteworthy, in Fig. 5, the 
convergence curve of the evolutionary algorithm GA has a 
continuous exploration procedure, even in the final iteration 
400, which is a strong point in the multimodal space of IIR 
digital filtering system modeling problems, relative to the 
Gradient-based techniques. The results are listed in Table 4 
for the trials with optimal models. Table 4 offers a statistical 

(22)H�
[
z−1

]
=

b�0 + b�1z
−1

1 − a�1z
−1 − a�2z

−2

Fig. 5  Fitness curves based 
on reduced order IIR system 
modeling for Plant (A), popula-
tion = 60

Table 4  Results and statistical 
analysis based on reduced order 
IIR system modeling for Plant 
(A), population = 60 

Best numerical results are in bold

Performance parameters GA GSA IPO PSO

Indicator of Success (IoS)
 Optimal models 20 78 92 81
 Sub-optimal models 80 22 8 19
 IoS 0.25 3.40 10.22 4.05

MSE
 Min 0.00405 0.0029346 0.0029402 0.0027955
 Mean 0.0049063 0.0037366 0.0036725 0.0037106
 Max 0.0057504 0.0045917 0.0044194 0.0050009
 Variance 2.7823e−07 1.2922e−07 1.518e−07 2.1602e−07
 Standard deviation 0.00052748 0.00035947 0.00038962 0.00046478
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analysis on the performance of intelligent optimization algo-
rithms in terms of MSE and IoS values.

The statistical superiority of the results of qualitative 
indicators, IoS and MSE, obtained from proposed adaptive 
algorithms, is evident in this complex modeling case. This 
advantage for IoS values of 0.25 (20%), 3.40 (78%), 4.05 
(81%) and 10.22 (92%) are obtained using GA, GSA, PSO 
and IPO algorithm, respectively. The superiority for MSE 
values are also obtained, according to the bolded best values 
of MSE in Table 4, 20% (minimum fitness) by PSO, 40% 
(the best values of Max.MSE and Max.MSE) by IPO, and 
40% (the best values of Variance.MSE and Std.MSE) by 
GSA algorithm. Comprehensive evaluation of the obtained 
values clearly indicates that AIO algorithms have competent 
and reliable performance in the IIR system modeling cases 
of Plant (A), especially heuristic search methods PSO, GSA, 
and IPO.

5.2  Plant (B): high‑order IIR modeling

The transfer function of the unknown actual system is given 
by, (Saha et al. 2014; Lagos-Eulogio et al. 2017)

5.2.1  The first case: modeling with same order

In this case, the 5th order system Eq. (23) is identified using 
a 5th order IIR filter. Hence the transfer function of the IIR 
filter is considered as

(23)H
[
z−1

]
=

0.1084 + 0.5419z−1 + 1.0837z−2 + 1.0837z−3 + 0.5419z−4 + 0.1084z−5

1 + 0.9853z−1 + 0.9738z−2 + 0.3864z−3 + 0.1112z−4 + 0.0113z−5

(24)H
[
z−1

]
=

b0 + b1z
−1 + b2z

−2 + b3z
−3 + b4z

−4 + b5z
−5

1 − a1z
−1 − a2z

−2 − a3z
−3 − a4z

−4 − a5z
−5

For this case, fitness curves of all proposed AIO method 
are shown in Fig. 6. It can be seen from Fig. 6 that, GSA, 

PSO and IPO algorithms have the best convergences in 
achieve to the optimal model again. The difference is that, 
in this case of adaptive IIR modeling, GSA algorithm has 
been surpassed from the PSO in the convergence speed. 
Notice that, these conditions were been quite different for 
other trials. Due to the ongoing convergence mechanism of 
IPO algorithm in the desire to global minimum, curves of 
IPO and GA algorithms also show a good convergence along 
with a strong search process.

Fig. 6  Fitness curves based on 
same order IIR system modeling 
for Plant (B), population = 60

Table 5  Estimated filter coefficients based on same order IIR system 
modeling for Plant (B), population = 60

Coefficients Actual value Estimated value

GA GSA IPO PSO

Numerator
 b0 0.1084 0.0801 0.0914 0.1045 0.1350
 b1 0.5419 0.5015 0.5388 0.5430 0.5364
 b2 1.0837 1.0936 1.0789 1.1100 1.0653
 b3 1.0837 1.1441 1.0822 1.1459 1.0340
 b4 0.5419 0.5848 0.5721 0.6166 0.5073
 b5 0.1084 0.1106 0.1341 0.1387 0.0898

Denominator
 a1 −0.9853 −0.7962 −0.9891 −0.9517 −1.0725
 a2 −0.9738 −1.1678 −0.9015 −0.9275 −0.8640
 a3 −0.3864 −0.4044 −0.4549 −0.5681 −0.4054
 a4 −0.1112 −0.0671 −0.1142 −0.0751 −0.0540
 a5 −0.0113 −0.0392 −0.0210 −0.0256 −0.0261
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As are shown in Tables 5 and 6 and Fig. 7, the estimated 
coefficients using the GSA matches very well with the actual 
values. Also, they show that the average values and statisti-
cal analysis of MSE values obtained using the IPO are more 
desirable. There are two remarkable thing in this case; the 
high index of reliability of the PSO algorithm (IoS higher 
than other methods), and amounts of variance and standard 
deviation 0 for MSE values by GA. So, we cannot assign a 
proper DoR value to the proposed artificial intelligent opti-
mization methods for the first case of adaptive IIR modeling 
problem. However, due to the high-order of IIR digital filter 
[Plant (B)] and as well as big challenges for optimal design 
of IIR digital filters with multi-modal error surface, this 
performance is acceptable and the poor DoR is negligible.

5.2.2  The second case: modeling with reduced order

In this case, the 5th order system shown in Eq. (23) can 
be also identified using a fourth-order IIR recursive filter. 
Hence the transfer function of the considered is as follows:

Fitness curves based on reduced order IIR system mod-
eling for Plant (B) with the population size 60 shown in 
Fig. 8. In Fig. 8, it is obvious that GA, GSA and IPO algo-
rithm have the convergence properties better than PSO. In 
this plant, like the previous one [Plant (A)], GA converges 
to a minimum level with a lazy convergence speed again. 
The obvious superiority of convergence process of the GSA, 
compared to other heuristic-based algorithms, is due to the 
correct definition its exploration and exploitation concepts. 
The algorithm also employs more randomization mecha-
nisms in its structure than two other swarm-based heuristic 
algorithms. Because, in solving problems with multidimen-
sional error surface, the only way out of local optimization 
is to generate more randomized solutions and away from 
the local response area. Of course, this technique should be 
included in the structure of the algorithm in the best way, 
otherwise it will have an opposite and destructive function, 

(25)H�
[
z−1

]
=

b�0 + b�1z
−1 + b�2z

−2 + b�3z
−3 + b�4z

−4

1 − a�1z
−1 − a�2z

−2 − a�3z
−3 − a�4z

−4

Table 6  Results and Statistical 
Analysis based on same order 
IIR system modeling for Plant 
(B), population = 60

Best numerical results are in bold

Performance parameters GA GSA IPO PSO

Indicator of success (IoS)
 Optimal models 1 6 6 7
 Sub-optimal models 99 94 94 93
 IoS 0.01 0.06 0.06 0.08

MSE
 Min 8.8033e − 05 4.8656e − 05 4.8542e − 05 5.1985e − 05
 Mean 8.8033e − 05 7.7387e − 05 6.5836e − 05 8.0999e − 05
 Max 8.8033e − 05 9.8739e − 05 8.1884e − 05 9.8948e − 05
 Variance 0 3.2413e − 10 1.4344e − 10 2.8395e − 10
 Standard deviation 0 1.8004e − 05 1.1977e − 05 1.6851e − 05

Fig. 7  Graphical representation 
of estimated filter coefficients 
values for Plant (B), popula-
tion = 60
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which will escape the algorithm from the global solution and 
lose the optimal model.

A list of statistically analyzed results between trials with 
optimal/sub-optimal models reported in Table 7. According 
to the percentage of success of any algorithm in achieving 
optimal models over 100 trials, 6% with a IoS 0.06 for PSO, 
8% with a IoS 0.09 for GA, 17% with a IoS 0.20 for GSA, 
and 23% with a IoS 0.30 for IPO, along with MSE statisti-
cal values, represents that the best performance is for IPO 
and undesirable performance directed toward PSO and GA 
algorithms. Although, given the mechanism embedded for 
exploring and exploiting the IPO algorithm, k1 and k2, this 
continuity is evident in looking for optimal response until 
the latest iteration and continuity in achieving optimal mod-
els. Because the mechanism of Eqs. (14) and (15) is such 
that to the correct tuning of the fixed parameter values can 
achive the best performance of algorithm.

5.3  The effect of reducing the population size 
on the performance of AIO algorithms [for 
the Plant (A)]

As stated in the first Section, population size is one of the 
factors influencing the performance and efficiency of the 
algorithms discussed in this study. So that a high population 
size will increase the runtime and delay of convergence and, 
conversely, a population size low will cause the probability 
of early convergence. Hence, a suitable population size can 
achieve optimal and desired results at a minimum runtime. 
This section checks the implementation results of the IIR 
system modeling problem for the first benchmark IIR sam-
ple (Plant (A) of 3rd order) for the equal and reduced order 
modeling for the population of 20.

Figure 9 presents the comparison of obtained fitness 
curves by the AIO algorithms for the recorded best solu-
tion in trials with optimal model. From Fig. 9, it is seen that 
the PSO and GSA algorithms can design an acceptable IIR 
digital filter only after 98 and 172 iterations, respectively. 
It is clear that the PSO and GSA need less time as com-
pared with IPO and GA. From the Fig. 9, it is also clear that 

Fig. 8  Fitness curves based 
on reduced order IIR system 
modeling for Plant (B), popula-
tion = 60

Table 7  Results and Statistical 
Analysis based on reduced order 
IIR system modeling for Plant 
(B), population = 60

Best numerical results are in bold

Performance parameters GA GSA IPO PSO

Indicator of Success (IoS)
 Optimal models 8 17 23 6
 Sub-optimal models 92 83 77 94
 IoS 0.09 0.20 0.30 0.06

MSE
 Min 9.0526e−05 4.7195e−05 5.8187e−05 6.0534e−05
 Mean 0.00015238 8.1244e−05 8.2263e−05 8.2009e−05
 Max 0.00028314 0.00024126 0.00012361 0.00010584
 Variance 4.5953e−09 1.8963e−09 2.4634e−10 3.0917e−10
 Standard deviation 6.7789e − 05 4.3547e − 05 1.5695e − 05 1.7583e − 05
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although IPO seems more quick in early iterations, it has 
a gradual procedure for the fine tuning of the parameters 
due to its ongoing search ability. For the this case of the 
low-order system modeling with a reduced population size, 
as expect, the executive process of the GA, GSA and IPO 
algorithms lasted more to design an acceptable filter. For 

the GA algorithm, it can be concluded that it often fails to 
achieve the global optimal model and needs more iterations 
for designing an adaptive IIR digital filter. The graphical 
representation of estimated filter coefficients values for this 
case is shown in Fig. 10. Also, results and statistical analysis 
of the performance parameters are shown in the Tables 8 
and 9. Table 9 shows Mins, Means, Maxs, variances and 
standard deviations of MSE values along with numbers of 
trials with optimal/sub-optimal model for proposed AIO 
algorithms. The obtained simulation results in Table 9 indi-
cate that both IPO and PSO algorithms obtained the best 
results. These algorithms have been successfully applied to 
solve IIR system modeling in this case, IoS values 0.74 and 
0.94 respectively, so that we can assign a high DoR to them 
and a poor DoR to the GA and GSA algorithms for of their 
unfavorable efficiency. From Table 9, it is clear that IPO has 
the lowest Min.MSE and Max.MSE. This is because the 
meta-heuristic algorithm IPO has an ongoing search with 
the global minimal. Also, it can be concluded that when the 
population size decreases, it is possible that the performance 

Fig. 9  Fitness curves based on 
same order IIR system modeling 
for Plant (A), population = 20

Fig. 10  Graphical representa-
tion of estimated filter coef-
ficients values for Plant (A), 
population = 20

Table 8  Estimated filter coefficients based on same order IIR system 
modeling for Plant (A), population = 20

Coefficient Actual value Estimated value

GA GSA IPO PSO

Numerator
 b0 −0.20 −0.1943 −0.1979 −0.2033 −0.1997
 b1 −0.40 −0.3699 −0.3943 −0.4017 −0.3966
 b2 0.50 0.5172 0.5053 0.4992 0.5082

Denominator
 a1 0.60 0.5417 0.5956 0.5983 0.5929
 a2 −0.25 −0.3918 −0.2526 −0.2572 −0.2573
 a3 0.20 0.1157 0.2020 0.1942 0.2003
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and efficiency of AIO algorithms be dropped. Therefore, an 
appropriate value for population size should be assigned.

Figure 11 depicts the convergences of the AIO algorithms 
for the second-order IIR digital filter design. As shown in 
Fig. 11, GA, PSO, GSA and IPO take about 20, 65, 145 
and 120 iteration cycles to reach to their MSE surface, 

respectively. It can be concluded that the GA converges 
to the optimal model faster than other algorithms. So that, 
improvement is quite evident in the convergence speed of 
the GA algorithm as compared with the previous cases. 
Although at the beginning of the process, an IPO algo-
rithm searches much faster and efficient, but after about 10 

Table 9  Results and Statistical 
Analysis of MSE Values 
based on same order IIR 
system modeling for Plant (A), 
population = 20

Best numerical results are in bold

Performance parameters GA GSA IPO PSO

Indicator of Success (IoS)
 Optimal models 22 31 43 49
 Sub-optimal models 78 69 57 51
 IoS 0.28 0.44 0.74 0.94

MSE
 Min 0.00024645 6.0776e−05 5.8755e−05 6.1246e−05
 Mean 0.0030756 0.00018961 0.00011199 9.3852e−05
 Max 0.0076596 0.00053038 0.00033245 0.0005595
 Variance 4.2761e−06 1.5423e−08 3.0856e−09 4.9424e−09
 Standard deviation 0.0020679 0.00012419 5.5548e−05 7.0302e−05

Fig. 11  Fitness curves based 
on reduced order IIR system 
modeling for Plant (A), popula-
tion = 20

Table 10  Results and statistical 
analysis of MSE values based 
on reduced order IIR system 
modeling for Plant (A), 
population = 20

Best numerical results are in bold

Performance parameters GA GSA IPO PSO

Indicator of Success (IoS)
 Optimal models 16 38 91 68
 Sub-optimal models 84 62 9 32
 IoS 0.19 0.60 9.10 2.06

MSE
 Min 0.0031759 0.0028601 0.0029822 0.0028924
 Mean 0.0046564 0.0037998 0.0036617 0.0037453
 Max 0.0054421 0.0052409 0.0044985 0.004532
 Variance 6.4523e−07 4.3934e−07 1.3386e−07 1.2922e−07
 Standard deviation 0.00080326 0.00066283 0.00036587 0.00035947
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iteration cycles it became slower than the GA. Clearly, it is 
inferred that the performance of GSA algorithm is fallen to 
reduce the population size in the low-order IIR system mod-
eling problems. So that GSA has a poor convergence proper-
ties compared to other algorithms. Also, it can be seen from 
Fig. 11 that the both the PSO and IPO have almost a similar 
convergence, with the exception that the PSO has a slightly 
faster convergence with a risky convergence mechanism.

Results and statistical analysis of MSE values for the 
low-order IIR modeling with reduced population size, 20, 
are shown in Table 10. It shows that the IPO and PSO algo-
rithms provide the best results in terms of the MSE and IoS. 
So these are able to identify more accurately than GA and 
GSA algorithms. In this regard, IPO and PSO offer a high 
DoR value. In addition, due to the successive convergence 
of IPO algorithm to the optimal model and its capacity for 
locate the global optimal in a multi-modal error surface (the 
main challenge of IIR digital filters design); it is certainly 
one of the best choices for this type of IIR system modeling 
with reduced population size. It also governs the for the 
PSO algorithm. Overall evaluation of simulation results in 
this subsection, in the analysis of the effect of reducing the 
population size on the performance of the AIO algorithms, 
shows a proper DoR and stability of AIO algorithms for 
solving IIR systems modeling. However, it is obvious that 
the performance of GA algorithm has been improved. In 
general, the AIO algorithms have the advantages of find-
ing the true global minimum of a multi-modal search space 
(error surface). Also notable is the fact that, based on all of 
the fitness curves for the proposed algorithms, the conver-
gence characteristic of the algorithms is closely related to 
the number of iterations, and if a researcher selects a less 
iteration, the AIO algorithms gives roughly the same results 
without increasing the computational time.

6  Conclusion

In this paper, we analyzed a category of AI-based tech-
niques called AIO algorithms and evaluated their applica-
bility in IIR system modeling problems. The applicability 
and efficiency of the proposed algorithms, in identifying 
an unknown actual system with both the same and reduced 
order cases of adaptive IIR filter for two different benchmark 
IIR plants with high and low orders, is proven by the evalua-
tion of simulation results in terms of convergence properties, 
statistical analysis of MSE values, IoS and DoR parameter. 
It was shown that AIO algorithms have more chance to find 
the optimal set of coefficients and can find an acceptable 
estimate model, where in modeling process, the error surface 
be multi-modal and challenging. In general, the quality of 
obtained solution (optimal model), high convergence speed 
in the low iteration, the best average results of MSE values, 

IoS good values and high levels of DoR demonstrates the 
superiority and high efficiency of the proposed AIO algo-
rithms for system modeling problems, preferably for PSO 
and IPO algorithms. Consequently, the AIO algorithms are 
undoubtedly a promising approach and a proper candidate to 
achieve the optimal model in the IIR system modeling and 
optimal digital filters design.

The identification/modeling approach used in this paper is 
an offline one based on AIO Algorithms. Future researches 
may concentrate on developing real-time identification or 
nonlinear systems modeling. Also, utilizing neural networks 
along with AIO algorithms to achieve an optimal network 
structure for more accurate IIR system modeling, applying 
multi-objective versions of proposed methods, the fuzzy 
selection of control parameters values of AIO algorithms to 
improve their convergence and optimal responses, the using 
of more qualitative indicators, such as evaluating the steps, 
impulse, amplitude and phase responses of obtained models 
with the actual plant to check the accuracy of modeling are 
other potential approaches in this area.
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