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Abstract
This paper proposed one improved Bat algorithm (BA) by incorporating one novel dynamic inertia weight and proposed self-
adaptive strategies over algorithm’s parameters. Chaotic sequence and developed population diversity metric are employed 
over BA to perform the local search and generate one improved initial population respectively. The efficacy of the proposed 
BA is verified by applying it to set the parameters properly of the proposed histogram equalization (HE) variant; called 
weighted and thresholded Bi-HE (WTBHE). The proper setting of these parameters is time consuming but crucially effects 
WTBHE’s image enhancement ability. One novel co-occurrence matrix based objective function has been also formulated 
which facilitates the proposed BA for finding the optimal parameters of WBTHE which produces original brightness pre-
served enhanced images. Experimental results prove that the proposed BA is superior to simple BA in terms of convergence 
speed, robustness and maximization of objective function and WBTHE is better than some existing well-known HE variants 
in brightness preserving image enhancement field.

Keywords Contrast enhancement · Bat algorithm · Dynamic inertia weight · Chaotic sequence · Co-occurrence matrix · 
Population creation

1 Introduction

Contrast enhancement methods have been applied for better 
visual interpretation. Histogram equalization (HE) is one 
of the most simple and widely used methods for contrast 
enhancement (Gonzalez and Woods 2002).

The method of traditional histogram equalization (Gon-
zalez and Woods 2002) is described below:

Suppose the original image f (i, j) has total W number of 
pixels within the dynamic range [X0, XL−1] . L is the number 
of discrete gray levels. Then the probability density function 
PDF(Xk) of intensity level Xk of the image is given by:

where nk is the total number of pixels with intensity level 
Xk . The plot of Xk vs. nk is called histogram of image f . 
The cumulative density function is defined as (Gonzalez and 
Woods 2002):

Traditional HE maps the corresponding image into the 
total dynamic range 

[
X0, XL−1

]
 with the help of the CDF as 

given below:

Basically, HE procedure flattens the histogram of the 
original image. As the entire gray levels are distributed 
uniformly, HE improves the image contrast and maximizes 
the image entropy. As the histogram of the output image is 
uniformly distributed, the mean brightness is approximately 
changed to the middle of the gray level regardless of the 

(1)PDF(Xk) =
nk

W
for 0 ≤ k ≤ L − 1

(2)CDF(Xk) =

k∑
i=0

PDF(Xi)

(3)f (X) = X0 +
(
XL−1 − X0

)
⋅ CDF(X) * Krishna Gopal Dhal 
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input image’s mean (Chen and Ramli 2004; Kim 1997). The 
equation of the mean or statistical expectation E(⋅) of the 
output image G is given below:

where Gmean is the mean intensity of the output image of 
traditional HE procedure. Therefore, the traditional HE pro-
cedure is not suitable for the consumer electronics purpose 
(Chen and Ramli 2004).

In order to overcome this problem, several modifica-
tions have been done on traditional HE (Chen and Ramli 
2004, 2003a, 2003a, b; Kim 1997; Cheng and Shi 2004; 
Wang and Ward 2007; Sengee and Choi 2008; Kim and 
Chung 2008). The common two techniques of most of these 
methods are:

1. Divided the image into two parts based on some spe-
cific threshold, and then equalize each part individually 
(Chen and Ramli 2004, 2003a, 2003b; Kim 1997; Cheng 
and Shi 2004).

2. Weighting and thresholding the probability density func-
tion (PDF) of the image before equalization to preserve 
the original brightness (Shanmugavadivu et al. 2014; 
Wang and Ward 2007; Sengee and Choi 2008; Kim and 
Chung 2008).

Brightness preserving bi-histogram equalization 
(BBHE) is one of the simpler variants of basic HE (Chen 
and Ramli 2004, 2003a; Kim 1997). In BBHE histo-
gram of the image separated around its mean and then 
the two divided parts equalized separately (Shanmuga-
vadivu et al. 2014; Chen and Ramli 2004). It is proved 
that BBHE method preserves the original brightness to 
a certain level (Shanmugavadivu et al. 2014; Chen and 
Ramli 2004). In dualistic sub-image histogram equaliza-
tion (DSIHE) proposed by Wan et al. (Shanmugavadivu 
et al. 2014; Chen and Ramli 2004), the procedure was 
same as BBHE but the histogram was separated by median 
instead of mean (Shanmugavadivu et al. 2014; Chen and 
Ramli 2004, 2003a, b). DSIHE method is suitable for only 
those kinds of images which have uniform intensity dis-
tribution. The potential of preserving the original bright-
ness is not so good in DSIHE method. Another variant 
of BBHE method is known as minimum mean brightness 
error bi-histogram equalization (MMBEBHE), proposed 
by Chen and Ramli (2004, 2003a) in which the histogram 
had been separated using a specified threshold which pre-
served the minimum mean brightness error between input 
and output image. Then the two parts had been equalized 
independently. This technique is better than BBHE and 
DSIHE but it also suffers from a deficiency of contrast and 
brightness (Shanmugavadivu et al. 2014). Recursive mean 

(4)E(G) = Gmean =
1

2

(
X0 + XL−1

)

separate histogram equalization (RMSHE) is another HE 
based procedure proposed by Chen and Ramli where the 
input image was separated recursively (Shanmugavadivu 
et al. 2014; Chen and Ramli 2004, 2003b). Each part was 
equalized independently and then all parts were combined 
to give an enhanced image. It was proved that this RMSHE 
method was better than BBHE (Chen and Ramli 2004) 
as RMSHE could preserve the brightness well and could 
give a natural enhancement (Chen and Ramli 2004). The 
disadvantage of RMSHE was its large time complexity 
for recursion. So, all the above discussed HE variants suf-
fer from the problem for preserving the original bright-
ness. The main reasons for these drawbacks are that these 
techniques do not change the original probability density 
function (PDF) or normalized histogram, and thus higher 
probable intensity levels are over-enhanced. The simple 
weighted and thresholded technique has been developed 
in literature to change the PDF (Wang and Ward 2007; 
Sengee and Choi 2008; Kim and Chung 2008). A fast and 
effective image and video contrast enhancement technique 
was proposed which was known as weighted threshold HE 
(WTHE) (Wang and Ward 2007). In this technique, the 
PDF of the image was modified by weighting and thresh-
olding prior to HE. A mean adjustment factor was also 
added to normalize the luminance changes. The advan-
tages of that method were adaptivity of different images 
and control over the enhancement, which were very diffi-
cult to achieve in traditional HE method and all theabove-
discussed variants like BBHE, DSIHE, and MMBEBHE. 
Two other weighted methods were also developed by 
Sengee and Choi (2008) and Kim and Chung (2008). A 
weighted clustering HE (WCHE) (Sengee and Choi 2008) 
and a recursively separated and weighted HE (RSWHE) 
(Kim and Chung 2008) were proposed. Wang and Ward 
(2007) introduced two parameters in WTHE. One was 
used to choose a proper threshold and another was power 
law coefficient, which was used to modify the PDF. If 
the parameters were chosen properly, then it gave much 
better results which did not include over-enhancement or 
artifacts. So, the efficiency of that method crucially was 
depended on these parameters. The only demit of WTHE 
was the manual selection of the parameters. In this study, 
these problems have been taken into consideration and 
one novel variant of HE; called weighted and thresh-
olded Bi-HE (WTBHE) has been developed by combin-
ing WTHE and MMBEBHE in Sect. 2. WTBHE has been 
developed by separating the input histogram using a speci-
fied threshold which minimizes the absolute mean bright-
ness error (AMBE) between the original and enhanced 
images. Then the sub-histograms have been modified with 
the assistance of these four enhancement control param-
eters for providing original brightness preserved enhanced 
output. The parameters of the corresponding HE variant 
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have been found by employing Bat algorithm (BA) and its 
variants. In Sect. 3, discussion about the BA and its modi-
fications has been done. Section 4 emphasizes the experi-
mental results which clearly reveal that the modifications 
on BA increases its efficiency in the image enhancement 
domain and WTBHE produces better brightness preserved 
enhanced images than some existing HE variants.

2  Weighted and thresholded Bi‑HE (WTBHE)

This method combines the strength of MMBEBHE and 
WTHE. MMBEBHE is used to separate the histogram as 
MMBEBHE outperforms BBHE and DSIHE to preserve 
the original brightness of the image (Chen and Ramli 2004, 
2003a). The algorithm is explained below:

1. Separate the histogram of the image based on the thresh-
old level, which will yield minimum difference between 
input and output mean, called absolute mean brightness 
error (AMBE).

2. Formulate the upper and lower weighing constraints to 
modify the lower and upper histogram.

3. Optimize the constraints by using Bat algorithm and its 
variants.

4. Apply HE method over lower and upper histogram inde-
pendently.

5. Then unite the both to get an enhanced final image.

The pseudo-code is as follows:

1. Compute the threshold XT by using MMBEBHE proce-
dure image (Chen and Ramli 2004, 2003a).

2. Compute PDFs for lower histogram, i.e., PDFL and 
upper histogram i.e. PDFU.

3. Compute the mean of the PDFL and PDFU , i.e., mL and 
mU , respectively.

4. Applying the following constraints to the PDFL , com-
pute weighted and thresholded PDFL ( PDFLWT):

where Pu = vl ×max(PDF(Xk)), 0 < vl ≤ 1.

Pl = 0.0001 , rl is the power factor and 0 < rl ≤ 1.

5. Compute the mean of PDFLWT , i.e. mLWT.
6. Find the mean error meL = (mLWT − mL)

7. Add meL to PDFLWT .

PDFLWT

�
Xk

�
= 𝜃

�
PDF

�
Xk

��

=

⎧
⎪⎨⎪⎩

Pu if PDF
�
Xk

�
> Pu�

(PDF(Xk)−Pl)
(Pu−Pl)

�rl
× Pu if Pl ≤ PDF

�
Xk

�
≤ Pu

0 if PDF
�
Xk

�
< Pl

8. Find the cumulative density function of the PDFLWT

9. Equalization step of lower part:

 10. Applying the following constraints to thePDFU . Com-
pute weighted and thresholded PDFU ( PDFUWT):

w h e r e  hu = vu ×max(PDF(Xk)), 0 < vl ≤ 1  , 
hl = mU , ru is the power factor and 0 < ru ≤ 1.

 11. Compute the mean of PDFUWT , i.e. mUWT.
 12. Find the mean error meU = (mUWT − mU)

 13. Add meU to PDFUWT .

 14. Find the cumulative density function of the PDFUWT

 15. Equalization step of lower part:

 16. Output image: f o = f o
L
∪ f o

U
.

In lower part, Pl = 0.0001 which is very low. It means 
that the contribution of such intensities is negligible for the 
enhancement process. In the case of upper part, hl = mU 
which helps to control the mean brightness error between 
the input and output image. So, four parameters which con-
trols the enhancement process are vl , rl , vuand ru . vl and vu 
prevent the dominancy of the high probable intensity val-
ues over the less probable intensity values. rl and ru are the 
power factors which control the rate of enhancement and 
lies within the range [0, 1]. When they approach 1, the pro-
posed method behaves like traditional HE. When these two 
parameters become greater than 1 then the over enhance-
ment occurs. Actually, more weight is shifted to the high 
probable intensity levels and WTBHE gives stronger effect 
than traditional HE. This property is also necessary for some 

CDFLWT (Xk) =

k∑
i=0

PDFLWT (Xi)

f o
L
(X) = X0 + (XT − X0)CDFLWT (X)

PDFUWT

�
Xk

�
= 𝜃

�
PDF

�
Xk

��

=

⎧⎪⎨⎪⎩

hu if PDF
�
Xk

�
> hu�

(PDF(Xk)−hl)
(hu−hl)

�ru
× hu if hl ≤ PDF

�
Xk

�
≤ hu

0 if PDF
�
Xk

�
< hl

CDFUWT (Xk) =

k∑
i=0

PDFUWT (Xi)

f o
U
(X) = (XT + 1) + (XL−1 − (XT + 1)) ⋅ CDFUWT (X)
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kind of applications where high probable levels (or back-
ground) need to enhance with extra strength.

Basically, the proper setting of these four parameters for 
different kind of images is not an easy task. Manual selec-
tion of the parameter values does not impart fully automa-
tion power to the proposed method. That’s why this image 
enhancement model has been formulated as an optimization 
problem and solved by employing BA and its variants with 
developed objective function. The application of nature-
inspired optimization algorithms with proper objective func-
tions has been discussed below.

3  Application of nature‑inspired 
optimization algorithms in image 
enhancement field

Recently, image enhancement techniques have been formu-
lated as an optimization problem and solved by employing 
nature-inspired optimization algorithms (Dhal et al. 2017; 
Dhal and Das 2017; Sowjanyal and; Kumar 2017; Yang 
and Papa 2016). Genetic algorithm (GA), particle swarm 
optimization (PSO), differential evolution (DE), Cuckoo 
search (CS), artificial bee colony (ABC), Firefly algorithm 
(FA) are some nature inspired metaheuristic algorithms 
which were effectively used in the image enhancement field 
(Gorai and Ghosh 2009, 2011; Munteanu and Rosa 2001; 
Pal et al. 1994; Hashemi et al. 2010; Coelho et al. 2009; 
Dhal et al. 2015a, b, c; Braik et al. 2007; Shanmugavadivu 
et al. 2014). PSO gave a better result than GA in the image 
enhancement domain by maximizing employed entropy 
based objective function. ABC, CS and FA outperformed 
the GA in terms of better convergence rate when these 
algorithms maximized or minimized the used objective 
functions (Gorai and Ghosh 2009, 2011; Yang and Deb 
2009; Yang 2010a, b). CS and FA also outperformed PSO 
by considering the ability to maximize or minimize some 
benchmark mathematical functions (Yang 2010a, b). The 
performance of these algorithms can be increased by some 
mechanism such as the use of different random number 
generators to modify the solutions (Coelho et al. 2009; 
Dhal et al. 2015a, b, c), use of different inertia weight to get 
a better convergence rate (Dhal et al. 2015c; Bansal et al. 
2011), use of communication between solutions (Walton 
et al. 2013). Mutation factor and crossover rate had been 
modified by a chaotic sequence of traditional DE algorithm 
and the experimental result showed that modified DE was 
far better than traditional DE in the image enhancement 
field with faster convergence rate and also maintained a 
good diversity property (Coelho et al. 2009). Levy flight 
with chaotic step length had been used to generate new 
solutions and one population diversity measurement 

technique had been used as a safeguard from premature 
convergence to modify FA and DE which outperformed the 
traditional FA and DE in the image enhancement domain 
by maximizing the employed objective function with faster 
convergence rate (Dhal et al. 2015a, b). A newly proposed 
metaheuristic algorithm called Bat algorithm (BA) which 
already outperformed GA and PSO (Yang 2010c, 2013) 
in mathematical optimization field. BA gave better results 
than the CS algorithm in image enhancement field (Dhal 
et al. 2015c). Some modifications were also reported on 
BA in literature to improve its performance (Fister Jr et al. 
2014a; Fister et al. 2014b; Yilmaz et al. 2014; Fister Jr 
et al. 2013a; Fister et al. 2013b; Liu et al. 2012; Gandomi 
and Yang 2014). Fister et al. proposed a new BA having the 
capability of a self-adaption of control parameters that used 
DE as local search heuristics and their BA returned bet-
ter results than traditional BA (Fister Jr et al. 2014a). The 
modified BA presented by Yilmaz et al. in which pulse rate 
and loudness modification rules of BA had been changed 
and modified BA gave better results (Yilmaz et al. 2014). 
BA was also hybridized with DE where DE was applied as 
a local optimizer and this modification also increased the 
efficiency of traditional BA (Fister Jr et al. 2013a; Fister 
et al. 2013b). Doppler Effect had been used to formulate a 
new equation for frequency modification in BA (Liu et al. 
2012). In standard BA velocity and location of the bats 
crucially depend on frequency. Hence, frequency modifica-
tion also increases the efficiency of the BA. Gandomi and 
Yang proposed one chaotic BA variant where pulse rate, 
loudness, and frequency were replaced by different cha-
otic sequences (Gandomi and Yang 2014). Experimental 
results showed the supremacy of modified BA over stand-
ard one to some great extent when only the pulse rate was 
replaced by sinusoidal chaotic map (Gandomi and Yang 
2014). Therefore, modification and hybridization carry out 
important roles to enhance the effectiveness of BA. BA 
had also been effectively employed in the multi-objective 
optimization field (Yang 2011). In this study, an improved 
Bat algorithm (BA) has been developed with the assistance 
of one dynamic inertia weight and self-adaption strategies 
of algorithm’s parameters. Where, both inertia weight and 
values of the parameters are updated based on the solu-
tion’s own performance. Chaotic sequence and developed 
population diversity metric are employed over BA to per-
form the local search and generate one improved initial 
population respectively. The improved BA has been com-
pared with other recently developed BA variants and gives 
outstanding performance. One novel co-occurrence matrix 
based objective function has been also formulated which 
facilitates the proposed BA for finding the optimal param-
eters of WBTHE which is discussed in next sub-section.
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3.1  Objective function

Contrast, entropy, and energy of the image have been taken 
into account to develop the objective function. Depending 
on the gray level co-occurrence matrix contrast, energy has 
been calculated.

3.1.1  Gray‑level co‑occurrence matrix (GLCM)

Gray-level co-occurrence matrix (GLCM) (Haralick 1979), 
also known as the gray-level spatial dependence matrix is 
a statistical method of examining texture that considers the 
spatial relationship of pixels. The GLCM functions charac-
terize the texture of an image by calculating how often pairs 
of the pixel with specific values and in a specified spatial 
relationship occur in an image. The number of gray levels in 
the image determines the size of the GLCM. Each element 
(i, j) in the resultant GLCM is simply the sum of the number 
of times that the pixel with the value i occurred in the speci-
fied spatial relationship to a pixel with value j in the input 
image. The element of the (i, j)th entry of the co-occurrence 
matrix is defined as

where M and N are the numbers of pixels in horizontal and 
vertical directions.

The co-occurrence matrix has been created depending 
on the two directions, horizontal and vertical which are 
sufficient to store information of the image. However, the 
matrix is not symmetric as a report by Haralick (Pal and Pal 
1989). Other directions do not add so much more informa-
tion about the image. Hence the time complexity to calculate 
the GLCM is reduced.

In this paper normalized co-occurrence matrix has been 
used which can be defined as:

Actually, there are 18 parameters which can be meas-
ured from normalized GLCM. In this study, two parameters, 
namely contrast and energy has been taken into considera-
tion to develop the objective function.

Contrast Local variations of gray levels are measured by 
contrast parameter. Large neighboring gray level differences 
are associated with high contrast (Haralick 1979). The equa-
tion of the contrast is given below:

(5)t(i, j) =

M−1∑
m=0

N−1∑
n=0

�(m, n)

�(m, n) = 1 if f (m, n) = i and f (m, n + 1) = j or f (m, n) = i and f (m + 1, n) = j

= 0 Otherwise

(6)p(i, j) = t(i, j)
�∑M−1

i=0

∑N−1

j=0
t(i, j)

Energy Energy is the measure of image homogeneity and 
it reflects pixel-pair repetitions (Haralick 1979). It is defined 
as:

The range of energy is [0, 1]. For constant image, it is 1.
Entropy Shannon defined the entropy as a function of the 

probability of occurrence of states of the system (Pal and Pal 
1989; Shannon 1948). Basically, an image can be thought 
as an information resource. The source is described by the 
probability vector which is nothing but the gray level histo-
gram. Let probability vector P as (p0 , p1, … , pi,… , pL−1) . 
For an 8 bit image the value L is 256. pi is the probability 
of occurrence of ith gray level in an image, for 0 ≤ i ≤ 255 . 
Basically, pi is the ratio between number of occurrence of a 
specific gray level to the total number of pixels in that image. 
According to Shannon, if a system has n different states with 
probability of occurrence pi for i = 1, 2, 3,… .n then the gain 
of information from ith event with probability pi is given 
by IGi = − log2 pi . The expectation of the values of IGi for 
Gi = 1, 2,… n is called entropy of the system. For an 8 bit 
image, n is replaced by L = 256. So the entropy of an image 
is defined as (Kapur et al. 1985):

(7)Contrast(Icon) =
∑
i,j

|i − j|2 p(i, j)

(8)Energy (Ien) =
∑
i,j

p(i, j)2

Actually, different authors have defined entropy of an 
image in a different way, but in this study, this definition 
has been taken into consideration. Entropy value reveals 
the information content in the image. If the distribution of 
the intensities is uniform, then we can say that histogram is 
equalized and the entropy of the image is more. For a con-
stant image, the value of entropy is 0.

Depending upon these three parameters the proposed 
objective function has been described as:

where FIT(.) is the objective function. He is the entropy of 
the enhanced image, Icon and Ien are the contrast and energy 
of the co-occurrence matrix. exp is the exponential operator. 
So the optimization problem has been defined as:

(9)Entropy(He) = −

n∑
i=0

pi log2 pi.

(10)FIT
(
vl, rl, vu, ru

)
= log{

[
Icon × exp

(
He

)]
∕Ien}
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3.2  Creation of initial population

The initial population is usually created randomly. The equa-
tion of standard method is given below:

 Yi is the ith individual. up and low are the upper and lower 
bound of the search space of the objective function. � is the 
random variable belongs to [0,1]. If the initial population 
carries a great variance, then it helps to restrict the prema-
ture convergence of the algorithm. The variance of the initial 
population significantly depends on � . In literature, � has 
been generated by uniform distribution. But here � has been 
generated with the help of one powerful chaotic sequence 
generator called logistic equation. It is proved in Sect. 3.3 
that the variance of initial population is better when � is gen-
erated by logistic equation. To measure the population diver-
sity of the initial population one metric has been proposed 
called diversity factor (Dt) (see Sect. 3.2.2). If the value of 
diversity metric is less than the specified threshold, then this 
initial population is suitable for searching the global best 
solution. The threshold value has been taken as 0.4 in this 
study. This has been done in this study because population 
with greater variance/diversity increases the search capac-
ity of population based metaheuristic algorithms (Fister Jr 
et al. 2013a; Fister et al. 2013b). The detailed explanation 
has been given in the next two sub-sections.

3.2.1  Chaotic sequence

The complex behavior of the non-linear deterministic system 
is defined by chaos (Boccaletti et al. 2000; Leandro and Viv-
iana 2009). It has been proved that the cooperative behavior 
of ants and food collection behavior of bees and birds also 
shows chaotic behavior (Sheikholeslami and Kaveh 2013). 
Chaos has non-repetition property and for this, it searches 
the best solution faster than any searching strategy that 
depends upon the probability distribution (Leandro and Viv-
iana 2009). It also has ergodicity property. Recently, chaos 
combined with metaheuristic algorithmshas been reported 
to produce good results (Leandro and Viviana 2009; Coelho 
and Mariani 2008; Caponetto et al. 2003). Chaotic sequences 
are used in metaheuristic algorithms for three purposes 1. To 
generate random numbers 2. To generate inertia weight 3. 
To perform the local search. In this study, it has been used 
to perform local search and to generate random numbers.

There are several chaotic generators like a logistic map, 
tent map, gauss map, sinusoidal iterator, lozi map, Chua’s 
oscillator etc. (Caponetto et al. 2003). Among that logistic 
equation is used in this study. The equation of logistic map 
is given below:

(11)

{
vl0, rl0, vu0, ru0

}
= arg[max vl,rl,vu,ru

{FIT(vl, rl, vu, ru)}]

(12)Yi = low + (up − low) × �

 a is a control parameter in the range 0 < a ≤ 4, Lm is the cha-
otic value at mth iteration. The behavior of the system mostly 
depends on the variation of a. Value of a is set to 4 and L0 
does not belong to {0, 0.25, 0.5, 0.75, 1} so as the logistic 
equation shows chaotic behavior (Coelho et al. 2009).

Another well-known chaotic map is Kent map (Fister Jr 
et al. 2014a; Fister et al. 2014b). It is used to generate a 
pseudo-random number and mainly used in secure encryp-
tion. It is defined as:

where 0 < m < 1 . So, if x(0) ∈ [0, 1] for all n ≥ 1 , 
x(n) ∈ [0, 1] . In accordance with the propositions (Fister 
Jr et al. 2014a; Fister et al. 2014b), m = 0.7 has been used 
in this study.

3.2.2  Diversity factor ( Dt)

Diversity factor has been used to measure the variance of the 
population in the swarm-based algorithms. It is defined as:

where 0 < Dt ≤ 1.
Fittbest is the fitness value of best solution and Fitt is the 

mean fitness value of the population at tth iteration. It is 
quite clear from the above Equation of diversity factor that 
if Dt is close to 1 then population diversity is low at tth 
iteration.

A population with a better variance increases the ability 
to jump out from local trapping. Population diversity was 
also measured by one metric called fitness diversity metric 
(FDM) (Fister Jr et al. 2013a; Fister et al. 2013b). FDM had 

(13)Lm+1 = aLm(1 − Lm)

(14)x(n + 1) =

{
x(n)∕m if 0 < x(n) ≤ m
(1−x(n))

1−m
if m < x(n) < 1

(15)Dt =
|||Fitt∕Fittbest

|||

Fig. 1  Variance (X-axis) vs. {FDM and Dt (Y-axis)} {FDM (popfact) 
and Dt (divfact)}
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been successfully employed in FA (Dhal et al. 2015a) and 
DE (Dhal et al. 2015b). However, it is evident from Fig. 1 
that the proposed Dt is opposite in nature compares to the 
FDM (Fister Jr et al. 2013a; Fister et al. 2013b).

3.3  Graphical analysis of the variance measurement 
of random number generators

Graphical and mathematical analysis of different random 
number generators have been performed in this study to 
prove that which random number generator is superior to 
produce better initial population in terms of greater variance. 
Greater variance among population also signifies the greater 
population diversity. There are three random number genera-
tors: uniform distribution based, logistic equation based and 
kent map based have been used and compare among each 
other in this paper. Figures 2a, 3a, and 4a are the graphi-
cal representation of these three random number genera-
tors respectively with 100 individuals within 100 iterations. 

Whereas, Figs. 2b, 3b, and 4b are the graphical representa-
tion of these three random number generators respectively 
with 25 individuals within 20 iterations. From the Figs. 2, 
3 and 4, it is clear that population generated by the logistic 
equation carries greater variance than population generated 
by uniform distribution and Kent map when the number of 
individuals and iterations are small or large respectively. 
The values of average variances which are summarized in 
Table 1 also demonstrates that logistic equation is better for 
producing better variance based initial population.

So, if the number of individuals is between 20 and 100 
then using of a logistic equation to generate population is 
justified. The initial population has been used for further 
processing in proposed BA as per the following rule:

then the corresponding population has been used for fur-
ther processing in the proposed BA.

if {Dt(initial population) ≤ 0.4}

Fig. 2  a Population generated by Uniform Distribution (X-axis: itera-
tion number, Y-axis: variance: with 100 iterations and 100 individu-
als). b Population generated by Uniform Distribution (X-axis: itera-
tion number, Y-axis: variance: with 20 iterations and 25 individuals)

Fig. 3  a Population generated by Kent Map (X-axis: iteration num-
ber, Y-axis: variance: with 100 iterations and 100 individuals). b 
Population generated by Kent Map (X-axis: iteration number, Y-axis: 
variance: with 20 iterations and 25 individuals)
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4  Bat algorithm and its variant

Bat algorithm, originally presented by Xin-She Yang 
under the inspiration of the echolocation behavior of 
bats (Yang 2010c, 2013) is one of the most efficient and 
rigid metaheuristic algorithms for solving computational 
problems.

4.1  Idealize the behavior of bats

There are three ideal rules which are assumed in the devel-
opment of the algorithm.

1. All bats use echolocation to sense distance, and they also 
‘know’ the differencebetween food/prey and background 
barriers in some magical way.

2. Bats fly randomly with velocity Vi at position Yi with a 
fixed frequency fmin, varying wavelength λ and loudness 
A to search for prey. They can automatically adjust the 
wavelength (or frequency) of their emitted pulses and 
adjust the rate of pulse emission r ∈ [0, 1], depending 
on the proximity of their target.

3. Although the loudness can vary in many ways, we 
assume that the loudness varies from a large (positive) 
A0 to a minimum constant value Amin. (Yang 2010c)

4. Pulse rate increase and loudness decrease when the bat 
going to reach to its prey.

5. In general, the frequency fmin a range [fmin, fmax] cor-
responds to a range of wavelengths [λmin, λmax] (Yang 
2010c).

4.2  Bat algorithm and its working strategy

The pseudo-code of BA is as follows:

1. Objective function has been taken following Eq. (10).
2. Initialize the population of bats, Y = {Yi|i = 1,2,3,…,n} as 

per Eq. (11) where � is generated with the help uniform 
distribution. Where, n is the number of bats or popula-
tion size, and Yi is the ith bat.

3. Initialize the Velocity (V), Loudness (A), and Pulse rate 
(r) to each bat randomly.

4. Global Search step: Generate new solutions by adjusting 
frequency using equations these are given below:

Here ficontrols the pace and range of the movement of 
every bat. � ∈ [0, 1] random number generated from uni-
form distribution.

5. Local Search step: Select corresponding best solution 
Ybest and create new solution using equation as:

f t
i
= fmin +

(
fmax − fmin

)
⋅ �

Vt+1
i

= Vt
i
+
(
Yt
i
− Y∗

)
⋅ f t

i

Yt+1
i

= Yt
i
+ Vt+1

i

if
(
rand > ri

)
then Z = Ybest + 𝜀 × Aavg

Otherwise, remains same

Fig. 4  a Population generated by Logistic Equation (X-axis: iteration 
number, Y-axis: variance: with 100 iterations and 100 individuals). b 
Population generated by Logistic Equation (X-axis: iteration number, 
Y-axis: variance: with 20 iterations and 25 individuals)

Table 1  Values of average variances

Best results obtained are given in bold
Avg.Var (100): Average variance when iteration number is 100 and 
the number of individuals is 100
Avg.Var (20): Average variance when iteration number is 20 and the 
number of individuals is 25

Method Avg.Var (100) Avg.Var (20)

Logistic equation 0.1219 0.1218
Kent map 0.0779 0.0751
Uniform distribution 0.0826 0.0786
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where Aavg is the average loudness of all bats and ��[−1, 1] , 
rand�[0, 1] is taken from uniform distribution

6. Simulated Annealing step: It is for maintaining popula-
tion diversity.

As pulse rate increases and loudness decrease when a bat 
is going to reach to its prey, So, increase ri using

where � = 0.3, t  is the current iteration number. ro
i
 is the 

initial pulse rate of ith bat.
Decrease Ai using
At+1
i

= At
i
× � where, � = 0.9.

7. Rank the bats and find the current best Y∗.
8. Repeat steps 4–7 until the stopping criterion.
9. Post process and visualize the result.

Bat algorithm is a composition of global search, local 
search and simulated annealing steps. At first, global search 
step or exploration has been done in step 4 followed by 
a random local search or exploitation on the best solu-
tion in step 5. Therefore, the exploration and exploitation 
efficiency of the BA purely depends on step 4 and 5. The 
simulated annealing step (i.e. step 6) helps the algorithm to 
maintain population diversity. Mature convergence to the 
actual global best position in less time is a crucial matter 
in swarm based algorithms which can be significantly con-
trolled by the proper parameter setting strategies, employed 
local search techniques and inertia weight. It is reasonably 
clear from the traditional Bat algorithm that its simulated 
annealing step helps to maintain the population diversity. 
For that reason, this study mainly concentrates on devel-
oping a proper inertia weight. It is also true that the local 
search ability and the simulated annealing step of the BA 
are significantly affected by the loudness (A) and pulse rate 
(r). That’s why this study also focuses to modify the updat-
ing rules of r and A. The proposed dynamically adapted 
inertia weight and modified rules for updating r and A are 
explained below:

4.3  Dynamically adapted inertia weight

The search process of Bat algorithm is very much com-
plex. The linearly increasing inertia weight is not a good 
idea (Bansal et al. 2011). This inertia weight does not help 
too much to converge in the actual global optima because 

if (rand < Ai & fit(Z) < fit(Yi))

accept solution of local search

rt+1
i

= ro
i
× (1 − exp(−�t))

it does not search the every point of the search space and 
does not depend on the individual’s performance. In this 
study, a dynamically adapted inertia weight which is given 
to every individual is different for every solution/individual. 
The modification of the inertia weight of every individual 
has been done depending on the performance of the solution.

Different inertia weight to each individual could be given 
by using chaotic sequence as it has the ergodicity property 
(Dhal et al. 2015c; Bansal et al. 2011). But chaotic iner-
tia weight is a kind of random inertia weight, which does 
not affected by the individual performance and population 
diversity. Therefore, in order to overcome that problem, an 
appropriate dynamically adapted inertia weight has been 
formulated here depending on the individual’s fitness value 
and diversity of the population.

Two main factors of dynamic inertia weight are evolution 
speed factor which is purely determined by the speed of each 
individual and aggregation degree which is deduced by the 
performance of the whole swarm. Yang et al. also proposed 
these two factors for particle swarm optimization algorithm 
in (Yang et al. 2007). But the definition of two factors in this 
paper is quite different from those of Yang et al.

4.3.1  Evolutionary speed factor (ESF)

where Fitgbest is the fitness value of global best solution up to 
generation number t. Fitt

i
 is the fitness value of ith individual 

at generation number t. It can be obtained that 0 ≤ ESF ≤ 1.
From the Eq. (16), it is clear that ESF strictly depends 

on the speed of the solution means how fast the solution 
reaches to the global best solution. If ESF is small then it is a 
good solution and inertia weight must be small for that indi-
vidual. When a solution is near to the global best solution 
then its speed becomes slow and it needs a local search or 
intensification around it. For this reason, the inertia weights 
of good solutions or the solutions with lower ESF values 
are decreased and those of bad solutions are increased, as 
inertia weight is inversely proportional to the ESF. From the 
equation, it is clear that ESF metric is different from the ESF 
used by Yang et al. in 2007.

4.3.2  Aggregation degree ( �)

The Equation of aggregation Degree is given below:

(16)

Evolutionary speed factor (ESFt
i
)

=
|||||

Fitgbest − Fitt
i

max(Fitgbest , Fitt
i
)

|||||
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Fitt is the mean fitness value of the population at tth itera-
tion. Fitmax and Fitmin are the maximum and minimum fitness 
values at tth iteration respectively.

When the value of � is small then population diversity 
is low. The capability to jump out from local minima is 
increased when diversity in population is better. So, inertia 
weight increases when � is increased.

Depending on these two factors the inertia weight is 
defined as follows:

As 0 ≤ ESF ≤ 1 and 0 ≤ � ≤ 1 , the range of inertia weight 
is 1 − �1 ≤ U ≤ 1 + �1 . Uini is the initial value of U which is 
set to 1 in this study. The values of parameters �1 and �1 are 
within the range [0, 1]. In this study the values are taken 
from experiences where, �1 = 0.9 and �1 = 0.1.

4.4  Self‑adaption of pulse rate (r) and loudness (A)

Pulse rate and loudness are initialized by logistic equation. 
Pulse rate is used in the Bat algorithm for intensification 
and loudness is used for simulating annealing step. As the 
iteration number increases the pulse rate increases and 
loudness decreases, but these traditional updating rules of 
pulse rate and loudness distort the main characteristics of 
any metaheuristic algorithm. The main characteristic of any 
metaheuristic algorithm is when the number of generations 
increases the intensification is done around the solutions 
and takes the best solutions for the next generation. But the 
basic Bat algorithm shows the opposite characteristics due 
to the conditions of the intensification and simulated anneal-
ing parts. For this reason, a new update technique for pulse 
rate and loudness has been taken into account in this study 
as given below:

 rt
i
 is increased if Xt

i
 is a bad solution and is remained same if 

it is a good solution. At
i
 decreases if Xt

i
 is a bad solution. The 

modification of pulse rate and loudness of each individual is 
greatly affected by ESF value of the corresponding solution. 
If ESFt

i
 approaches to 1 then it is a bad solution, otherwise 

it is a good solution. It is a quite good idea that if a solution 

(17)Aggregation degree (�) =
|||||
Fitt − Fitmin

Fitmax − Fitmin

|||||

(18)Ut
i
= Uini − �1

(
1 − ESFt

i

)
+ �1 ⋅ �

(19)
rt+1
i

= ro
i
× (1 − exp(−𝛼t)) if rand < ESFt

i

= rt
i

Otherwise

(20)
At+1
i

= At
i
× 𝛾 if rand < ESFt

i

= At
i

Otherwise

is better then increases the probability of intensification 
around the corresponding solution and takes it for the next 
generation. But if a solution is not good, then increases the 
chance of diversification around that solution to reduce its 
chance to go in the next generation. These facts are clearly 
supported by the conditions of the pulse rate and loudness 
modification.

4.5  Updation of frequency (fi)

Frequency plays a key role in Bat algorithm. It controls the 
rate of convergence of a solution to the global best solution. 
If it changes randomly for all solutions then it can affect the 
convergence rate of Bat algorithm. At first, the frequency 
has been given to all bats randomly using a logistic chaotic 
generator within the range [0, 1].The range of fi must be 
small for a good solution because it needs intensification 
and reduction for a bad solution as it desires diversifica-
tion. As ESF value determines whether a solution is good 
or bad the modification is done depending upon that value 
as defined below:

ESF always takes a small value for best solutions as 
described before. This modification always correct because 
if the solution is among the best solutions then the change 
in magnitude of that solution is small. So intensification 
is done around the best solution which is the target of any 
metaheuristic algorithm.

4.6  Chaotic local search

Local search strategies are beneficial when large jumps move 
the solution into a poor position and finding the global opti-
mum is a step by step fine tuning procedure. In the proposed 
BA, the chaotic local search has been done as it helps to 
converge into global optima (Choi and Lee 1998; Dhal and 
Das 2015).

4.7  Dynamically adapted and weighted Bat 
algorithm (DAWBA)

DAWBA has been proposed depending on novel dynami-
cally adapted inertia weight and modified rules of r, A and f. 
The algorithm is given below:

1. Objective function has been formed following Eqs. (10) 
and (11).

2. Initialize the population of n bats, Y = {Yi|i = 1,2,3,…,n} 
as per Eq. (11) where � is generated with the help of 
logistic equation. Then depending on the Diversity Fac-

(21)f t
i
= min(f t

i
, ESFt

i
)
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tor ( Dt ) of the generated population, it has been chosen 
by the following rule:

Then the corresponding population has been used for fur-
ther processing in the proposed BA.

3. Initialize the Velocity (V), Loudness (A), and Pulse rate 
(r) to each bat with the help of logistic equation.

4. Global Search Step: Generate new solutions by adjusting 
frequency using equations those are given below:

Here fi controls the pace and range of the movement of 
every bat. � ∈ [0, 1] random number generated using logis-
tic equation.

5. Local Search step: select corresponding best solution 
Ybest and create new solution using equation as:

where Aavg is the average loudness of all bats and rand�[0, 1] , 
Lm ∈ [0, 1] is the chaotic sequence generated by logistic 
equation.

6. Simulated Annealing step: it is for maintaining popula-
tion diversity.

As pulse rate increase and loudness decrease when bat 
going to reach to its prey. Therefore, increase ri and decrease 
Ai using the Eqs. (19) and (20), respectively.

7. Rank the bats and find the current best Y∗.
8. Repeat steps 4–7 until stopping criterion.
9. Post process and visualize the result.

if {Dt(initial population) ≤ 0.4}

f t
i
= fmin +

(
fmax − fmin

)
⋅ �

f t
i
= min(f t

i
, ESFt

i
)

Vt+1
i

= Ut
i
∗ Vt

i
+
(
Y∗ − Yt

i

)
⋅ f t

i

Yt+1
i

= Yt
i
+ Vt+1

i

if (rand > ri)

Z = Ybest + Lm × sign(rand − 0.5) × Aavg

Otherwise, remains same

if (rand < Ai & fit(Z) < fit(Yi))

accept solution of local search

4.8  Stopping condition

Find the optimal stopping condition is a challenging matter. 
It has been chosen experimentally. It stopping conditions 
are:

1. When the fitness value of the global best solution does 
not change for continuous ten iterations for a specific 
image.

2. But the maximum limit of iteration number is 100 to find 
the optimal parameters.

4.9  Quality metrics

4.9.1  Absolute mean‑brightness error (AMBE)

AMBE is basically used to measure the degree of the bright-
ness preservation (Shanmugavadivu et al. 2014). Let input 
image is f  and output image is G then the AMBE is calcu-
lated as:

where Meanf  and MeanG are the mean intensity of the input 
and output image respectively. If the value of AMBE is low, 
then the brightness preservation is better.

4.9.2  Peak‑signal to noise ratio (PSNR)

This statistical metric is also used to measure the perfor-
mance of image enhancement methods. PSNR is the ratio 
between the maximum possible power of the signal and the 
power of the noise (Yim and Bovik 2011). It is actually dis-
tortion metric which crucially depends on Mean-Squared 
Error (MSE) which is defined as:

where f andGare the inputs and output image respectively. 
M and N are the numbers of rows and columns of the image.

The PSNR is calculated as follows:

L is the number discrete gray level. For 8 bit image it is 
256.

If the value of PSNR is increased then the contrast of the 
image is also enhanced and Absolute Mean Brightness Error 
(AMBE) is also reduced to some extent.

(22)AMBE =
|||Meanf −MeanG

|||

(23)MSE(f ,G) =

∑N−1

i=0

∑M−1

j=0
[f (i, j) − G(i, j)]2

M × N

(24)PSNR(f ,G) = 10log10 (
(L − 1)2

MSE(f ,G)
)
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4.9.3  Quality Index based on local variance (QILV)

QILV is used to measure the structural information of the 
image (Dhal and Das 2017). A great amount of the struc-
tural information of an image is coded in its local vari-
ance distribution. Local variances features of an image can 
help to compare two images properly. The local variance 
of an image I is defined as Var

(
Ii,j
)
= E((Ii,j − Ii,j)

2) , being 
Ii,j = E(Ii,j) the local mean of the image. It may be estimated 
using a weighted neighborhood �i,j pixel under analysis with 
respective weights �p as:

The estimated local-variance of the image will beused as 
a quality measure of the structural similarity between two 
images. The mean of the local variance �VI

 is estimated as:

The (global) standard deviation of the local variable is 
defined as:

(25)

Var
�
Ii,j
�
=

∑
p∈�i, j �p

�
Ii,j − Ii,j

�2

∑
p∈�i, j �p

; Ii,j =

∑
p∈�i, j �pIp∑
p∈�i, j �p

(26)�VI
=

1

MN

M∑
i=1

N∑
j=1

Var(Ii,j)

(27)�VI
=

(
1

MN − 1

M∑
i=1

N∑
j=1

(
Var

(
Ii,j
)
− �VI

)2
) 1

2

Finally, the covariance between the variances of two 
images I and J is defined as:

Quality Index based on local variance (QILV) between 
two images I and J is as follows:

The first term of QILV equation carries out a comparison 
between the mean of the local variance distributions of both 
images. The second one compares the standard deviation of 
the local variables. The third term is the one to introduce 
spatial coherence. If QILV increases, then the structural 
information about the enhanced image is preserved.

5  Result section

The experiment is performed over 100 Gy-level images 
using MatlabR2009b with Windows-7 OS, x32-based PC, 
Intel(R) Pentium (R)-CPU, 2.20 GHz with 2 GB RAM. As 
BA is stochastic in nature, it produces dissimilar results in 
different run. That’s why BA and its variants have been run 
20 times for each image and the enhanced image with maxi-
mum corresponding fitness value is taken into considera-
tion.The proposed BA variant DAWBA has been compared 
with six other metaheuristic algorithms which include four 
well-known BA variants, traditional BA and Particle Swarm 
optimization (PSO) listed in Table 2. Tables 3 and 4 lists the 
values of the quality parameters and the objective functions 
of the Fig. 5a–h and 6a–h. Friedman ranking (Derrac et al. 
2011) based on fitness function maximization ability is also 
done in Tables 3 and 4. To compare the performance of 
BA variants average values of the quality parameters over 
100 images have been computed and represented in Table 5. 
Average computational times over 100 images are also meas-
ured and ranking based on it is also done in Table 6. Results 

(28)

�VIVJ
=

1

MN − 1

M∑
i=1

N∑
j=1

(
Var

(
Ii,j
)
− �VI

)(
Var

(
Ji,j

)
− �VJ

)

(29)QILV (I, J) =
2�VI

�VJ

�2
VI
+ �2

VJ

×
2�VI

�VJ

�2
VI
+ �2

VJ

×
�VIVJ

�VI
�VJ

Table 2  Algorithms used for the comparison

Variants Year References

Standard BA 2010 (Yang 2010c)
Hybrid Self-adaptive BA 2014 (Fister Jr. et al. 2014a)
(HSABA)
Modified BA(MBA)

2014 (Yilmaz et al. 2014)

Chaotic BA-IV (CBA-IV) 2014 (Gandomi and Yang 2014)
Hybrid BA (HBA) 2013 (Fister Jr. et al. 2013a)
Particle swarm optimization 

(PSO)
2009 (Gorai and Ghosh 2009)

Proposed BA – –

Table 3  Quality parameters 
values for Fig. 5 (Aircraft 
image)

Best results obtained are given in bold

Figs. Figure 5b
DAWBA

Figure 5c
HSABA

Figure 5d
HBA

Figure 5e
CBA-IV

Figure 5f
MBA

Figure 5g
BA

Figure 5h
PSO

PSNR 25.613 25.544 25.519 24.866 24.771 24.688 24.578
QILV 0.9633 0.9611 0.9606 0.9488 0.9413 0.9403 0.9401
AMBE 1.418 2.748 2.853 4.676 4.917 5.777 5.988
Fitness 22.1985 21.9130 21.8905 21.6997 21.6871 21.6415 21.6112
Rank 1 2 3 4 5 6 7
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of Tables 3, 4, 5 and 6 clearly demonstrate that DAWBA 
significantly outperforms the other six metaheuristic algo-
rithms in terms of convergence speed and objective function 
maximization capability.

5.1  Analysis of the consistency of the BA and its 
variants

The consistency of the BA and its variants has been meas-
ured by maximizing the proposed objective function itera-
tively. Each variant has been run 20 times for each image and 
the values of the maximum and minimum objective function 
have been recorded for that image over that 20 runs. Now 
the consistency has been taken as the difference between 
the maximum and minimum objective values of that corre-
sponding 20 runs. Therefore, the less difference represents 
better consistency. The same methodology has been used 
for 100 images. Then the average difference (AD) over 100 
images has been computed by the following equation:

Diff(Xi) = Max Obj(Xi) −Min Obj(Xi) ; p = 100where 
Max Obj(Xi) and Min Obj(Xi) are the maximum and min-
imum objective function values over 20 iterations for ith 
image respectively, and Diff

(
Xi

)
 is the difference between 

these two. The values AD for each BA variant have been 
given in Table 7 and their ranking is also done based on AD.

From the Table 7, it is clear that HSABA outperforms 
DAWBA and other variants. DAWBA is the second most 
consistent algorithm among those seven algorithms in terms 
of AD. But, Average values of the objective functions (Avg. 
Obj.) corresponding to that 20 runs have been computed 
which also indicates the measurement of the consistency. 
According to average objective function value over that 20 
runs DAWBA is better than other employed algorithms. 
Therefore, it can be said that there is greater chance of local 
trapping for HSABA compares to DAWBA because it gives 
minimum AD but fails to maximize the objective function 
like DAWBA.

(30)Average difference (AD) =
1

p

p∑
i=1

Diff(Xi)

Fig. 5  Aircraft image: a original, b result of DAWBA, c result of 
HSABA, d result of HBA, e result of CBA-IV, f result of MBA, g 
result of BA, h result of PSO, i result of BBHE, j result of DSIHE, k 
result of MMBEBHE, l result of CLAHE

▸
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5.2  Effect of logistic equation based initial 
population

It is proved in the Sect. 3.3 that logistic equation based initial 
population always carries greater variance. In this section, 
it is also proved that logistic equation based initial popula-
tion also contains better gbest solution in terms of fitness 
value. Table 8 lists the fitness values of the gbest solution of 
the initial population generated by uniform distribution and 
logistics equation. It can be noticed that the average fitness 
value of gbest solution of the initial population generated by 
logistic equation is always greater than the uniform distribu-
tion based gbest solution.

5.3  Effect of different strategies

DAWBA has been proposed by employing three strategies: a 
novel inertia weight, chaotic local search and dynamic adap-
tion of frequency (f), Pulse Rate (r) and Loudness (A). To 
investigate the effects of these strategies, the comparison 
has been done between the performances of BA with these 
strategies. This comparison will reveal the effectiveness of 
those strategies individually. The involved algorithms are 
as follows:

Standard BA.
BA with chaotic local search and proposed dynamic 

parameter adjustment method.
BA with chaotic local search, dynamic parameter adjust-

ment method and proposed inertia weight.
The fitness values, computational time and Friedman 

ranking based on their objective function maximization abil-
ity have been performed in Table 9. The effect of the pro-
posed inertia weight, dynamic parameter adjustment method 
and chaotic local search is quite clear from the Table 9. 
Chaotic local search and proposed parameter adjustment 
method increase the convergence speed and efficiency of the 
standard BA and hence, reduces the computational time. But 
application proposed inertia weight over that significantly 
enhances the capability of BA in terms of computational 
time and objective function’s maximization ability.

5.4  Parameter settings

Standard BA and DAWBA associated with a few parameters 
on which their efficiency significantly depends. Proper set-
ting of these parameters is performed based on the experi-
ence and self-adaption strategy. The parameters and their 
values are listed in Table 10.

Fig. 6  Jet image: a original, b result of DAWBA, c result of HSABA, d result of 
HBA, e result of CBA-IV, f result of MBA, g result of BA, h result of PSO, i 
result of BBHE, j result of DSIHE, k result of MMBEBHE, l result of CLAHE
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5.5  Graphical analysis of convergence rate

Convergence rate of the BA and its variants corresponding 
to Figs. 5 and 6 have been given in Fig. 7a, b, respectively. 
It can be easily verified that convergence rates of DAWBA, 
HSABA and HBA are far better than other BA variants and 
PSO. But, computational time clearly reveals that DAWBA 
is the best BA variants according to the convergence rate. 
It can be also seen from the corresponding graphs that 

the initial starting points of DAWBA are always above of 
the existing BA variants because the initial population for 
DAWBA is generated by logistic equation.

5.6  Graphical analysis of brightness preservation 
ability of objective function

The selection of the objective function for image enhance-
ment is a crucial task because it is a mathematical quality 

Table 4  Quality parameters 
values for Fig. 6 (Jet image)

Best results obtained are given in bold

Figs. Figure 6b
DAWBA

Figure 6c
HSABA

Figure 6d
HBA

Figure 6e
CBA-IV

Figure 6f
MBA

Figure 6g
BA

Figure 6h
PSO

PSNR 25.527 25.196 24.711 24.469 24.148 24.209 24.096
QILV 0.9551 0.9487 0.9453 0.9407 0.9387 0.9348 0.9384
AMBE 2.747 3.604 4.586 5.093 5.231 6.672 7.899
Fitness 23.1091 22.9507 22.8795 22.8387 22.8439 22.7173 22.5213
Rank 1 2 3 5 4 6 7

Table 5  Average quality 
parameters values over 100 
images

Best results obtained are given in bold

Over 100 images DAWBA HSABA HBA CBA-IV MBA BA PSO

Avg. PSNR 25.533 25.155 24.889 24.771 24.793 24.681 24.566
Avg. QILV 0.9520 0.9500 0.9466 0.9429 0.9430 0.9420 0.9401
Avg. AMBE 2.901 3.444 4.011 4.556 4.409 4.661 6.101
Avg. Fitness 22.1905 21.8811 21.8121 21.7901 21.7480 21.6540 21.5445
Rank over mean fitness 1 2 3 4 5 6 7

Table 6  Computational time 
and ranking of the BA variants 
based on it

Variants DAWBA HSABA MBA CBA-IV HBA Standard BA PSO

Avg. computational
Time (in s)

39.82 57.95 51.94 50.12 56.07 62.41 72.21

Friedman
Rank

1 2 4.5 4.5 3 6 7

Table 7  Ranking based on the consistency of the BA variants

Best results obtained are given in bold

Figs. name DAWBA HSABA HBA CBA-IV MBA Standard BA PSO

Max. Obj. Figure 5 22.1985 21.9130 21.8905 21.6997 21.6871 21.6415 21.6112
Figure 6 23.1091 22.9507 22.8795 22.8387 22.8439 22.7173 22.5213

Min. Obj. Figure 5 22.0922 21.8072 21.7924 21.4525 21.4441 21.3539 21.2944
Figure 6 23.011 22.8598 22.7635 22.4886 22.4531 22.3277 22.0545

Avg. Obj. Figure 5 22.1123 21.8456 21.7958 21.7181 21.6830 21.6561 21.4981
Figure 6 23.0879 22.9250 22.8134 22.7087 22.7183 22.5893 22.3768

Diff. = (Max – Min) Figure 5 0.1063 0.1058 0.0981 0.2472 0.2430 0.2876 0.3168
Figure 6 0.0981 0.0909 0.1160 0.3501 0.3908 0.3896 0.4668

AD over100 images 0.0967 0.0879 0.1137 0.3221 0.3442 0.4023 0.4988
Friedman
Rank

Over 100 images 2 1 3 4 5 6 7
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measurement of an image which is not always depicted cor-
rectly the visual quality. Original brightness preservation of 
the images which is the key necessity in consumer electron-
ics field is also main aim of this study. The employed objec-
tive function is excellent to preserve the original brightness 
because Fig. 8 shows that when the value of the objective 
function is increased for one specific image the AMBE 
reduces and PSNR increases maximum times. Therefore, 
this developed objective function is effective to evaluate an 
image in the original brightness preservation based image 
enhancement domain.

5.7  Comparison with other enhancement 
techniques

The image enhancement capability of the proposed WTBHE 
has been measured by comparing it to the different exist-
ing and well-known histogram equalization (HE) variants 
such as BBHE (Shanmugavadivu et al. 2014; Chen and 
Ramli 2004), DSIHE (Shanmugavadivu et al. 2014; Chen 
and Ramli 2004), MMBEBHE (Chen and Ramli 2004, 
2003a), and contrast limited adaptive histogram equaliza-
tion (CLAHE) (Zuiderveld 1994) which are also developed 
to maintain the original brightness if the image. Values of 
the Quality parameters such as QILV, PSNR and AMBE 
also measured of the enhanced images which are given 
in Table 11. For example, Fig. 5i–l and 6i–l represent the 
enhanced images produces by different techniques. Quality 

parameters in Table 11 and visual analysis of Fig. 5i–l and 
6i–l clearly prove that WTBHE is far better than these tech-
niques. In Table 11, MMBEBHE gives lowest AMBE values 
as this technique separate the input histogram by a specified 
threshold which preserved the minimum AMBE between 
input and output image. But visual analysis and other qual-
ity parameters clearly demonstrate that WBTHE is superior 
to MMBEBHE by maintaining the second lowest AMBE. 
Therefore, it can be said that measurement of only AMBE 
is not a great criterion for assessing the enhanced image.

6  Conclusion

This study proposed an improved BA variant called dynami-
cally adapted and weighted BA (DAWBA) by employing 
three strategies: (1) dynamically parameter adjustment 
method (2) chaotic local search (3) fitness based inertia 
weight. The first strategy intends to change the rules for 
modifying the pulse rate (r), loudness (A) and frequency 
(f) of each bat in BA. The proposed modified rules suc-
cessfully accelerate the convergence rate and reduce the 

Table 8  Effect of initial population generated by different random 
number generators

Best results obtained are given in bold

Image Fitness of gbest of initial population gener-
ated by

Uniform distribution in 
BA

Logistic 
equation in 
DAWBA

Figure 5 16.8823 17.1557
Figure 6 17.0511 17.1785
Avg. over 100 images 16.996 17.1120

Table 9  Measurement of effects of the different strategies

Best results obtained are given in bold

Image BA BA with chaotic local search and proposed 
dynamic parameter adjustment method

BA with chaotic local search, dynamic param-
eter adjustment method and proposed inertia 
weight

Aircraft (Fig. 5) 21.6415 21.8113 22.1985
Jet (Fig. 6) 22.7173 22.9011 23.1091
Avg. fitness over 100 images 21.6540 22.0698 22.1905
Avg. computational time (in s) 62.41 51.55 39.82
Friedman Rank 3 2 1

Table 10  Parameter settings of BA and DAWBA

Parameter BA DAWBA

r r ∈ [0, 1]

Uniform distribution
r ∈ [0, 1]

Logistic equation
A A ∈ [0, 1]

Uniform distribution
A ∈ [0, 1]

Logistic equation
� � ∈ [0, 1]

Uniform distribution
� ∈ [0, 1]

Logistic equation
� 0.3 0.3
� 0.9 0.9
Population size (n) 30 30
� (initial population) � ∈ [0, 1]

Uniform distribution
� ∈ [0, 1]

Logistic equation
f f ∈ [0, 1]

Uniform distribution
f ∈ [0, 1]

Logistic equation
�
1
 (inertia weight) 0.9

�
1
 (inertia weight) 0.1
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computational time of proposed BA variant. The second 
one focuses on the enhancing of exploitation ability of BA 
by incorporating chaotic local search into it. The third one 
defines a new fitness based dynamic inertia weight to bal-
ance between exploration and exploitation which also assists 
to increase the efficiency of the BA. The efficiency of the 
DAWBA has been measured in the image enhancement 
domain. A parameterized variant of HE associated with four 
enhancement control parameters has been proposed in this 
study called weighted and thresholded Bi-HE (WTBHE). 
The proper enhancement of the input image significantly 
depends on the fine tuning of these four parameters and 
proper selection of objective function. An objective function 

is formed based on entropy, contrast and homogeneity infor-
mation. Experimental results prove that this objective func-
tion helps to preserve the original brightness of the input 
image to some great extent. DAWBA and other metaheuris-
tic algorithms are employed to set the four parameters of 
WTBHE properly with the assistance of developed objec-
tive function. Experimental results show that DAWBA gives 
better performance than other some existing modified BA 
and other well-known employed metaheuristic algorithms 
in terms of maximization of the objective function, compu-
tational time and consistency. Table 9 clearly demonstrates 
that proposed dynamic parameter adjustment method with 
chaotic local search significantly enhance the capability 
of BA within less computational time. But, application of 

Fig. 7  Convergence curves of the BA and its variants: a For Fig. 5. b 
For Fig. 6

Fig. 8  Changes of AMBE and PSNR with respect to objective func-
tion: a For Fig. 5. b For Fig. 6
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proposed inertia weight again increases the efficiency of BA 
to some great extent by considering the convergence rate 
and maximization of objective functions. Proposed WTBHE 
also proves its significant supremacy over existing well-
known HE variants such as BBHE, DSIHE, MMBEBHE 
and CLAHE visually and mathematically. In future, these 
proposed three strategies may help other metaheuristic algo-
rithms to increase their efficiency in several optimization 
fields and the proposed image enhancement model may be 
useful in the medical image enhancement domain.
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