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Abstract Web caches are useful in reducing the user

perceived latencies and web traffic congestion. Multi-level

classification of web objects in caching is relatively an

unexplored area. This paper proposes a novel classification

scheme for web cache objects which utilizes a multinomial

logistic regression (MLR) technique. The MLR model is

trained to classify web objects using the information

extracted from web logs. We introduce a novel grading

parameter worthiness as a key for the object classification.

Simulations are carried out with the datasets generated

from real world trace files using the classifier in Least

Recently Used-Class Based (LRU-C) and Least Recently

Used-Multilevel Classes (LRU-M) cache models. Test

results confirm that the proposed model has good online

learning and prediction capability and suggest that the

proposed approach is applicable to adaptive caching.

Keywords Web caching � Predictive caching � Adaptive

caching � Content classification � Performance � Logistic

regression

1 Introduction

Caching and replication of web contents are well accepted

techniques to improve the performance of web services. A

proxy-cache deployed near to a client serves the web

documents locally as shown in Fig. 1. This increases the

client side download speed and reduces the outborn traffic.

An efficient proxy-cache server can deliver most of the

requests from its local cache. The performance of such a

service depends on the cache architecture, admission pol-

icy, replacement method and cache consistency. Handling

the input traffic dynamics is the key aspect in a cache

server’s success.

With the introduction of web cache systems, traffic

characteristics like self-similarity (Dill et al. 2002), popu-

larity of web objects (Breslau et al. 1999) and web sites

(Krashakov et al. 2006) were identified as important. These

characteristics are utilized to optimize and improve the web

cache performance using better cache replacement algo-

rithms, cache architecture and cache consistency. The web

is highly dynamic in nature with respect to the type of

applications, growth, number of users and services. Hence,

the reported traffic properties and their values are liable to

change continuously. Thus, generalizing the characteristics

of the web traffic is considered to be difficult (Cobb and

ElAarag 2008).

The web caching task includes object caching, object

replacement and consistency handling of an object. Each of

the subtask arises in the following situations:

1. Caching to decide whether an object is to be cached or

admitted to the cache store, when it arrives from the

origin server.

2. Replacement to decide whether an object is to be

replaced/evicted from the cache store, when the cache

storage is full. This is the process of finding out the

best candidate for eviction.

3. Consistency to decide an action (update/pre-fetch),

when an object in the cache store becomes stale.
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The above mentioned tasks are simple object selection

issues, in which an object is selected using some grading

value. The basic caching policies estimate this grading

value using certain object request statistics like recency and

frequency. The corresponding algorithms are known as

LRU (Least Recently Used) and LFU (Least Frequently

Used), respectively. These schemes are simple to imple-

ment and perform well in the case of uniform objects and

latencies. As they cannot adapt with the size of the object

and changes in traffic patterns, they are not good enough

for the web caching. Extended methods like Greedy Dual-

Size Popularity (GDSP) (Jin and Bestavros 2000), LUV

(Least Unified Value) (Bahn et al. 2002) and Grade (Bian

and Chen 2008) use a combination of two or more object

attributes for decision making. They generally perform

better than the basic caching schemes. The adaptive and

intelligent caching schemes estimate the grading value by

using the request statistics, network information and web

server’s capacity, which utilizes statistical or machine

learning techniques (Sulaiman et al. 2008; Cobb and

ElAarag 2008; Yang and Zhang 2003). The grading value

used in these methods captures the traffic dynamics better,

but with more computational overhead.

Podlipnig et al. (Podlipnig and Böszörmenyi 2003)

conduct an extensive survey on cache replacement

schemes. They claim that the caching schemes are influ-

enced by four factors (characteristics) while applying a

caching or a replacement strategy. The factors are fre-

quency, recency, size and cost. However, it is very difficult

to keep track of the history of all these factors simulta-

neously. Hence most of the existing approaches rely upon

some object grading mechanism, like popularity-rank of

the object (Chen and Zhang 2003; Jin and Bestavros 2000),

cost function for retrieval of an object (Li et al. 2007; Cao

and Irani 2002) and page grade (Bian and Chen 2008). All

these approaches assume some general characteristics to

define the grading parameter. These methods are not

applicable if the traffic nature is dynamic. To tackle this

situation, researchers adopted intelligent and heavy

machine learning techniques in the form of neural networks

(NN) (Cobb and ElAarag 2008), artificial intelligence (AI)

(Sulaiman et al. 2008) and web log mining technique

(Yang and Zhang 2003) for which the computational

overheads are high. Also, the practical feasibility of such

methods is yet to be established. So, we propose a semi

intelligent classification method (for object grading) which

uses a light-weight machine learning technique and is

adaptable to the dynamic nature of the web traffic.

The beneficiaries of caching are both users and system

resources. Users will experience an immediate delivery of

the object, as it is delivered from a local cache server. The

demand for network resources such as bandwidth and

server capacity will be reduced when the objects are

cached. Generally, these benefits are represented in the

form of two performance metrics named as hit ratio (HR)

and byte hit ratio (BHR), which are borrowed from the

conventional processor cache. Intuitively, HR indicates the

benefit of caching from the user’s perspective and the BHR

reflects the cache benefits for the network resources. Note

that in a processor cache, all the object attributes (size,

latency and type) are uniform. Though HR and BHR are

indicative of the performance in terms of percentage of

saving, they are only very peripheral when the complex

nature of web caching is considered. So, there is a need for

other meaningful metrics which combine the object attri-

butes and the benefits of caching.

Caching schemes can be developed using an object

classification approach. In fact, an inherent (or hidden)

classification works in all caching schemes, except for the

basic caching algorithms. For instance, the model descri-

bed by (Jin and Bestavros 2000), classifies objects into two

classes; cache-able and non cache-able, according to its

popularity and size. A classification scheme of user

requests for objects as cache-able and non cache-able is

given in (Cobb and ElAarag 2008), which uses the neural

network (NN) as the classifier. To the best of our knowl-

edge, only binary classification schemes are available for

web cache objects, which use cache-ability of the object as
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the key for classification. Motivated by this fact, we pro-

pose a generic classification scheme, which classifies the

web objects into multilevel classes with reasonable pre-

diction capability. We believe that this classification

method can perform better than the binary classifiers. Our

approach is different from the earlier classification

approaches by constructing a model for the object wor-

thiness with the informations extracted from the web traf-

fic. This approach incorporates traffic patterns and object

properties and can be extended or modified for a specific

form of caching; examples include multimedia caching,

server side caching and cooperative caching.

Logistic regression (LR) models are widely used in a

number of applications, particularly in the medical field

for the classification of data. Other classifier tools of

interest are Artificial Neural Network (ANN), Support

Vector Machine (SVM), K-nearest Neighbors and Deci-

sion Trees. Among these, LR and ANN methods are quite

popular (Dreiseitl et al. 2001). The reported results in

(Long et al. 1993) suggest that there is no significant

performance difference between LR and Decision Trees.

We have not considered the K-nearest Neighbors as its

classification performance is not good enough to be

comparable with LR and ANN (Dreiseitl and Ohno-

Machado 2002).

The LR models have many advantages over other

machine learning models (Sargent 2001). They are simple

and flexible compared to the other models (Dreiseitl et al.

2001; Sargent 2001). The interpretation of results, ease of

use and implementation support in various software pack-

ages are the main attractions of the LR method. Based on

the observations, we choose MLR as the classifier (which

has less computational overhead and simplicity, compared

to the NN counterpart). Also, our caching model does not

demand very high classification accuracy which is offered

by the neural network classifiers (Green et al. 2006). The

major contributions of this work are:

• Proposing a novel content classification scheme, which

classifies the web objects into multiple classes.

• Computing a new comprehensive quality parameter

worthiness for web objects, to help in caching

decisions.

• Providing an experimentation showing that our method

is flexible and adaptive compared to the binary level

classification.

The remainder of the paper is organized as follows.

Section 2 discusses the details of the related research.

Section 3 introduces the classification scheme and the

MLR model. Section 4 presents the details of simulation,

data processing and performance evaluation. Section 5

gives the results of the simulation experiments. Section 6

concludes the paper, with suggestions for future work.

2 Related work

In spite of the large number of proposed caching schemes,

traffic analysis reports and replacement algorithms in the

literature, only a few of them pay attention to the web

object classification. (Foong et al. 1999) proposes a binary

logistic regression model to predict the future access pat-

tern. Their study considered size, type, previous hits and

time since the last access as predictive variables (Xs) and

the response variable (Y) maps into two categories; the

object will be re-accessed in a given forward looking

window (with Y = 1), or not (with Y = 0). This approach,

though simple in design, does not address the download

latencies of the object. As there is no specific object clas-

sification scheme adopted, this model is limited for content

distribution applications.

A nonlinear model is used by (Koskela et al. 2003) to

predict the value of each cache object using the features

from the HTTP responses of the server, the access log of

the cache and from the HTML structure of the object. Here

the web objects are classified into class0 and class1. The

classification is done with respect to only one parameter:

popularity. Even though the results are promising, it lacks a

general classification approach and hence useful mainly for

cache replacement.

An adaptive method is suggested in (Tian et al. 2002)

using NN to predict the future access of web pages. This

model is similar to (Foong et al. 1999), except for the

usage of the NN. This approach has definite advantages of

the NN, but lacks a strong classification scheme. The

Neural Network Proxy Cache Replacement (NNPCR)

technique suggested in (Cobb and ElAarag 2008), extracts

frequency, recency and size from the web logs to predict

the cache-ability of an object. Even though this model has

high learning rate and prediction accuracy, it does not

consider the previous latencies and type of the objects,

which are important in the current web cache. Though the

approach in (Bian and Chen 2008) is promising as it uses a

page grading mechanism, its prediction mechanism is

weak. This model also does not use any object classifica-

tion method.

It is worth mentioning the classification scheme pro-

posed by (Pallis et al. 2007), even though it is applicable

for CDN’s (Content Delivery Networks) only. A binary

scheme classifies the objects as dynamic and static

according to the user’s interest (or popularity). However,

this scheme does not consider the size, type and latency in

order to estimate the quality value of the object.

Thus, the number of caching schemes based on web

object classification is low and are with some limitations.

So there is a need for further research in this direction. In

the proposed work, we use a discrete choice parameter as a

key for classification in contrast to the binary classification
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in the above works. Our technique is similar to (Foong

et al. 1999) in the sense that both use Logistic Regression

for the object classification. Rather than concentrating

much on the cache-ability of objects, we focus on a general,

predictive object classification scheme, which can be uti-

lized for cache admission, replacement and pre-fetching.

3 The proposed content classification scheme

Our proposed scheme is derived from (Foong et al. 1999),

where the web access is modelled as hit/miss sequence and

targeting whether an object would be referenced in the near

future or not, using a binary LR model. Our idea is dif-

ferent from this by the use of grading parameter worthi-

ness, which incorporates object attributes and traffic

parameters to a single factor. The worthiness parameter has

advantages over the other parameters such as grade (Bian

and Chen 2008), cost (Li et al. 2007; Cao and Irani 2002)

and popularity (Chen and Zhang 2003; Jin and Bestavros

2000) as it is comprehensive and generic. So, the worthi-

ness parameter can be tuned for a specific form of content

distribution (e.g., multimedia caching and object pre-

fetching). Rather than finding the value of the worthiness of

objects individually, a relationship is to be obtained among

the object attributes and traffic characteristics, which is to

be mapped to multilevel classes.

As mentioned earlier, caching schemes are generally

influenced by four factors (characteristics) of objects while

applying a cache admission/replacement strategy (Podlipnig

and Böszörmenyi 2003) as listed below:

• Frequency the number of references to an object in the

past (popularity).

• Recency the time elapsed since the last reference to the

object (reflects temporal locality in the request stream).

• Size the size of the object.

• Cost the cost of fetching an object from the origin

server (usually a function of frequency and size).

We consider three more parameters to estimate the

worthiness of an object. They are—Consistency in popu-

larity—the mean popularity obtained by considering the

past accesses as number of windows.

• Distance to the origin server (or previous download

latency): the time taken for an object to get into

the cache. Usually this is pd þ Sd, where pd is the

propagation delay (travelling time) and Sd is the

processing time at the origin server. We understand

that this parameter is very difficult to measure correctly

in the practical situations. However, we include this

parameter to avoid caching of objects from nearby, fast,

and powerful web servers.

• Type of the object: the different types of web objects

include HTML, image and applications.

3.1 The classification problem

The classification problem is essentially a decision on the

class membership (Dreiseitl and Ohno-Machado 2002).

More specifically, a classifier h maps any object x [ X to

its true classification label y [ Y defined by some unknown

function g : X ! Y on a dataset T ¼ fðx1; y1Þ; ðx2; y2Þ;
. . .; ðxn; ynÞg: The class label values could be dichotomous

(y values are either 0 or 1) or polytomous (y takes more

than two values) and xi are usually m-dimensional vectors

(Dreiseitl and Ohno-Machado 2002).

To classify the web objects, two approaches are possible

as can be seen from Fig. 2a and b. One is by labeling the

classes according to the grading parameter (e.g., cost, rank

or worthiness), which can be used as a key for caching

tasks like admission or replacement. The second approach

is by assigning class label values with respect to object

attributes like frequency, recency and size (e.g., a class

with popular objects with small size). Both the approaches

are relevant in its own way; the first approach is useful

when the intention is to develop caching schemes by a

single quality factor of the objects and the second approach

has the advantage of grouping the objects with combination

of attributes. The second approach is useful to analyze the

nature of objects which are handled by the cache. We

choose the first approach as our objective is to develop a

caching scheme using classification.

3.1.1 Object worthiness

The notion of object worthiness is similar to rank (Chen and

Zhang 2003; Jin and Bestavros 2000), cost (Li et al. 2007;

Cao and Irani 2002) and page grade (Bian and Chen 2008)

but is different in definition and in the method of computa-

tion. The above parameters classify the objects according to

cache-ability, popularity, size and cost of fetching and

captures these parameters online. Their objective is to

increase the performance of the cache server by keeping

most of the popular objects in the cache. However, it is not

feasible to keep track of the history of all these factors

simultaneously. Hence most of the existing grading mech-

anisms have considered only the popularity and size and did

a trade off between HR and BHR. This may improve the

cache performance from the users perspective, but the per-

formance will not be consistent with the changes in the

traffic patterns. Our objective is to classify the web objects

using the worthiness parameter which adapts to the traffic

conditions and object properties. The worthiness of an object
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is essentially its merit to become a new member of the cache

store, or to continue its membership.

Definition 1 The object worthiness W of a web cache is a

discrete choice variable which is defined as

W ¼ Fðx1;x2; . . .;xmÞ ð1Þ

where W takes values from 0 to N - 1 in a N-class clas-

sifier and xi s are the individual worthiness contributions.

In this paper, six factors are considered for computing the

aggregate worthiness as given in Tables 1, 2. The number

of such independent variables is flexible and can be deci-

ded based on the relevance.

3.1.2 Computing the object worthiness

The goal of the data stream classifier is to go online and

adapt with the line conditions. The desirable features of

such a classifier are fast response time and the use of

less memory and computational resources (Attar et al.

2010). Another desirable aspect of the classifier is its

stability in prediction accuracy. It is known (Miller 2002;

Ahn et al. 2007) that a single classifier model performs

poorly. Averaging or ensembling of multiple models can

address this problem (Friedman et al. 2000; Ahn et al.

2007).

Ensembling addresses the stability issue of the classifier

by combining multiple classification models and features

of the data. The different options of combining are parallel

combining, stack combining and weak combining (Ahn

et al. 2007). In weak combining method, classifiers of the

same type are trained using the same set of features or

subsets of the same set. In our proposed method, we use a

weak combining ensembling since the classifier is meant

for classifying input data stream of the web cache server.

The weak combining is desirable because it learns faster

and consumes less resources (Chu et al. 2004).

Consider a multiclass classification environment where

the training data for an ensemble is represented as

(a) (b)

Fig. 2 Possible ways of classifying web objects for caching a Objects are classified according a grading parameter worthiness, b classified

according to attributes

Table 1 Variables and

descriptions
Variable name Notation Description

Independent variables

Primary variables

Popularity xp The factor represents relative popularity of an object

Recency xr The factor represents the recency of the object

Object size xs Size of the object in bytes

Auxiliary variables

Popularity consistency xpc The factor represents bursts in popularity

Delay xd The factor represents delivery time of objects or

distance to the origin server

Type of object xt Object types fall into three categories html/text,

image/video, application

Dependent variable W Aggregate worthiness factor
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ðX; YÞ ¼ fðxi; yiÞ; i ¼ 1; . . .;Ng ð2Þ

where xi is a vector-valued sample attribute and yi [
f1; . . .;mg is the class label. Since yi is mapped as new

parameter worthiness (which is not directly available from

the cache logs), it is computed using the adaptive technique

depicted in Fig. 3. The worthiness factor is (re) computed:

(1) for training the classifier, (2) when learning or predic-

tion accuracy is not within the expected limit, (3) when a

concept drift is detected.

Consider a continuous data stream with the point of

observation at T. Let WF and WB are the forward and back-

ward looking windows with number of samples as NF and

NB, respectively. The simple way to compute the worthiness

factor is by comparing the actual values in the WF with the

threshold values by assigning the weight for individual

worthiness contributions. We denote ck
l as the score of

sample k at T for the attribute l. Then the new score of the

sample k (for the attribute l) at T ? 1 is cl
k ± dl

k, where dl
k is

the score in WF.

Let Alj ; j ¼ 1; . . .; p be the threshold values of different

p attributes and alj be the estimate of observed values in

WF. dl
k is computed using a function (either growing or

decaying) according to the observed value in WF and the

history of past samples as

dl
k ¼ C1 NF; alj ; c

l
k

� ��
aðljÞ �Alj ð3Þ

or

dl
k ¼ C2 NF;�alj ; c

l
k

� ��
aðljÞ\Alj ð4Þ

C1 and C2 are chosen by analyzing the trace data and the

nature of the attribute. The aggregate score yk is computed as

yk ¼
X

8l
cl

k � xk ð5Þ

This method computes the worthiness class of the objects

by computing the score (contribution) of all attributes,

successively. Minor changes and tuning are necessary for

computing the score of attributes like consistency in

popularity and the delay. Algorithm 1 describes this

computational process.

Table 2 Notations used in the model

Notations

used

Meaning

N Number of references

Oi ith cache object

S Size of the object

t0 Time of consideration

tr Time of last reference to the object

f Frequency; number of times the object

referred in the previous window

p Aggregate popularity index

k Number of windows

pi Popularity indices of windows, where

i ¼ 1; 2; . . .; k

te Elapsed time for the object, when

it is delivered from origin server

T Constant used to subdue the recency factor. The value

is chosen by observing the timing information

Speed Bit rate of outer link from the cache server

Data
Stream

Pre
Processor

Learning

Prediction

Computation
Worthiness

W

Error

Error

W

Fig. 3 A generic model for computing the worthiness from the data

stream and integrating with the classifier
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3.2 The MLR model

A MLR model is used for the data where the dependent (or

response) variable is unordered or polytomous (multicate-

gory), and the independent (or explanatory) variables are

continuous or categorical predictors (Hosmer and Leme-

show 2000; Agresti and Wiley 1990; Wang 2005). This type

of model is therefore measured on a nominal scale and was

introduced by McFadden in 1974. This model is also called

as discrete choice model and is an extension of the binary

logistic regression. In a binary logistic model, a dependent

variable has only a binary choice (e.g., presence or absence

of a characteristic), whereas the dependent variables in a

multinomial logistic regression model can have more than

two choices that are coded categorically, and one of the

categories is taken as the reference category (Wang 2005).

An important application of the multinomial logistic

model is in determining the effects of explanatory variables

on a subject’s choice from a discrete set of options. An

explanatory variable takes different values for different

response choices.

A general MLR model is of the form

Y ¼ b� X ð6Þ

where Y is the unordered dependent variable, b is the

vector of coefficients and X is the vector of independent

variables.

We assume that the categories of outcome or response

variables, Y, are coded as 0; 1; . . .; J þ 1, and the explana-

tory variables X is a vector of size p ? 1, as in (Hosmer

and Lemeshow 2000; Agresti and Wiley 1990). In the

model we define J logit (logistic) functions g1(x) to gJ(x) as

follows:

g1ðxÞ ¼ log
PðY ¼ 1jxÞ
PðY ¼ 0jxÞ

� �

¼ b10 þ b11x1 þ b12x2 þ � � � þ b1pxp

¼ Xb1

g2ðxÞ ¼ log
PðY ¼ 2jxÞ
PðY ¼ 0jxÞ

� �

¼ b20 þ b21x1 þ b22x2 þ � � � þ b2pxp

¼ Xb2

gJðxÞ ¼ log
PðY ¼ JjxÞ
PðY ¼ 0jxÞ

� �

¼ bJ0 þ bJ1x1 þ bJ2x2 þ � � � þ bJpxp

¼ XbJ

The conditional probabilities are now calculated as

PðY ¼ ijxÞ ¼ expðgiðxÞÞPJ
k¼1 expðgkðxÞÞ

ð7Þ

where Yi is the unordered categorical dependent variable

for the observation i (which takes an integer value from 1

to J), xi is the vector of k explanatory variables for obser-

vation i, and bj is the vector of coefficient for category J.

We apply the multinomial logistic regression by con-

sidering the object worthiness W as a dependent variable

and the independent variables (x ’s) are drawn from the

cache logs. Thus,

W ¼ b� X ð8Þ

where X is the vector of x values. The object worthiness is

defined to have eight1 categories. The ‘0’ category is the

least worthy objects and the category ‘7’ is with the most

worthy objects. Note that we could use Ordered Logistic

Regression (OLR) since the dependent variable object

worthiness has some order. But the MLR method is robust

and covers a much wider class, and the OLR method is

treated as a special case of MLR (Hosmer and Lemeshow

2000; Komarek 2004).

The worthiness factor of web objects is an unknown

function. A MLR model is constructed and trained to

approximate this unknown function from the real-world

data. The model is trained using x values to estimate b
coefficients. The beta values are computed by the Maxi-

mum Likehood Estimation (MLE)2 method (Hosmer and

Lemeshow 2000; Agresti and Wiley 1990). Then the model

is validated using an internal validation technique. Figure

4 shows the MLR training and prediction. To train the

model, x values are fed along with aggregate worthiness

value W. This yields a matrix of b coefficients. The details

of validation and testing are discussed in subsequent

sections.

4 Simulation

Our simulation experiments include, processing of the web

traces, training and verification of the MLR model and the

cache simulation. We have collected the traces and sani-

tized logs from the IRcache proxy-cache servers (NLANR,

Last accessed in January 2010) as shown in Table 3a.

These logs typically contain 10 fields as shown in

Table 3b. The hit ratio in Table 3a is the hit ratio measured

1 There are six explanatory variables. Hence, we consider the nearest

power of 2 as 8. This gives a flexibility to redefine W, according to an

application.
2 Maximum likelihood estimation begins with writing a mathematical

expression known as the Likelihood Function of the sample data. The

likelihood of a set of data is the probability of obtaining that particular

set of data, given the chosen probability distribution model. This

expression contains the unknown model parameters. The values of

these parameters that maximize the sample likelihood are known as

the Maximum Likelihood Estimator.
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using a standard trace analyzing tool proxytrace and Zipf

slope is measured using zipfR package of R Language

software (Team 2008).

The initial file processing is done using a standard Unix

utility awk, to extract the timestamp, frequency, size, URI,

and the type of the objects. Then, the individual worthiness

contributions are computed, and normalized to generate the

dataset.

4.1 Data pre-processing

The need for preprocessing arises because of the large

dispersion of data of the collected trace files. For example,

size of an object varies from few bytes to several Mega

bytes and the timing informations used to be much more

scattered. The data pre-processing serves the following

purposes: (i) subdues the data so that it can be fed directly

to the MLR model, (2i) computes the worthiness contri-

bution of each data (field). The worthiness contribution of

the object’s popularity (Jin and Bestavros 2000) is com-

puted as a relative score. Let object Oi be referenced fi
number of times at an instant. Assume that there are

n distinct objects referred through the cache (Refer Table

2). Then the worthiness factor of Oi contributed by popu-

larity is computed as

xp �
fi � n

N
ð9Þ

Further, the contribution of the object’s size is considered

as an integer function of its size and speed of the outer link

(in our experiments, we assume its value as 256 Kbps to 2

Mbps, depending upon the average size of the objects in

the workload) and is computed as

xs �
S

Speed
ð10Þ

To capture the temporal locality, the worthiness

contribution of recency of an object is evaluated as

shown in Fig. 5. Let the time of last access to the object

be tr. Let the elapsed time (or number of references to other

objects) since its last access be Ds which is equal to t0 - tr.

Then the contribution to the worthiness factor is

xr �
Ds

T
ð11Þ

The type of an object is classified into four categories;

HTML (php, text), image/video, others (pdf, ps) and

applications (cgi, asp). The type ‘applications’ include

those objects, which are dynamically generated in the

Fig. 4 MLR training and prediction

Table 3 Traces used and the fields of the cache logs

Date Number of requests Trace/source Hit ratio (%) Zipf slope

(a) Traces used

1st September 2007 2,80,062 NLANR-pa 36 0.72

1st October 2008 2,10,734 NLANR-pa 32 0.76

10th August 2007 2,43,356 NLANR-bo2 26 0.69

9th January 2007 5,44,356 NLANR-sj 20 0.80

23rd January 2005 28,338 Internet Traffic Archive 48 0.72

Time stamp Elapsed time Client IP HTTP code Size

(b) Fields in the cache log

Request Method URL User ident Hierarchy data Content type

W1W2W3

. . . Δτ

p1p2p3

Popularity indices

Windows with size L

Elapsed time since last access

Last reference

Cache Object

Fig. 5 Computing the popularity consistency and the weightage of

recency
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origin server. Hence these objects are not good candidates

for caching. Weightages are assigned to the different types

following a similar convention as in (Tian et al. 2002).

These weights are needed as the variable type is non-

metric. We choose ‘15’ for HTML, ‘10’ for images, ‘5’ for

other types and ‘0’ for applications. These values are

chosen based upon the relative frequency of the type of

files.

The consistency in popularity is taken into account to

reduce the effect of bursts (large number of accesses in a

small duration) in popularity (Jin and Bestavros 2000). In

Fig. 5, the object references are taken as number of win-

dows. Let the object Ok be referred at t0 and pi, i ¼ 1; 2; . . .
be the popularity indices with p be the mean popularity

(weighted average of pi’s). We need to check whether the

current popularity is due to a burst in one of the windows.

For this purpose, we do the variance analysis of pi [r (pi)].

That is, the integer values of the range [0 : 9] are assigned

to xpc with the following restrictions:

• maximum value 9 is assigned if the current popularity

is consistent (pi & p, V i or r (pi) & 0).

• 8 is assigned if p is less consistent ðpi [ rapprox p; 9iÞ
and so on.

• minimum value 0 is assigned if there is a burst in one of

the windows (pi i p, A i or r (pi) & 1).

The factor xd is obtained by measuring the elapsed time

of the object when it is delivered from the origin server. An

object which is delivered faster is a less worthy object for

the cache. The same object may experience varying

elapsed times. This situation is handled by considering the

mean of the elapsed times. Finally, the fields of the dataset

(X) are normalized using a linear normalization function in

the range ½X1 : X2� as

X ¼ X � Xmin

Xmax � Xmin
� ðX2 � X1Þ þ X1: ð12Þ

4.2 Simulation metrics

The Correct Classification Rate (CCR) is a measure of

classification accuracy. CCR gives the percentage of inputs

that are correctly classified. However, CCR alone may be

insufficient for measuring the classification accuracy,

especially if the data is imbalanced (Xu et al. 2005).

Therefore, Misclassification Rate (MCR), True Positive

Rate (T?), True Negative Rate (T-), geometric mean

(Gmean) and en are also used in the the MLR model as given

in Table 4.

The web cache performance is measured using the

metrics, HR and BHR. HR gives the percentage of number

of requests served from the cache server and BHR gives the

percentage of volume in bytes, served. For using the object

worthiness as a key for the classification, we define two

new performance metrics named WHR (worthiness hit

ratio) and WBHR (worthiness byte hit ratio) for the sim-

ulation experiment. The definition of WHR is analogous to

the performance metrics used by (Gonzalez-Canete et al.

2006) and is given as

WHR ¼ RHit

RN
X

Rmw

Rw
ð13Þ

where RHit is the total number of objects served from the

cache, RN is the total number of requests, Rmw is the

number of the most worthy objects served from the cache

and Rw is the total number of worthy objects including

class 0. When all objects are worthy, then WHR will be

reduced to HR. Similarly, WBHR is defined as

WBHR ¼ BHit

BN
X

Bmw

Bw
ð14Þ

The terms in the above equation have similar meaning as in

Eq. 13, except for the word ‘object’ used is replaced with the

word ‘byte’. Another important cache performance metric is

access time or response time which is the time taken for the

user to access a web object. We measure the mean response

time (MRT) for different cache sizes, HR and WHR to check

the effectiveness of the classification scheme.

4.3 Performance evaluation

Before evaluating the performance of the scheme, the

model is validated using the bootstrapping method. The

validation process is necessary to make sure that the con-

verged model is not simply the artifact of the data used. In

the bootstrapping method of validation, sub samples are

used for the simulation (Efron and Gong 1983; Steyerberg

et al. 2001). The dataset is divided into m blocks of equal

size. Then the simulation is performed m times, each time

exactly leaving one block. This method works better than

the cross-validation technique as reported in (Steyerberg

et al. 2001). The performance evaluation of the MLR

Table 4 Additional metrics used

(a) Metrics

used

1. Tþ ¼ TP
TPþFN

2. T� ¼ TN
TNþFP

3. Gmean ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tþ � T�
p

4. ei = Depth of error, with i being the number of

classes shifted when the classification is wrong

Predicted positive Predicted negative

(b) Confusion matrix

Actual positive True positive (TP) False negative (FN)

Actual negative False positive (FP) True negative (TN)
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model is a testing process to make sure that the model

generalizes the relationship between predicative inputs and

the response.

We implement the classification scheme in an object

replacement method called LRU-M (Least Recently Used-

Multilevel Classes). This method is similar to the LRU-C

(Koskela et al. 2003) except for the use of multilevel

classes to arrange the web objects in the cache store. In

LRU-M, the replacement of objects is carried out from a

designated class and the classes below that. For example,

when the cache is full, an object from class2 and the classes

below that, is selected for eviction (in reverse order). If the

requested object is not found in the cache, then the class of

the object is checked. If the class, is say 2, then the object is

placed at the bottom of the segment m2 and if the object is

found in the cache then the object is placed at the top of the

segment m2. The Objects are always removed from the

bottom of the stack segment of a particular class. LRU-M

performance needs to be compared with that of the con-

ventional LRU and LRU-C3 in terms of WHR, WBHR and

response time of the objects.

5 Results

We use the open source R Language statistical software

(Team 2008) and Zelig package (Imai et al. 2006) to

implement the MLR model. The dataset required for the

estimation is generated from the traces of IR Cache

(NLANR, Last accessed in January 2010). The training and

the testing process is shown in Fig. 4. Several MLR forms

were experimented to fit the data. Initially, all the input

variables (worthiness contributions) are considered as pri-

mary variables. In order to check the fitness or convergence

of the data the p-value is checked. As this resulted in a less

accurate fitting (with high p value) or non-convergence,

two input variables (xpc and xd) are fed as auxiliary

variables.

5.1 Classification

5.1.1 Training and validation

The model is initially trained using a dataset with 5,000

records (required for convergence). The b value are com-

puted using the Maximum Likehood Estimation (MLE)

method and Pearson residual values are used to confirm the

convergence of the iterations. Using the b values,

probabilities and the values of the dependent variable W are

computed and are plotted in Fig. 6. In one of the experi-

ments with a dateset size of 104, we observe that class0

(Y = 0) and class1 (Y = 1) together constitute about 52%

of the objects. Note that class0 (40%) contains objects

which are not worthy in any way; either these objects are

not cache-able or have very minute value of popularity,

size and recency. This shows that, any caching scheme

should equip with a consistency handling mechanism to

achieve higher HR.

In the bootstrapping method, a total of 50 sample sets of

the same size of the original data sets were utilized.

Table 5 compares the results of simulation and validation.

All the independent variables consistently correlate with

the worthiness factor. This shows that the model has good

prediction power and is not simply the artifact of the data

used to develop the model.

5.1.2 Accuracy

Figure 7a–c show Correct classification Rate (CCR), True

Positive Rate (T?), True Negative Rate (T-) and Gmean

ratio of different datasets for training and verification. The

highest CCR observed for training (88%) and testing (84%)

is with the dataset of bo2.ircache.net. This bo2 dataset

performs consistently for training and testing of T? (83%,

Y=0
Y=1
Y=2
Y=3
Y=4
Y=5
Y=6
Y=7

Predicted Values: Y=k|X

Percentage of Simulations
0 10 20 30 40

0.0 0.2 0.4 0.6 0.8 1.0

0
10

20

D
en

si
ty

Predicted Probabilities: Pr(Y=k|X)

−0.006 −0.004 −0.002 0.000 0.002

0
20

00
40

00

D
en

si
ty

First Differences: Pr(Y=k|X1) − Pr(Y=k|X)

Fig. 6 Worthiness of cache objects. i Values of classes, ii probabil-

ities, iii first differences. Y, k and X are analogous to W, i and x

3 Here, we implement LRU-C method using binary LR method.

Hence, worthiness factor will have only two classes; W = 0 and

W = 1. Also, we do not consider the features from HTTP responses

of the server and the HTML structure of the object.
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81%), T- (89%, 83%) and Gmean (90%, 83%). These

results indicate that the model had been trained well and is

doing good prediction.

5.1.3 Error rates

Figure 7d shows the misclassification rates for the eight

classes of datasets. Two datasets generated from each trace

are used for this check. Random number of samples are

used in every test. The general observation is that,

misclassification rates are higher in lower classes. For

class0, it is 12–25% and for class1, the error rate is 9–31%.

The misclassification rate ranges from 1 to 5% for classes

5–7. This observation is maintained for all datasets. The

statistical package Zelig (Imai et al. 2006) does not have a

direct measure of accuracy. Hence, we measure its accu-

racy manually. The model is trained using 5,000 samples.

In order to test the prediction accuracy, we used another

data set of size 100, 500, 1,000, 2,000, 5,000 and 10,000

samples. We found that the prediction accuracy varies from

Table 5 Probabilities for simulation and validation

Simulation Validation

Mean SD 2.5% 97.5% Mean SD 2.5% 97.5%

Pr(Y = 0) 0.470024 0.193630 0.318606 0.621442 0.451072 0.176230 0.306656 0.595488

Pr(Y = 1) 0.267541 .070040 0.186914 0.348168 0.275239 0.214592 0.016593 0.384547

Pr(Y = 2) 0.092402 0.005900 0.056441 0.128363 0.096156 0.054065 0.018219 0.174093

Pr(Y = 3) 0.065546 0.004803 0.012829 0.118279 0.068462 0.044889 0.014413 0.122511

Pr(Y = 4) 0.022030 0.001924 0.003435 0.040625 0.019347 0.014138 0.003271 0.035424

Pr(Y = 5) 0.039428 0.003559 0.006182 0.072674 0.040871 0.032663 0.007219 0.074522

Pr(Y = 6) 0.018898 0.001326 0.002528 0.035268 0.019293 0.017164 0.002271 0.036315

Pr(Y = 7) 0.007006 0.006278 0.000674 0.013338 0.007978 0.006408 0.000612 0.015345
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Fig. 7 a Correct Classification Rate of different datasets. b True Positive Ratio (T?) and True Negative Ratio (T-). c GMean ratio.

d Misclassification rates
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56 to 78.6%. Further, we investigated the depth of error

when a prediction fails. We denote these prediction errors

by ei, where i is the number of classes shifted, when a

prediction fails. We found that in most of the cases (as

indicated in Table 6) the prediction shifts by only one

class. We are sure that this error may not have a significant

impact on the caching policies.

5.2 Cache simulation

We have customized the simulation tool WebTraf to meet

our requirements (Markatchev and Williamson 2002). The

LRU stack model is modified to hold multiple class data.

The stack is divided into segments dedicated for class0,

class1 and so on. Also, the LRU method is modified by

adding the class label to the object id. In order to generate

the dataset from the trace files, traceconv (Tracegraph

2005) is used. The traceconv generates two datasets;

request stream generator (which preserves the temporal

locality) and page pool generator. We use a standard

simulation setup with values as shown in Fig. 8 and

Table 7, respectively. The simulation is repeated for LRU,

LRU-C and GDSF for two differently trained MLR model.

The cache simulations were carried out, with varying cache

size (100 MB to 4 GB). We observe that the dataset per-

formance in training and testing are more or less getting

repeated in the cache simulation also (with certain

exceptions).

5.2.1 HR and BHR

Figure 9a and b show the performance comparisons for

different cache sizes such as 256 MB, 512 MB, 1 GB and

2 GB, respectively. In terms of HR, LRU-M has a slight

advantage over LRU-C and GDSF. LRU-M performs

much better in terms of BHR compared to the other two.

With 2 GB of cache size, LRU-M is much superior

compared to all other methods. Here, GDSF performs

better than LRU-C. This could be due to the fact that

LRU-M replaces the objects based on the worthiness

factor, whereas GDSF uses a combination of size and

popularity. Note that the worthiness factor compounds the

effect of multiple parameters.

5.2.2 WHR and WBHR

Figure 10a and b show the performances of LRU, LRU-C

and LRU-M. It is observed that LRU-M performs better for

all datasets considered. Here, the simulation is performed

by replacing class0 objects and the worthiness hit ratios are

measured by considering the objects from class1 and

above, as Rmw.

The performance of LRU-M is checked by replacing the

objects from different classes. LRU/m/n denote the LRU-M

policy with the replacement of objects allowed from the nth

class and below. Figure 11a and b compare the WHR and

WBHR performances. It is observed that the LRU-M

methods (LRU/m/n) perform better than the LRU and

Table 6 Misclassification and prediction error

Samples Correct Accuracy (%) e1 (%) e2 (%) e3 (%) e4 (%) e5 (%) e6 (%) e7 (%)

100 56 56 76 18 4 2 0 0 0

500 312 62.4 74 16 6 3 1 0 0

1,000 611 61.1 84 11 2 3 0 0 0

3,000 1,923 64.1 79 19 2 0 0 0 0

5,000 3,567 71.3 69 24 5 1 1 0 0

10,000 7,862 78.6 73 23 2 2 0 0 0

Trace File Cache ServerLog Files

Request Generator

Page Generator

Fig. 8 Simulation setup

Table 7 Simulation environment values

Cache server Single

Number of web servers 100–10,000

Web cache size 512 MB–4 GB

Cache size as % of web server’s size 10–80%

Number of requests 5,000–1,00,000

Zipf parameter of input trace 0.72–0.84, heavy tailed

Number of unique requests 2,000–10,000

Policies tested LRU, LRU-C, GDSF

and LRU-M
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LRU-C. Note that LRU/m/3 uses about 40% of the objects as

worthy and performs almost similar to that of LRU-C. This

implies that the cache size is better utilized in multilevel

classification than with the binary classification approach.

5.2.3 MRT

The MRT is measured for different cache sizes. We compare

the MRT of bo2.ircahe.net (best performed in classification)
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and ITA (worst performed in classification) traces. The

response is faster in LRU-M compared to that of LRU and

LRU-C as can be seen from Fig. 12a and b. We now com-

pare the response time of the LRU/m/n replacement meth-

ods. Though the LRU/m/3 gives a low WHR compared to the

other LRU/m/n, its performance is better in terms of the

response time. This is because the LRU/m/3 policy works on

worthy objects of class3 and above. This result shows that

the worthiness factor is capable of capturing the latency (xd)

and size (xs) information of objects better than the other

grading parameters. Worthiness hit ratios are measures of

worthy objects stored in the cache. From the simulation logs,

it is possible to compute the response time of each object.

The MRT is measured by finding the average of response

time for a particular cache size and then it is mapped to the

corresponding hit ratios. Table 8 shows the MRT for dif-

ferent HRs and WHRs. The results show that the MRT is less

for WHR compared to the HR of similar value. A similar

observation is found in the case of BHR and WBHR also.

These results give us the confidence to state that the wor-

thiness hit ratios are better performance indicators than the

ordinary HRs.

5.3 Comparison with ANN

A neural network is a set of interconnected simple pro-

cessing elements called neurons, where each connection

has an associated weight. A neural network can achieve the

desired input-output mapping with a specified set of

weights (Xu et al. 2005); therefore we can train the neural

network to do a particular job by adjusting the weights on

each connection. A neural network with one or more hid-

den layer is called multilayer perceptrons. Back propaga-

tion is the commonly used method for adjusting the

weights in MLP (Cobb and ElAarag 2008). Back-propa-

gation iteratively processes the training data through input

forward propagation and error backward propagation to

search for a set of weights that can model the problem so as

to minimize the network prediction error (Xu et al. 2005).

An input vector according to Table 1, generated from the

cache logs is utilized for the training session. We use a

standard back-propagation technique using delta function

to adjust the weights. Similar to the MLR model, the

worthiness parameter is labelled (from 0 to 7). The model

is validated using m-fold cross validation technique (Ste-

yerberg et al. 2001).

A brief comparison between MLR and ANN based,

classifier and caching, models is given in Tables 9 and 10.

The results indicate that the MLR based scheme achieves a

comparable performance with that of the ANN based

methods. The ROC characteristics suggest that MLR is

more suitable for classifying large quantity of web cache

data.
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(b)Fig. 12 Mean response time

observed for binary and multi-

level object classification.

a Trace file of bo2.ircache.net
with CCR = 0.85, T? = 0.82,

T- = 0.79 and Gmean = 0.80.

b Trace file of ITA with

CCR = 0.71, T? = 0.73,

T- = 0.68 and Gmean = 0.70

Table 8 Comparison of HR, WHR, BHR, WBHR and MRT

MRT Ratio (%)

10 15 20 25 30 35 40 45 50

MRTHR 9.81 9.07 8.39 7.23 6.51 6.40 6.19 5.83 5.58

MRTWHR 8.05 7.91 7.52 7.04 6.05 5.73 5.16 4.64 –

MRTBHR 9.17 8.82 8.12 7.07 6.28 5.71 – – –

MRTWBHR 7.84 7.38 6.37 5.42 4.65 – – – –

Table 9 ROC characteristics: area under ROC curve for different

data sizes

Method \5,000 10,000 20,000 [30,000

MLR (%) 67.2 79.2% 88.7 93.6

ANN (%) 76.7 81.4 86.3 89.2

Table 10 Comparison between MLR and ANN based caching

schemes: HR performance for different cache sizes

Method 256 MB 512 MB 1 GB 2 GB

MLR based (%) 29.2 34.5 39.2 44.6

ANN based (%) 30.6 35.2 38.8 42.8
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6 Discussion

The experimental and simulation results of classification and

caching are really positive. The CCR, T?, T- and Gmean give

good accuracy rates (above 80%) and hence the classifier is

said to have good prediction capability. To find the effect of

worthiness contributions (x’s) on aggregate worthiness W,

we find the average worthiness contributions of each factor

in every class. These factors are normalized to a range

[1:10], and is plotted in Fig. 13a. We observe that the fre-

quency, size and recency are the most influential parameters

on the aggregate worthiness as depicted in Fig. 13a and c.

Among these parameters it is difficult to identify the most

influential one. In general, the contributions are more or less

equal in lower and upper classes, and it shows variations in

the mid range classes. Among the other three parameters,

xpc is dominant in the lower classes. We could observe that

this parameter alone is capable of shifting the class number

from 0 to 1. xt’s contribution is almost uniform in all the

classes, whereas xd has a slight edge in the higher classes as

can be seen from Fig. 13b and d.

The overall statistical significance is to be tested with

the Wald’s test (as suggested by statisticians). We have not

performed Wald test as MLE and the Wald test give very

similar conclusions in most of the situations (Agresti and

Wiley 1990). Even though the performance of the cache

with respect to HR and BHR are not very promising, WHR

and WBHR performance are with consistency. The per-

formance of the cache with respect to the MRT is better for

small WHRs.

This research is an attempt to apply the MLR for clas-

sifying the web objects according to the novel grading

parameter worthiness, making better caching decisions.

Since the proposed method is generic in nature, cache

designers may adopt context specific choices. One can add

or remove independent variables to redefine the worthiness

factor. We suggest frequency, recency and size as man-

datory parameters and the remaining three parameters are

optional. Though we have demonstrated the merit of our

technique through LRU-M policy, cache designers may

choose any class based upon the replacement policy to suit

their application. Further, any domain specific information

(for e.g., rank of the web sites) can be added to refine the

worthiness factor.

6.1 Concept drift

Machine learning methods suffer from concept drift and

contamination in the input data. A difficult problem with

learning in many real-world domains is that the concept of

interest may depend upon some hidden context, not given

explicitly in the form of predictive features (Tsymbal

2004). Often the causes of change is hidden, not known

a priori, making the learning task more complicated.

Changes in the hidden context can induce more or less

radical changes in the target concept, which is generally

known as concept drift (Tsymbal 2004; Gao et al. 2007). In

an adaptive web cache, the concept drift may occur in the

data stream deteriorating the performance of the classifier

and the proxy cache. Rebuilding the classifier model using
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the most recent data is one solution to this problem (Wang

et al. 2003).

In general, the approaches to cope with concept drift can

be classified into two categories: (1) approaches that adapt

a learner at regular intervals without considering whether

changes have really occurred, (2) approaches that first

detect concept changes, and then, the learner gets adapted

to these changes (Gama et al. 2004). Difficulties arise in

detecting the concept drift, as the performance reduction

may also be due to the presence of noise (or contaminated)

in the input data (Gama et al. 2004; Klinkenberg and Renz

1998). Hence, we suggest a two-tier mechanism to auto-

mate the proxy and to handle the concept drift in a running

proxy cache, as depicted in Fig. 14. In this method, the

adaptive controller is turned ON and OFF periodically and

on detection of drift. The controller is periodically trig-

gered for rebuilding the model. Here, the difficulty is in

setting the frequency of triggering (Gama et al. 2004) and

the size of the recent input data for training the classifier. A

cache designer must set these values by experimentation or

by applying some heuristics (Klinkenberg and Renz 1998;

Gao et al. 2007). The classifier and the proxy performances

shall be checked continuously to detect the concept drift

(Lu et al. 2002). The parameters used for detecting the drift

are HR, WHR, CCR, T?, T- and Gmean. We do acknowl-

edge the weakness of this method, as the performance of

the classifier and the proxy may be affected by many other

factors also.

We conduct experiments by inducing the concept drift to

the synthetic and real data. The synthetic traces are gen-

erated using WebTraf (Markatchev and Williamson 2002)

and traceconv (Tracegraph 2005) tools. Concept drifts are

induced in two ways; abrupt shifts and small shifts in

randomly selected blocks. The concept drift is simulated

using the RapidMiner (Mierswa et al. 2006) tool. The

parameter k is the measure of shifts with values ranging

from 0 to 1. A value of[0.5 for k is treated as abrupt shift

and\0.1 is considered to be a small shift. Cache simulation

is carried out using two types of datasets; one set is with

three number of abrupt shifts in randomly selected blocks

and the other is with one number of abrupt shift and ten

number of small shifts. The results, in terms of the cache

performance, are shown in Fig. 15a and b. It is observed

that the proposed model is capable of withstanding both

types of shifts (with a small reduction in the cache

performance).

6.2 Computational overhead

The MLR method is a light-weight machine learning

technique, which causes less computational overhead than

NN, SVM and Decision Trees. It is reported that the LR

method is faster among the statistical methods and stands

second in terms of accuracy criteria (Lim et al. 2000).

Their training time growth is linear with respect to the

number of samples (Landwehr et al. 2005). Our method

requires additional computational cost for pre-processing

the data and for training the LR model. The data prepro-

cessing can be done in linear time and the asymptotic

complexity for building a logistic regression model is O

(n . v 2) where n is the number of training samples and v is

the number of attributes in the data (Landwehr et al. 2005).

7 Conclusions

Web caching has a history of more than one decade. It

started by drawing ideas from the processor cache, but later

moved to totally different approaches. Numerous resear-

ches have been carried out in this area. Most of them are

variants of LFU, LRU and GDS that rely upon the general

traffic characteristics. These methods usually have some

assumptions on the traffic characteristics in order to sup-

port the algorithm design. The sole advantage of such

schemes is simplicity. In contrast to this, there are complex

caching schemes, which employ intelligent and adaptive

mechanisms utilizing ANN or genetic algorithms. Natu-

rally, they perform much better than the basic caching

techniques but with very high computational overhead.

The proposed classification scheme in this paper takes a

middle path, which uses a light-weight machine learning

technique. It uses a generic classification scheme with a

novel grading parameter, worthiness. The worthiness

parameter is defined as a discrete choice variable, which

compounds the effects of many traffic and object proper-

ties. Rather than classifying the objects into two classes

based on its cache-ability, this scheme classifies the objects
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Adaptive

Controller
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Stream
Request

MLR
Module

Classifier

On/Off
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Fig. 14 The adaptive cache model to tackle concept drift
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into multilevel classes. As this scheme is flexible, it can be

fine tuned by adding or removing predictive variables, in

order to match a specific form of caching or content

distribution.

We used the MLR model to construct the classification

scheme. The MLR model is capable of learning from the

samples and predict the outcomes.Experiments have shown

that the model has a good prediction capability, and is

suitable for the adaptive nature of content distribution.

We used a modified version of the LRU algorithm LRU-

M to test the effectiveness of the content classification. The

LRU-M performance is compared with another class based

algorithm (LRU-C). We observe that the cache replace-

ment performs better with the multi class information. The

new performance parameters WHR and WBHR reflect the

overall performance of the cache rather than only from the

users point of view. Thus they reflect the actual effect on

the deployed cache.

More research may be useful to determine the exact

relationship between the worthiness factor and cache per-

formance. The performance and the cost comparison of the

MLR model with the other machine learning techniques

such as SVM and Decision Trees is suggested as a topic for

further research.
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