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Abstract Personal data is increasingly conceived as a trad-
able asset. Markets for personal information are emerging and
new ways of valuating individuals’ data are being proposed.
At the same time, legal obligations over protection of personal
data and individuals’ concerns over its privacy persist. This
article outlines some of the economic, technical, social, and
ethical issues associated with personal data markets, focusing
on the privacy challenges they raise.
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Why personal data markets matter

Personal data is the new oil of the Internet and the
currency of the digital world.

In 2009, Meglena Kuneva, speaking as European
Commissioner for Consumer Protection, compared personal data
to oil, in order to illustrate how information pertaining to indi-
viduals had become a crucial asset in the digital economy. Every
day, individuals around the world send or receive 196 billion e-

mails (Radicati 2014), submit over 500 million tweets on Twitter
(Internet Life Stats 2014), and share 4.75 billion pieces of content
on Facebook (Noyes 2014). A report by the Boston Consulting
Group (2012) projects that the sectors leveraging personal data
will leap ahead of the rest of the economy and produce €1 trillion
in corporate profits in Europe by 2020.

The World Economic Forum (2011, 2012) has described
personal data as a new asset class, and a complex ecosystem of
entities collecting, analyzing, and trading personal informa-
tion (companies such as BlueKai, Avarto, Rapleaf, Accurint,
and Merlin) has emerged. Personal data is seen as a new asset
because of its potential for creating added value for companies
and consumers, and for its ability to enable services hardly
imaginable without it. Companies use personal data for a va-
riety of purposes: reduce search costs for products via person-
alized and collaborative filtering of offerings; lower transac-
tion costs for themselves and for consumers; conduct risk
analysis on customers; and increase advertising returns
through better targeting of advertisements. Personal data can
also be a product in itself, when it is entangled with user-
generated content, as in the case of social media. Personal data
can also become strategic capital that allows businesses to
derive superior market intelligence or improve existing oper-
ations. This can materialize in better or new forms of product
development (for instance, mass customization: Henkel and
vonHippel 2005) as well as price discrimination (Acquisti and
Varian 2005). Businesses can also build competitive advan-
tage or create market entry barriers by using personal infor-
mation to lock customers in (Shapiro and Varian 1998).

At the same time, personal data can become a burden for
organizations as much as an asset. One of the most salient
liabilities of holding personal data arises from the legal uncer-
tainty surrounding its management. Privacy regulation, which
comprises the protection of personal data, is an evolving and
among the least globally harmonized fields of law. Different
countries in the world use different definitions of personal data
and apply different rules governing its collection and use. As a
result, businesses operating in a digital economy without bor-
ders are exposed to legal and enforcement risks (Romanosky
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et al. 2012) that are hard to quantify. Other liabilities arise
from the risk that large collections of personal data become
targets of cybercrime, in particular when they include identi-
fying or financial information. To mitigate this threat, compa-
nies must exert constant effort, adjusting protection technolo-
gy and organizational processes to protect information assets
and secure data exchanges. But even when they do so, a state
of zero risk remains unachievable. Organizations that strive
for compliance can still fall victim to data breaches, which in
most jurisdictions entail costly breach notifications that dam-
age a firm’s reputation and market value (Acquisti et al. 2006).
The extent of ex post loss incurred through such breaches is
hardly foreseeable. Its extent could be huge, and yet not fully
traceable. For example, the damage caused by the data breach
incident in Sony’s PlayStation Network in 2011 was estimated
alternatively at €128 million, and at €3.5 billion.1 A major
reason for the unpredictability of losses is the unforeseeable
shift in public opinion’s responses to personal data breaches.
Public opinion can turn against a firm considered responsible
for its breach, damaging its brand or even a whole industry.
Breaches can trigger rash government intervention. But they
can also go largely unnoticed. Adding to this tension is, since
the Snowden revelations, the deep conflict between law en-
forcers’ desire to tap personal data and a sensitized media to
this issue.

Against the background of these market promises as well
as economic, social and political risks, we aim to offer an
academic perspective on personal data markets. We discuss
where these markets stand, legally, technically and ethically,
and highlight the major questions that market players and
policy makers will arguably need to face in handling those
markets.

Personal data markets and their challenges

Researchers anticipated personal data markets since the early
1990s (Laudon 1996). When the idea was first proposed,
many members of the academic community reacted cautious-
ly to it, under the argument that people’s privacy concerns and
their legal right to privacy would challenge the treatment of
personal data as an asset class (Acquisti and Varian 2005). To
many academics, it seemed as if the ethical right to privacy
would be antithetical to the very idea of markets for personal
data (Samuelson 2000).

While many still consider privacy an inalienable human
right, and while privacy-enhancing technologies have been
designed to protect it, data markets have developed in the
opposite direction. Due to Internet users’ apparent comfort

with sharing their data, more and more organizations today
engage in the trading of consumer data, operating in legal grey
zones when it comes to handling personal information assets.

Discussions around more legitimate personal data markets
have recently emerged, pushed by influential global actors
like the World Economic Forum. In the US and in Europe, it
is now intensively discussed whether personal data could be
seen as “property” (Schwartz 2004; Purtova 2012;
Spiekermann and Novotny 2015). The OECD and scholars
around the world have started to think about how personal
information could be priced (OECD 2013; Acquisti 2010,
2014; Spiekermann et al. 2012). Thought leaders have pro-
posed whole new market structures and business models that
may allow consumers to get into the driver’s seat for their
personal data (Searls 2012; Hamlin 2013). Established soft-
ware vendors envision the technical architecture that would be
needed to do so. And start-ups such as Qiy, Connect or Gigya
go ahead and propose tools and services that they believe
make it happen.

Against these developments towards personal data mar-
kets, however, also economic, legal, technical and social chal-
lenges have emerged. We discuss some of those challenges in
the rest of this section.

Intertwined legal and economic challenges

In many countries, the use of personal data is highly regulated,
as is the data exchange between jurisdictions. Most often, a set
of data protection principles that inform privacy laws include
rights and obligations such as data minimization, legitimate
use, purpose binding, and informed consent (see, for instance,
the OECD Privacy Guidelines). These principles leave little
room for market negotiations between the data subject and the
data controller, let alone between third parties. Thus, personal
data markets must deal with these constraints or operate in
grey areas - as many currently do. For example, some firms
use enforcement gaps or regulatory arbitrage between juris-
dictions to engage in the trade of personal data. As a result,
aside from special and tightly regulated ventures (such as ad-
dress brokerage for direct marketing, credit reporting, govern-
ment health insurance, or pollster panels), most of personal
data gathered today online seems to remain a rather inconve-
nient unit of account.

If that was to change, and a true kind of “currency” or
monetary value were to be sought for personal data, then we
would need to deal with the fact that data has - in many
respects - the traits of a free commons. By its nature, personal
data is non-rival, cheap to produce, cheap to copy, and cheap to
transmit. It is substantially different from typical commodities,
such as oil. Hence, markets for personal data would need to rely
on legal frameworks that establish alienability, rivalry, and ex-
cludability for personal data, and assign initial ownership to an
entity such as the data subject. To enforce asset rights, the right
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institutions, sanctions, and - most importantly - technology
must interact seamlessly.

The possible economic consequences of a property right
regime for personal data may include scarcity of personal
information and competition in its use. Data controllers with
data-intensive business models may need to adequately com-
pensate data subjects, whereas business models no longer
profitable when personal data is costly may vanish or pursue
other sources of revenue, such as service fees. Will market
forces thus lead to “data rationalization,” a kind of profit-
motivated data avoidance? To answer this question, one
would need to study the shifts in market structure and the
industrial organization of the affected sectors (Goldfarb and
Tucker 2011). If corporate information systems need upgrades
to support enforcement of property rights, businesses, hard-
ware supply chains, software development, and vendors will
be affected. An economy’s potential to innovate may be af-
fected as well.

Another economic challenge associated with personal data
markets relates to how to value personal information. Due to
context-dependence and contingencies that affect the costs
and benefits arising from the protection or the sharing of per-
sonal information, evaluating personal data is notoriously dif-
ficult (Berthold and Böhme 2009). Numerous experimental
economic studies have attempted to capture price tags for
personal data items (Grossklags and Acquisti 2007; Lesk
2012; Jentzsch et al. 2012), but it is hard to map these data
points into a consistent picture, due to heuristics and biases
which may significantly affect individuals privacy choices,
including in fact their valuations of their personal data
(Acquisti 2004; Acquisti et al. 2013). This task becomes even
more difficult if one tries to crosscheck against prices in ad-
vertising (NA 2013) or credit markets (Böhme and Pötzsch
2010).

The difficulty of measuring the value of data raises many
questions about price discovery in personal data markets.
How can buyers and sellers negotiate in a setting where infor-
mation is inherently asymmetric? What market mechanism
can determine the right price under the constraint of minimal
information leakage? How should buyers and sellers do the
accounting for their trades? And how can auditors detect fraud
or bust cartels? On the fiscal side, how should data trading or
income from the sale of personal data be taxed? On a macro-
economic level, how will personal data trade affect gross val-
ue added and the balance of payments? Obviously, the answer
to these questions is not independent of technology. For ex-
ample, noisy, pseudonymous, or anonymous data may be less
valuable than fully identifiable records, but by how much?
And will the difference match the data subject’s preference
for being less identifiable? Even if stable prices for personal
data were found and personal data markets were liquid, there
would be no guarantee that prices will reflect any “intrinsic”
value of data. History is full of periods of mispricing, some of

them lasting decades, in virtually all asset markets; why
should personal data markets be exempt? But then, how can
we proactively avoid speculative bubbles, and how can we
ensure that personal data markets will not detach from the real
lives of people?

Beyond value and price, a more general concern is how the
mere existence of personal data markets may affect society.
Consider, for instance, strategic data subjects who maximize
the value of their personal data and therefore engage in stra-
tegic behavior, such as avoiding leaving traces that link them
to people from troubled neighborhoods. How does this affect
social cohesion, equality of opportunity, freedom, and
democracy?

Furthermore, future uses of data should be anticipated and
accounted for in the pricing mechanism in order to attain fair
valuations of personal data. This, however, is exceedingly
difficult to achieve for information shared online and in par-
ticular via online social networks, where users often cross-post
information about others and so impose privacy externalities
on each other (Tufekci 2008; Cao et al. 2014). The challenge
is how to internalize such privacy externalities so that the data
subject can be fairly compensated. The standard solution is to
facilitate bargaining among the data subjects and data control-
lers (Coase 1960), but this goal may prove nearly impossible
to attain when the community has millions of users. The other
solution is to restrict the sharing and use of personal data, but
such policy can distort service quality and social welfare (Cao
et al. 2014).

Finally, if personal data becomes property, important legal
challenges will include tailoring property rights so that they
are compatible with the notion of privacy as a fundamental
right, defining the initial allocation of property rights,
balancing sanctions, and seeking international coordination.
Tailoring rights means restricting alienability and exclusivity.
For example, people should always retain the right to use their
personal data in private contexts, and the government should
have free access to one’s date of birth for purposes such as
identification. Defining the initial allocation is difficult when a
data item concerns the relation between multiple data subjects,
such as links in a social graph. Sanctions must be enforceable
and technology-neutral. Specific to personal data is the prob-
lem of false information and the risk of false accusation, which
bound the toughness of sanctions. Given that it took decades
to negotiate trade agreements for (selected) tangible goods or
to find a common understanding on intellectual property
rights, the size of the challenge to harmonize property rights
for personal data is hard to gauge.

Technical challenges

Arguably, the only way to enforce property rights for personal
data would be by mandating technology that “reverses” the
laws of information goods. Scholars have pointed out that this
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endeavor has parallels with digital rights management
(DRM), which protects media content (Kenny and Korba
2002), but companies are still reluctant to adopt this technol-
ogy for privacy, mainly due to an overt lack of incentives
(Böhme and Koble 2007).

Solutions originally developed as privacy-enhancing tech-
nology may be applied to personal data markets. Methods
invented for the privacy principle of data minimization may
for instance be employed in systems to enforce fine-granular
data access rights. These rights could be encoded in new for-
mal languages, drawing on languages specified for privacy
policies, such as P3P (Cranor 2002) and EPAL (Schunter
and Powers 2003), and attached to data as sticky policies
(Pearson and Mont 2011). For example, cryptographic zero-
knowledge proofs, running on top of an anonymous commu-
nications layer, can help to exchange only the necessary infor-
mation with a transaction partner (Chaum 1985). The effec-
tiveness of two anonymous credential systems, IBM’s Idemix
andMicrosoft’s U-Prove, has been demonstrated in pilot stud-
ies (ABC4Trust, PrimeLife). Fully homomorphic encryption
is on the horizon (Gentry 2010), but it is still too inefficient for
bulk processing of personal data. As a result, an existing chal-
lenge is that cryptographic protocols require all transaction
details to be known at the time of invocation. This requirement
is contrary to the needs of personal data markets. Many fea-
tures that make personal data particularly valuable require
flexibility during a transaction or completely dissolve the as-
sociation between data and transaction. For example, it could
be argued that data stimulates innovation when it is shared
without knowing in advance what others will figure out to
do with it.

A promising workaround is to relax the trust assumption:
instead of using cryptography to secure the data itself, cryp-
tography could secure the integrity of a trusted computing
platform and trusted software, which runs conventional algo-
rithms on unencrypted data. This usage control paradigm—as
opposed to access control—trades technical complexity for
new organizational challenges including institutional trust re-
lationships, supply chain security, interfaces and processes for
effective audits, and sanctions to deter abuse (Sackmann et al.
2006). Systems enabling a flow control for accountable infor-
mation would have to be designed, implemented, tested, and
standardized along with the underlying data models, audit
processes, and controls. Quality metrics could adapt existing
paradigms for privacy metrics, such as k-anonymity for data-
base privacy (Sweeney 2002), effectiveness of data perturba-
tion approaches (Menon et al. 2005; Li and Sarkar 2006),
information-theoretic metrics of data leakage, or
randomization-based proof techniques inspired by differential
privacy (Dwork 2011).

Such a transformation of enterprise systems would need to
go along with novel end user devices. Here, one can envisage
interfaces that empower individuals to manage their personal

data (Zwick and Dholakia 2004), ideally on their own trusted
devices; this practice would establish a strong base for the
user’s digital identity. Much has been proposed in this realm
(e.g., Hansen et al. 2004). Personal data markets may, perhaps,
create the right incentives to push adoption of such solutions
above critical mass. Furthermore, substantial human factor
research has improved our understanding of when and why
users make privacy compromises, intentionally or accidental-
ly. This research can feed into insight on how to build inter-
faces that make personal data markets usable for ordinary
people.

Social and ethical challenges

Interpreting personal data as a tradable good raises ethical
concerns about whether people’s lives, materialized in their
data traces, should be property at all, or whether in fact per-
sonal data should be considered inalienable from data sub-
jects. The “propertization of the human being” touches upon
fundamental discourses in philosophy, sociology, and political
sciences about what is private and public, what constitutes
identity and what it takes to be a responsible (in German:
“mündiger”) citizen with sufficient liberty to form preferences
and opinions by him or herself. Disagreement between cul-
tures and schools of thought on these issues is hard to recon-
cile. For centuries, philosophers have tackled the question of
identity. But the joint effect of technological advances and
market forces renders people into “data subjects” whose “dig-
ital identities” are traded and used (potentially without their
knowledge and consent), and forces age-old thought experi-
ments to confront a new reality. Moreover, a digitally
networked society without borders urges us to find global
consensus on these issues as it becomes much harder to pre-
serve islands of idiosyncrasies.

Researchers in the information systems community, in le-
gal studies, in philosophy, in marketing, and in decision sci-
ences have focused their efforts on what privacy is (Solove
2005; Iachello and Hong 2007) and how it can be measured
(Smith et al. 1996; Hong and Thong 2013). User experiments
have investigated why and under what circumstances people
self-disclose (Dinev and Hart 2006; Berendt et al. 2005;
Acquisti and Grossklags 2005) and what decision-theoretical
pitfalls people regularly fall victim to when it comes to take
privacy decisions (John et al. 2011). Based on such insights,
measures to “nudge” people into what is considered more
rational privacy behavior have been investigated (Acquisti
2009). The common social research perspective to protect
privacy is underlined by Daniel Solove’s (2005) overview of
the privacy construct. Solove’s legal analysis of what Western
cultures consider to be “privacy” reveals that the commercial
data handling practices now promoted by personal data mar-
ket proponents seem to completely undermine or even dis-
solve this value. Common market practices, such as the
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aggregation of personal data, identification, secondary use,
exclusion, and decisional interference are all recognized pri-
vacy breaches according to Solove’s taxonomy. This seems to
be a dilemma in which personal data markets operate for now.

Embracing market-based frameworks, some early research
has started to look into stock market reactions to personal data
breaches (Acquisti et al. 2006) as well as pay-for-privacy
schemes (Jentzsch et al. 2012). Microeconomic modeling
and reflections on personal data’s role in markets have been
provided (Hui and Png 2006). A few insights exist into how
people value their personal data (Spiekermann et al. 2012;
Huberman et al. 2005; Danezis et al. 2005; Hann et al. 2007;
Hui et al. 2007; Grossklags and Acquisti 2007; Acquisti et al.
2013). But can personal data really evolve to become an asset
for people? Can people develop a psychology of ownership
for their data in the same way as they do for tangible assets?
Will people not want to continue freely communicate online,
chat, talk, post and provide their data? Pricing psychology for
the intangible data asset is an open research field. At the same
time, people are heterogeneous in terms of privacy preferences
and hence their potential participation in markets for personal
information (Berendt et al. 2005; Awad and Krishnan 2006;
Norberg et al. 2007). The question is therefore whether the
desire to stay private may disadvantage some people in per-
sonal data markets more than others. And if we assume that
individuals trade personal data, what kind of controls and
guarantees do they want and need to trust in the market they
participate in?

A final outlook on personal data markets

The phenomenon of personal data markets is gaining momen-
tum. It is strongly promoted by industry players that benefit
from trade in personal information. These are not necessarily
traditional companies in electronic markets investing in cus-
tomer relationships and directly offering valued products and
services to consumers. Instead these “first parties” have in
recent years given up an important part of the data market to
“third parties” who collect, aggregate, infer, resell and pack-
age users’ data. Mostly, we would argue, doing so without any
ordinary user expecting that this is happening.

The problem we see is that most users today only know
about and (sometimes) trust those ‘first parties’ they see and
interact with. If they learned about today’s volume and busi-
ness done with their data among third parties, they may be
surprised and feel betrayed. No matter whether and to what
extent first party companies have engaged in data deals them-
selves, they could all be hit by a backlash from users once they
find out. A general air of mistrust would be the result in which
data-intensive industries will have difficulties to innovate and
would need to heavily invest into regaining trust.

Many recent studies (including the study contributed by
BCG staff in this special issue) show that people only accept
active data sharing where they are consciously involved in the
data exchange. They don’t appreciate passive data collection.
Third-party use of data is seen rather negatively, in an identi-
fied as well as anonymous form. What seems acceptable to
consumers are situations where the companies they deal with
process their data for the respective service relationship and
guard contextual integrity. When these first parties want to use
the data further they need to offer customers appropriate
returns. But they cannot expect that everyone will agree to
such secondary uses and hence they need to give their cus-
tomers a true choice over participation (Roeber et al. 2015).

Our position—against this background—is that compa-
nies, which hold customer relationships should go back to
more trustworthy relationships with their customers. This im-
plies that they need to respect peoples’ data protection expec-
tations and consider much more carefully how they engage
with third parties. First parties should not rely on ‘data-deals’
too much, but compete on service and product quality. They
should give customers the option to pay for online services
that are fully privacy preserving and only allow for data shar-
ing with third parties if customers allow this to happen and get
a fair share of the deal in a transparent way. If it is impractical
to explicitly spell out future sharing of data with third parties
and secondary use, they should communicate the situation
transparently with consumers and let the “price” of such
sharing/use to emerge through an efficient pricing mechanism
in the market. Where data is shared and used, it should be
ensured that the terms of the deal agreed on with the data
subjects are technically and legally respected (see, e.g., a tech-
nical proposal for this by researchers from Microsoft in this
special issue: Maguire et al. 2015).

We believe that if companies move into this kind of trans-
parent business scenario many legal challenges could be
avoided and economic, technical and social challenges could
fall into place over time.

References

Acquisti, A. (2004). Privacy in electronic commerce and the economics
of immediate gratification. In: Proceedings of the 5th ACM
Conference on Electronic Commerce (pp. 21–29). ACM.

Acquisti, A. (2009). Nudging privacy: the behavioral economics of per-
sonal information. IEEE Security and Privacy Magazine, 7(6), 82–
85.

Acquisti, A. (2010). The economics of personal data and the economics
of privacy. Background Paper for OECD Joint WPISP-WPIE
Roundtable, 1.

Acquisti, A. (2014). The economics and behavioral economics of privacy.
In: J. Lane, V. Stodden, S. Bender, H. Nissenbaum (Eds.), Privacy,
big data, and the public good: Frameworks for engagement.
Cambridge University Press.

The challenges of personal data markets and privacy 165



Acquisti, A., & Grossklags, J. (2005). Privacy and rationality in individ-
ual decision making. IEEE Security and Privacy Magazine, 3(1),
26–33.

Acquisti, A., & Varian, H. (2005). Conditioning prices on purchase his-
tory. Marketing Science, 24(3), 367–381.

Acquisti, A., Friedman, A., Telang, R. (2006). Is there a cost to privacy
breaches? An event study analysis. Proc International Conference on
Information Systems (ICIS), Milwaukee.

Acquisti, A., John, L. K., & Loewenstein, G. (2013). What is privacy
worth? The Journal of Legal Studies, 42(2), 249–274.

Awad, N. F., & Krishnan, M. S. (2006). The personalization privacy
paradox: an empirical evaluation of information transparency and
the willingness to be profiled online for personalization. MIS
Quarterly, 30(1), 13–28.

Berendt, B., Guenther, O., & Spiekermann, S. (2005). Privacy in e-com-
merce: stated preferences vs. actual behavior. Communications of
the ACM, 48(4), 101–106.

Berthold, S., & Böhme, R. (2009). Valuating privacy with option pricing
theory. In T. Moore, D. Pym, & C. Ioannidis (Eds.), Economics of
information security and privacy (pp. 187–209). New York:
Springer.

Böhme, R., & Koble, S. (2007). Pricing strategies in electronic market-
places with privacy-enhancing technologies. Wirtschaftsinformatik,
49(1), 16–25.

Böhme, R., & Pötzsch, S. (2010). Privacy in online social lending. Proc
AAAI Spring Symposium: Intelligent Information Privacy
Management, Palo Alto, pp 23–28.

Cao, Z., Hui, K. L., Xu, H. (2014). An economic analysis of peer-
disclosure in online social communities. Unpublished manuscript,
Hong Kong University of Science and Technology.

Chaum, D. (1985). Security without identification: transaction systems to
make big brother obsolete. Communications of the ACM, 28(10),
1030–1044.

Coase, R. (1960). The problem of social cost. Journal of Law and
Economics, 3(1), 1–44.

Cranor, L. F. (2002). Web privacy with P3P. O’Reilly.
Danezis, G., Lewis, S., Anderson, R. J. (2005). How much is location

privacy worth? Proc 4th annual Workshop on the Economics of
Information Security (WEIS), Harvard Univ.

Dinev, T., & Hart, P. (2006). An extended privacy calculus model for e-
commerce transactions. Information Systems Research, 17(1), 61–
80.

Dwork, C. (2011). A firm foundation for private data analysis.
Communications of the ACM, 54(1), 86–95.

Gentry, C. (2010). Computing arbitrary functions of encrypted data.
Communications of the ACM, 53(3), 97–105.

Goldfarb, A., & Tucker, C. (2011). Online advertising, behavioral
targeting, and privacy. Communications of the ACM, 54(5), 25–27.

Grossklags, J., & Acquisti, A. (2007). When 25 cents is too much: An
experiment on willingness-to-sell and willingness-to-protect person-
al information. In: WEIS.

Hamlin, K. (2013). Market models in the personal data ecosystem.
Vienna: European Workshop for Trust and Identity.

Hann, I. H., Hui, K. L., Lee, T. S. Y., & Png, I. P. L. (2007). Overcoming
online information privacy concerns: an information processing the-
ory approach. Journal of Management Information Systems, 42(2),
13–42.

Hansen, M., Berlich, P., Camenisch, J., Clauß, S., Pfitzmann, A., &
Waidner, M. (2004). Privacy-enhancing identity management.
Information Security Technical Report, 9(1), 35–44.

Henkel, J., & von Hippel, E. (2005). Welfare implications of user inno-
vation. Journal of Technology Transfer, 30(1/2), 73–87.

Hong, W., & Thong, J. Y. L. (2013). Internet privacy concerns: an inte-
grated conceptualization and four empirical studies.MIS Quarterly,
37(1), 275–298.

Huberman, B. A., Adar, E., & Fine, L. R. (2005). Valuating privacy. IEEE
Security and Privacy Magazine, 3(1), 22–25.

Hui, K. L., & Png, I. P. L. (2006). The economics of privacy. In: T. J.
Hendershott (ed), Handbooks in information systems. Vol 1 (pp.
471–493). Elsevier.

Hui, K. L., Teo, H. H., & Lee, T. S. Y. (2007). The value of privacy
assurance: an exploratory field experiment. MIS Quarterly, 31(1),
19–33.

Iachello, G., & Hong, J. (2007). End-user privacy in human-computer
interaction. Foundations and Trends in Human-Computer
Interaction, 1(1), 1–137.

Internet Life Stats (2014). In: Twitter usage [Online]. Available at: http://
www.internetlivestats.com/twitter-statistics/#trend.

Jentzsch, N., Preibusch, S., & Harasser, A. (2012). Study on monetising
privacy. Heraklion: European Network and Information Security
Agency (ENISA).

John, L., Acquisti, A., & Loewenstein, G. (2011). Strangers on a plane:
context-dependent willingness to divulge personal information.
Journal of Consumer Research, 37(5), 858–873.

Kenny, S., & Korba, L. (2002). Applying digital rights management
systems to privacy rights management. Computers & Security,
21(7), 648–664.

Laudon, K. C. (1996). Markets and privacy. Communications of the
ACM, 39(9), 92–104.

Lesk, M. (2012). The price of privacy. IEEE Security and Privacy
Magazine, 10(5), 79–81.

Li, X., & Sarkar, S. (2006). A data perturbation approach to privacy
protection in data mining. Information Systems Research, 17(3),
254–270.

Maguire, S., Friedberg, J., Nguyen, M.-H. C., Haynes, P. (2015). A
metadata-based architecture for user-centered data accountability.
Electronic Markets, 25(2). doi:10.1007/s12525-015-0184-z.

Menon, S., Sarkar, S., & Mukherjee, S. (2005). Maximizing accuracy of
shares databases when concealing sensitive patterns. Information
Systems Research, 16(3), 256–270.

NA (2013). Unpublished manuscript submitted to ECIS 2013.
Norberg, P. A., Horne, D. R., & Horne, D. A. (2007). The privacy para-

dox: personal information disclosure intentions versus behavior.
Journal of Consumer Affairs, 41(1), 100–126.

Noyes, D. (2014). In: The top 20 valuable Facebook statistics—Updated
October 2014. zephoria internet marketing solutions. Available at:
https://zephoria.com/social-media/top-15-valuable-facebook-
statistics/. Accessed 20 Jan 2015.

OECD. (2013). Exploring the economics of personal data: A survey of
methodologies for measuring monetary value. In OECD digital
economy papers. Paris: OECD.

Pearson, S., & Mont, M. C. (2011). Sticky policies: an approach for
managing privacy across multiple parties. IEEE Computer, 44(9),
60–68.

Purtova, N. (2012). Property rights in personal data: A European
perspective. Uitgeverij: BOX Press.

Radicati, S. (2014). E-mail statistics report, 2014–2018. Paolo Alto: The
Radicati Group Inc.

Roeber, B., Rehse, O., Knorrek, R., Thomsen, B. (2015). Personal data:
how context shapes consumers’ data sharing with organizations
from various sectors. Electronic Markets 25(2). doi:10.1007/
s12525-015-0183-0.

Romanosky, S., Hoffman, D., Acquisti, A. (2012). Empirical analysis of
data breach litigation. Proc 11th annualWorkshop on the Economics
of Information Security (WEIS). Berlin.

Sackmann, S., Strüker, J., & Accorsi, R. (2006). Personalization in
privacy-aware highly dynamic systems. Communications of the
ACM, 49(9), 32–38.

Samuelson, P. (2000). Privacy as intellectual property?. Stanford Law
Review, 1125–1173.

166 S. Spiekermann et al.

http://www.internetlivestats.com/twitter-statistics/%23trend
http://www.internetlivestats.com/twitter-statistics/%23trend
http://dx.doi.org/10.1007/s12525-015-0184-z
https://zephoria.com/social-media/top-15-valuable-facebook-statistics/
https://zephoria.com/social-media/top-15-valuable-facebook-statistics/
http://dx.doi.org/10.1007/s12525-015-0183-0
http://dx.doi.org/10.1007/s12525-015-0183-0


Schunter, M., & Powers, C. (2003). The enterprise privacy authorization
language (EPAL 1.1). http://www.zurich.ibm.com/security/
enterprise-privacy/epal/. Accessed 28 Feb 2013.

Schwartz, P. M. (2004). Property, privacy, and personal data. Harvard
Law Review, 117(7), 2056–2128.

Searls, D. (2012). The intention economy. Boston: Harvard Business.
Shapiro, C., & Varian, H. (1998). Information rules. Boston: Harvard

Business.
Smith, J. H., Milberg, S. J., & Burke, S. J. (1996). Information privacy:

measuring individuals’ concerns about organizational practices.MIS
Quarterly, 20(2), 167–196.

Solove, D. J. (2005). A taxonomy of privacy. University of Pennsylvania
Law Review, 154(3), 477–560.

Spiekermann, S., & Novotny, A. (2015). A vision for global privacy
bridges: technical and legal measures for international data markets.
Compuer Law & Security Review (CLSR), 31(2), 181–200.

Spiekermann, S., Korunovska, J., Bauer, C. (2012). Psychology of own-
ership and asset defence: Why people value their personal

information beyond privacy. Proc International Conference on
Information Systems (ICIS), Orlando.

Sweeney, L. (2002). k-anonymity: a model for protecting privacy.
International Journal of Uncertainty Fuzziness and Knowledge-
Based Systems, 10(5), 557–570.

The Boston Consulting Group (2012). The value of our digital identity.
Liberty Global.

Tufekci, Z. (2008). Can you see me now? Audience and disclosure reg-
ulation in online social network sites. Bulletin of Science Technology
and Society, 28(1), 20–36.

World Economic Forum (2011). Personal data: The emergence of a new
asset class. Davos.

World Economic Forum (2012). Rethinking personal data: Strengthening
trust. Davos.

Zwick, D., & Dholakia, N. (2004). Whose identity is it anyway?
Consumer representation in the age of database marketing.
Journal of Macromarketing, 24(1), 31–43.

The challenges of personal data markets and privacy 167

http://www.zurich.ibm.com/security/enterprise-privacy/epal/
http://www.zurich.ibm.com/security/enterprise-privacy/epal/

	The challenges of personal data markets and privacy
	Abstract
	Why personal data markets matter
	Personal data markets and their challenges
	Intertwined legal and economic challenges
	Technical challenges
	Social and ethical challenges

	A final outlook on personal data markets
	References


