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Abstract
In this study, pressuremeter modulus (Ep) and limit pressure (PL) were predicted using artificial intelligence methods through 
the available results of in situ and laboratory tests (the pressuremeter tests) obtained from the same place in Isfahan city metro 
line 2 in the east–west distance. In this regard, the results of pressuremeter experiments, standard penetration test, and down-
hole seismic geophysical test, as well as the results of laboratory tests such as grain size, density, and triaxial compression 
tests performed in fine-grained sediments (clay and silt), were used as training data. To predict the values of pressuremeter 
modulus and limit pressure for some other places close to the mentioned location, artificial neural network (ANN) and multi-
adaptive neuro-fuzzy inference system (MANFIS) were trained using the available experimental data. It outperforms ANN 
predictive model where the values of R2, RMSE were 0.86% and 0.17, respectively. The values of correlation coefficient R2 
and the root mean squares error (RMSE) in MANFIS model was equal to 0.94% and 0.05, respectively. Totally, the results 
implied that MANFIS model has the ability to provide more realistic outputs with higher accuracy compared to ANN. The 
most advantage of the method presented in this research is that since the cost of conducting in situ and lab tests is usually 
high, when the test values for some parts of a location are available, it is possible to estimate these values for a limited number 
of other close locations and/or in the range with a good accuracy without the need to perform extra tests.
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Introduction

Geotechnical studies and investigations of the location of 
the structure before performing any structural operations are 
very important and necessary (Cabalar et al. 2012). In site 
investigation in important geotechnical projects, in situ and 
laboratory experiments are used to obtain the soil character-
istics of the project site. Because the conditions of field tests 
are most similar to the interactions of forces in the actual 
behavior of soil in the field and soil disturbance is much 
less, they provide more reliable results, in contrast to the fact 
that often in laboratory experiments If tampered with and 

performed on a very small scale relative to the ground, the 
results are less accurate. Therefore, the tendency to design 
the structure based on the parameters obtained from in situ 
experiments is more and more reliable (Wu et al. 2021).

The pressuremeter test (PMT) is an in situ test used to 
help design foundations for a variety of soils. In general, 
measuring the strength properties and deformation param-
eters of the soil done under overburden pressure. The param-
eters of limit pressure (PL) and pressuremeter modulus (Ep) 
obtained from the pressuremeter test are used to determine 
the amount of bearing capacity and settlement due to loading 
(Briaud 2019; ASTM D4719-20 2020; Wu et al. 2021). This 
test is relatively expensive, time consuming, and in some 
cases difficult to perform. As a result, for engineering pro-
jects to save time and money, indirect methods are sought 
for estimating the pressuremeter modulus and limit pressure 
(Cheshomi and Ghodrati 2015).

The use of software methods can provide a suitable 
solution to reduce costs and increase efficiency for the 
geotechnical studies of projects (Daneshvar et al. 2010). 
Therefore, due to the ability of artificial intelligence 
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models such as artificial neural networks and fuzzy mod-
els in modeling and predicting geotechnical parameters, it 
has been widely used. (Cabalar et al. 2010; Aladag et al. 
2013; Edincliler et al. 2013; Barzegari et al. 2019; Zaki 
et al. 2020). In addition to the required accuracy, arti-
ficial neural networks have high speed and ease of use. 
The analysis is based on artificial intelligence models by 
extracting the relationships between the factors affecting 
the limit pressure (PL) or the pressuremeter modulus (Ep) 
and their basic physical properties. Previous studies have 
been performed on the interpretation and application of 
artificial intelligence models to predict pressuremeter test 
data (Table 1). Prediction of pressuremeter parameters 
was performed through neural network using SPT number 
and some laboratory experiments (Aladag et al. 2013; Wu 
et al. 2021) or using CPT number (Zaki et al. 2020) with 
different neural network models, interpretation, and pre-
diction of pressuremeter parameters (Fawaz et al. 2014). 
The shear modulus of sand with different mixtures using 
neural networks was anticipated (Cabalar and Cevik 2009; 
Edincliler et al. 2012).

There are numerous effective parameters on Ep and PL, 
such as soil depth, soil mechanical properties, grain size, 
density, cohesion, and internal friction angle as well as 
longitudinal and shear wave velocity and standard pen-
etration number. As shown in Table 1, in the previous 
researches, a limited number of variables have been con-
sidered. But in this study, we have selected more number 
of variables as input, because all have effect on predict 

Ep and PL. This feature is accounted as a novelty of the 
present work.

Also, in this research, in addition to solving the prob-
lems of previous projects, in order to increase the reli-
ability, another prediction method was used alongside 
ANN method, which is a combination of neural network 
and fuzzy logic (MANFIS). Also, a model whose results 
can be generalized to other ongoing projects was pro-
vided. Therefore, for this purpose, the study area of the 
Isfahan’s metro line 2, route between the east–west bor-
ders was selected, which has suitable conditions in terms 
of the presence of fine silt and clay deposits, which are 
very common and similar to other alike projects. Figure 1 
shows the study area and route of the metro line. To pre-
dict the Ep and PL in the study area, the artificial neural 
network modeling method was used and the results were 
compared with the results of the method of the adaptive 
neuro-fuzzy inference system model. In order to compare, 
the prediction factors have been studied using the results 
of common laboratory and in situ experiments that affect 
the pressuremeter parameters. Also, according to the abil-
ity of each artificial intelligence model, the combination 
of these models can take advantage of the simultaneous 
benefits of both models (Cevik et al. 2011; Umrao et al. 
2018).

The present study proposes a MANFIS (multi-ANFIS) 
model for estimating the Ep and PL in fine-grained sediments 
using samples collected from the study area. Furthermore, 
this study proposes alternative ANN and MANFIS models, 

Table 1   Recent studies on PL and EP prediction using soft computation techniques and the present work

References Technique Input Output R2 or R RMSE or MSE

(Aladag et al. 2013) ANN
Regression

w(%), PI, SPT(N60) PL, EM - RMSE(PL) = 0.20
RMSE(EM) = 2.99

(Kayabasi 2012) Regression w(%), PI, SPT(N60), SPT(Raw) PL, EM R2(PL) = 0.84 R2(EM) = 0.79 RMSE(PL) = 0.43
RMSE(EM) = 5.65

(Emami and Yasrobi 2014) ANN w(%), γ, SPT(N60), H, P, Dmax ∆V, EM R2(∆V) = 0.95
R2(EM) = 0.9

RMSE(∆V) = 0.06
RMSE(EM) = 0.08

(Sharma et al. 2017a) ANN
Regression

PL, LL, γ, SG, G%, S%, Fine% E R2(E) = 0.98 MSE(E) = 0.002

(Ziaie Moayed et al. 2018) ANN (GMDH) w(%), PI, SPT(N60) PL, EM R2(PL) = 0.87 R2(EM) = 0.91 RMSE(PL) = 0.31
RMSE(EM) = 3.19

(Zaki et al. 2020) ANN (GMDH) PL, LL, SPT(N60), G%, S%, 
Silt%, Clay%

EM R2(EM) = 0.726 RMSE(EM) = 10.84

(Wu et al. 2021) ANN Qt, fs, U2, σ'v0 PL, EM dw = 0.9379 MSE = 0.712
Present study ANN,

MANFIS
D, γW, Cuu, φ, VP,Vs, N60 PL, Ep R2(ANN) = 0.86 R2(MANFIS) 

= 0.94
(see Results and Discussion)

RMSE(ANN) = 
0.17

RMSE(MANFIS) 
= 0.05

(details in Results 
and Discussion)
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to compare the accuracy of each model with one of the other 
soft computing methods.

Materials and methods

Database

Isfahan is a historical city in the central part of Iran. The 
initial study of Isfahan city train line 2 with a length of about 
24 km along the east to west of Isfahan with 22 stations 
was conducted. A total of 44 machine boreholes 30 and 40 
meters from the natural ground level have been drilled by the 
core barrel method and continuous sampling. The database 
used in this study examines in detail 36 of the 19 boreholes 
that are scattered throughout the route. Intact laboratory 
samples were sampled from a certain depth at which in-situ 
tests were performed. Assessment of soil properties with the 
help of laboratory tests simulates soil conditions on a small 
scale (Carter and Bentley 2016; Sharma et al. 2017b). The 
required laboratory tests are performed in accordance with 
the valid international standards (ASTM) on the samples 
taken. Some of the common laboratory experiments in most 
of the geotechnical studies used in this study include grain 
size, natural soil density үt, cohesion C, and internal friction 
angle Ф of soil obtained from the UU triaxial test, to identify 
the project site soil (da Fonseca et al. 2010).

In order to find out the physical and mechanical prop-
erties of the project site soil during drilling of boreholes, 
downhole geophysical tests have been performed to estimate 
the dynamic parameters of the soil for seismic analysis of 
the site. The velocities of longitudinal waves Vp and shear 
Vs inside the soil layers deep underground were obtained 
for this purpose.

N spt(60) (standard penetration number modified for 
energy ratio of 60%) obtained from the standard penetration 
test, which leads to the determination of resistance param-
eters of clay, sludge, and sandy soils (Yesiloglu-Gultekin 
2021), and the pressuremeter modulus (Ep) and the limit 

pressure (PL) obtained from the pressuremeter test, were 
measured from in situ tests. Comparison of laboratory and 
in situ test results provides a comprehensive and accurate 
assessment of soil parameters. The samples consist of a vari-
ety of fine-grained soils including clay (CH, CL), silt (ML, 
MH), silty clay (CL-ML), and sandy silt to sandy clay. The 
data are given in Table 2.

Artificial intelligence methods: motivations 
and concepts

Artificial intelligence models were rapidly used in the engi-
neering sciences because of their ability to recognize the 
behavior of complex nonlinear systems. Therefore, they have 
the ability to model and process geotechnical data (Barzegari 
et al. 2019). Artificial neural networks are algorithms that 
can be used to perform nonlinear statistical modeling and 
provide a new alternative to logistic regression, the most 
commonly used method for developing predictive mod-
els for estimation of geotechnical parameters (Hajian and 
Bayat 2022). Neural networks offer a number of advantages, 
including requiring less formal statistical training, ability to 
implicitly detect complex nonlinear relationships between 
dependent and independent variables, ability to detect all 
possible interactions between predictor variables, and the 
availability of multiple training algorithms (Tu 1996). Also, 
neural networks are more robust to noise that are available 
in the most of geotechnical lab or in situ tests, than common 
classical methods of estimations, i.e., model based or even 
statistical regressions (Kimiaefar et al. 2018). Furthermore, 
ANNs are able to learn from data, and therefore, there is no 
need to any pre-assumption about the geotechnical param-
eters, while other common methods try to fit a pre-assumed 
model to data and consequently the accuracy of the esti-
mation is affected .Disadvantages include its “black box” 
nature that harden to interpret, proneness to overfitting, and 
the empirical nature of model development. To overcome 
black-box problem, one way is to combine fuzzy logic and 

Fig. 1   Location of the subway route sites in Isfahan, Iran

Page 3 of 15    104Arab J Geosci (2023) 16:104



1 3

neural networks yield to neuro-fuzzy system that not only 
have the mentioned advantages of ANNs but also is bet-
ter interpretable due to the presence of fuzzy if-then rules 
(Mobara et al. 2013).

In this study, a multi-adaptive neuro-fuzzy inference 
system (MANFIS) was investigated to estimate the values 
related to the pressuremeter modulus and limit pressure 
obtained from the pressuremeter test of fine-grained soils. 
Its results are compared with the results of the artificial neu-
ral network model.

Network training

Normalization operations must be performed before many 
data mining algorithms, such as neural networks, so that 
the various dimensions are fairly examined by the algo-
rithm and the effect of one is not greater than the others. 
Hence, the best data situation in teaching artificial intelli-
gence networks is when the inputs and outputs are between 
zero and one. This normalization in terms of data value 
standardization helps the transfer functions to distinguish 

Table 2   Input parameters in ANN and MANFIS network used in this study

Pressuremeter SPT Downhole Laboratory test result

PL (kN/m2) EP (kN/m2) N spt(60) Vs (m/s) Vp (m/s) үt (KN/m3) Ф (UU) C(UU) (kN/m2) Depth (m) Borehole

408.9 6842.1 13 687 1639 19.6 1 38.2 12 BH-S01
742.4 10809.9 60 514 1248 19.6 0 103.0 36
719.8 22191.5 23 676 1605 19.1 1 47.1 18 BH-S02
822.8 17437.2 14 556 1350 19.1 0 41.2 30
812.0 24553.9 38 532 1294 19.6 2 39.2 20 BH-S03
1016.9 19296.5 16 724 1704 19.6 2 39.2 31
758.1 18706.2 27 546 1335 19.6 2 44.1 19 BH-S04
1298.4 12671.2 28 614 1491 19.6 2 44.1 30
1090.5 25102.1 22 606 1448 19.6 2 37.3 20 BH-S05
1139.5 17629.4 12 608 1465 19.6 2 43.1 30
1173.9 31851.0 43 706 1652 19.1 2 41.2 20 BH-S06
1112.1 15304.3 16 638 1528 19.1 2 41.2 30
915.9 12120.0 29 632 1519 19.6 2 44.1 24 BH-S07
1064.0 14519.7 7 551 1346 19.6 2 44.1 36
406.0 12840.8 20 689 1665 20.1 2 37.3 9 BH-S08
590.4 6517.5 21 747 1813 19.1 0 147.1 19
1015.0 10754.0 18 740 1747 19.6 2 42.2 33.5 BH-S09
299.1 3356.8 12 438 1102 20.1 2 41.2 10 BH-S10
773.7 14062.7 11 767 1812 19.1 1 39.2 25.5
925.7 10314.6 7 759 1794 19.1 1 39.2 33.5
619.8 20230.1 19 827 1912 19.6 2 36.3 10 BH-S10A
1113.1 16908.6 22 474 1172 20.6 2 43.1 34.5
782.6 14315.7 14 538 1326 19.6 2 37.3 30 BH-S11
353.0 8374.9 17 661 1587 19.1 3 38.2 6 BH-S11A
1370.0 22451.3 17 667 1583 19.6 0 83.4 33
230.5 2211.4 34 654 1574 19.1 1 41.2 6 BH-S12
1183.7 35896.3 21 634 1522 19.1 2 45.1 32
589.4 9235.9 19 645 1547 19.6 2 39.2 7.5 BH-S13
1091.5 32473.7 22 466 1161 19.1 1 49.0 32
1058.1 10813.8 40 642 1536 19.6 1 47.1 39 BH-S21
510.9 11549.3 31 626 1504 20.1 1 40.2 9 BH-S22
1505.3 19214.2 22 583 1421 19.6 0 44.1 34
372.7 14206.9 27 768 1791 19.6 2 39.2 6 BH-S25
873.8 11298.2 24 583 1427 20.1 2 39.2 20
480.5 24339.1 28 526 1309 20.1 2 38.2 6 BH-S26
1471.0 47352.4 31 558 1370 19.6 2 36.3 34
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between very large numerical values and leads to easier 
network training (Nourani et  al. 2008; Kanungo et  al. 
2014; Guha Roy and Singh 2020).

One of the common methods of data normalization used 
in this study is according to

where X is the value of the data should be normalized, 
XN is the normalized value of the data, and Xmin and Xmax 
are the minimum and maximum values in the data set, 
respectively.

Artificial neural network

Artificial neural network (ANN) is a type of artificial intel-
ligence. This intelligent model consists of units called neu-
rons that try to mimic the behavior of the human brain and 
nervous system (Shahin et al. 2001).

The basis of this network is a training-based algorithm 
that models the relationship between inputs and outputs. 
Neural networks were presented due to their high learning 
capability which can modify and improve their behavior 
while learning (Zaki et al. 2020).

One of the most useful types of artificial neural net-
works to solve engineering and geotechnical problems are 
multilayer perceptron (MLP) networks. MLP networks 
consist of an input layer, one or more hidden layers, and 
an output layer (Emami and Yasrobi 2014).

In this study, perceptron network with two hidden lay-
ers was used. In these networks, the number of hidden 
layers, the number of neurons in the hidden layers, and 
the number of educational data are the most important 
factors influencing the network performance. The neu-
rons are connected to the next layers by weights (W) and 
the biases (b) in the middle layer and output neurons are 
responsible for modulating the values. Transfer functions 
(f) are also responsible for processing neurons in the mid-
dle layer, which can include a wide range of functions 

(1)xN =
x − xmin

xmax − xmin

(Fig. 2). In this research, in the first and second hidden 
layers, Log–Sigmoid function and hyperbolic tangent Sig-
moid function have been used as activation functions, as 
mentioned in Eqs. (2) and (3), respectively (Hagan et al. 
1966; Hajian and Styles 2018).

where x is the weighted sum of the input of each neuron and 
y is its output.

Network training is either supervised or unsupervised. 
In the monitored algorithms, by increasing and decreasing 
weights and biases, the network parameters are adjusted 
so that the network output is as close as possible to the 
desired response and produces less error. Next, the net-
work can provide a closer output to the target in the face 
of an untrained input (Nadiri et al. 2014; Ghorbani et al. 
2020).

In contrast, unsupervised education is based on internal 
compulsions and restrictions. It only produces impressive 
results if there is some kind of redundancy and abundance 
in the input data. Without this increase in input data, it is 
impossible to detect any pattern in the input data.

In artificial neural networks, various optimization 
algorithms training and modulate the network by creat-
ing repetitive changes in weights and biases. (In fact, the 
value of network weights is determined when learning the 
network.) The backpropagation of errors algorithm is one 
of the most widely used for supervised network training. 
The main application of the law of learning is the back-
propagation of errors algorithm in multilayer feedforward 
neural networks. The basis of this method is to minimize 
the error function (Nalbant et al. 2007).

In this study, designed networks of three-layer percep-
tron feedforward backpropagation training algorithm have 
been used. The final optimal model is optimized after trial 

(2)y =
1

1 + e−x

(3)y =
ex − e−x

ex + e−x

Fig. 2   A typical structure of 
ANN processing elements (Sha-
hin et al. 2001)
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and error cycles, and its output has a relatively low error 
compared to other designed models.

Fuzzy logic

A fuzzy set, as its name implies, is a set with vague bounda-
ries and has a special structure for analyzing and modeling 
approximate arguments. In fact, in this type of collections, 
the transition from inclusion to non-inclusion is gradual. 
This gradual and smooth transition is organized by the 
membership function. The membership function is a curve 
that defines how to map each point of the input space to a 
membership value (membership grade) between 0 and 1. 
The MFs has different shapes such as Gaussian, triangular, 

trapezoidal, bell-shaped, and Sigmoid, which are shown in 
Fig. 3. These various MFs are in custom design fuzzy con-
trol software tools. For example, where the neural network 
is operated to adjust and implement the fuzzy system, the 
Sigmoid MF was used (Horikawa et al. 1990; Zhao and Bose 
2002). In triangular MFs, distribution of membership grades 
is so that the maximum membership occurs at one point 
and the function has a height of unity. But, when it is in a 
domain range, trapezoidal functions are used. Gaussian or 
bell-shaped MFs are the most common MFs used for non-
linear problems and systems with complex behavior (Ilkhchi 
et al. 2006; Hajian and Styles 2018).

The fuzzy system consists of three main parts: (1) fuzzifi-
cation data, (2) fuzzy inference system (fuzzy rules), and (3) 

Fig. 3   Different types of com-
mon membership functions: 
a triangular, b trapezoidal, c 
Gaussian, d generalized bell, 
and f sigmoidal
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defuzzification data. In fuzzification, the inputs are changed 
to the appropriate fuzzy set through the corresponding mem-
bership function. Fuzzy results are obtained through a fuzzy 
inference system or fuzzy if–then rules. In most applications 
of fuzzy logic, such as what humans do when making deci-
sions, they design appropriate structures to analyze and solve 
equations using experience. These fuzzy rules can also select 
the appropriate number of fuzzy sets and language patterns 
for a particular purpose. Solve uncertainties and interpret the 
relationship between input and output (Ahmadi-Nedushan 
2012). In the last stage, the final results are obtained from 
the community of outputs and their defuzzification. Based 
on the type of membership functions, the fuzzy model is 
divided into two types: Mamdani and Takagi Sugeno. In 
Mamdani method, the output membership functions are 
fuzzy sets. But, in the Takagi Sugeno model, the output is 
constant or linear, which is obtained by the classification 
method. In this research, fuzzy logic has been used by Tak-
agi Sugeno TS-FL method (Yang and Yang 2014).

Neuro‑fuzzy inference system

The adaptive neuro-fuzzy inference system developed by 
Jung in 1993 is a combination of the FIS model, which has 
the ability to extract fuzzy rules by data, and the ANNs 
model, with network training capability (Jang 1993). In this 
way, it can overcome the disadvantages of each of these 
models. ANFIS can provide better results with less limita-
tions than ANNs and FIS models in various fields, including 
geotechnical data, which often have inherent heterogene-
ity. Therefore, with this intelligent method, the accuracy of 
obtaining these parameters can be increased and the error 
rate the observation of the prediction error will be reduced 
and will make the modeling more accurate and improve the 
soil resistance parameters (Hajian et al. 2011).

Fuzzy inference systems are different in terms of the princi-
ples governing the result part, but they are all similar in terms 
of the hypothetical part. Therefore, there are different meth-
ods for dividing the entrance space; this is done in order to 

provide appropriate assumptions in fuzzy rules and are appli-
cable to all fuzzy inference systems. Grid partitioning is one 
of the separation methods in 2D input space (Jang et al. 1997; 
Ahmadi-Nedushan 2012). This segmentation method requires 
only a small number of membership functions per input, and 
in the case of systems with a large number of inputs, the fuzzy 
if–then rule increases too much. This problem is commonly 
referred to as curse of dimensionality. In contrast, models 
made with subtractive clustering method lead to low network 
efficiency due to their very small number of rules (Yusefzadeh 
and Nadiri 2021).

ANFIS works by approximating the functional relations 
between responses and input variables, by gradually fine-
tuning the parameters at the adaptive nodes of ANFIS for the 
process under study. A typical layer structure of an ANFIS 
network is depicted in Fig. 4. Relationship between the two 
input variables (x, y) and one output (f) parameters through 
hybrid learning for the determination of the membership func-
tion distribution can be simulated by ANFIS. The ANFIS uti-
lizes a hybrid-learning rule as it is easy to use. It is comprised 
of five layers in the inference system, and each layer includes 
several nodes, which are defined by the node function (Jahed 
Armaghani et al. 2015).

For simplicity, we assume the fuzzy inference system under 
consideration has two inputs x and y and one output z with f 
membership function. Suppose that the rule base contains two 
fuzzy if–then rules of Takagi and Sugeno’s. Therefore, these 
rules are of the form: (Takagi and Sugenu 1983, Hajian and 
Styles 2018)

where A and B are fuzzy variables and {p, q, r} is the set 
parameters.

In order to train the network, there is a forward pass which 
propagates the input vector through the network, layer by 
layer, and a backward pass where the error is sent back 
through the network (backpropagation).

(4)If x is A1 and y is B1 THEN f1 = p1x + q1y + r1

(5)If x is A2 and y is B2 THEN f2 = p2x + q2y + r2

Fig. 4   Schematic diagram of 
the layers of an ANFIS (Jahed 
Armaghani et al. 2015)
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Layer 1: the output of each node is

where x is the input to node i, and A is the linguistic label 
(small, large, etc.) associated with this node function and 

(6)O1,i = �Ai(x) for i = 1, 2,

(7)O1,i = �Bi−2(y) for i = 3, 4

the O1,i(x) is essentially the membership grade for x and 
y. n. In other words, O1,i is the membership function of Ai 
and it specifies the degree to which the given x satisfies the 
quantifier Ai and for all equations 6 to 8, μ denotes the mem-
bership degree. The membership functions can have broad 
definitions but here we have used the bell-shaped function. 
The membership functions can have broad definitions but 
here we have used the bell-shaped function:

Fig. 5   Neural network architecture used in this study

Fig. 6   Comparison of the 
normalized predicted and the 
measured for ANN model 
EP(OPT)
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where ai, bi, and ci are parameters to be learnt and are 
known as the premise parameters.

Layer 2: each node in this layer is fixed and the t-norm 
is used to perform the operator ‘AND’ on the membership 
grades (for example the product):

(8)
�A(x) =

1

1 +
|||
x−ci

ai

|||
2bi

(9)O2,i = wi = �Ai(x)�Bi(y), i = 1, 2

where wi denotes for the weight of the firing of each rule 
in layer 2.

Layer 3: layer 3 contains fixed nodes which calculate the 
ratio of the firing strengths of the rules:

Layer 4: the nodes in this layer are adaptive and output 
the consequence of applying the rules:

(10)O3,i = wi =
wi

w1 + w2

Fig. 7   Comparison of the 
normalized predicted and the 
measured for ANN model 
PL(OPT)

Table 3   The obtained RMSE values for feed-forward ANN

RMSE testing RMSE validation RMSE training Correlation coef-
ficient of total data

Correlation coef-
ficient of validation 
data

Number 
of neu-
rons

Transfer function Number of layers

0.0994 0.1702 0.0977 0.86 0.74 35 LOGSIG 3
10 TANSIG
2 PURELIN

Page 9 of 15    104Arab J Geosci (2023) 16:104



1 3

The parameters in this layer (pi, qi, ri) to be determined are 
known as the consequent parameters.

Layer 5: there is a single node here that computes the 
overall output:

This is typically how the input vector is fed through the 
network, layer by layer. The type of fuzzy model used in 
the ANFIS structure to estimate the pressuremeter modu-
lus and limit pressure is of the Sugeno type, which is often 
used by the ANFIS systems using the Takagi Sugeno fuzzy 
system. There are a number of possible training approaches 
but here the hybrid learning algorithm method was used to 
optimize the network training, which combines the least 
square estimation (LSE) method with the steepest descent 
gradient algorithm. For this model, a generalized Gaussian 
function is used to create membership functions for 7 input 
data. Then, each input is fuzzified based on the membership 
function according to the if–then rules, and finally, based 
on the type of input data, the output membership function 

(11)O4,i = wifi = wi

(
pix + qiy + ri

)

(12)O5,i =
�

i
wifi =

∑
i wifi∑
i wi

is displayed as a constant (Tayfur et al. 2014; Hajian and 
Styles 2018).

In this study, the MANFIS model uses the advantages of 
simultaneous neural network and fuzzy logic to predict the 
pressuremeter modulus and soil limit pressure and provides 
better results than any of the individual models.

Network validation

After training the network, the validity of the results should 
be weighed. The predicted quantity validation dataset is 
given to the network and the network responses are com-
pared with the actual values measured with the instrument. 
The more similar these two data sets (real and predicted), 
the greater the power of network generalization and its effi-
ciency. There are usually two ways to evaluate the differ-
ence between two data sets: correlation coefficient R2 and 
root mean squared error (RMSE) (Basarir et al. 2014; Jahed 
Armaghani et al. 2015; Fattahi 2016). These values are 
determined by the following equations:

(13)RMSE =

((
1

P

)∑
j

|||tj − oj
|||
2
) 1

2

Fig. 8   Architecture of multiple 
adaptive neuro-fuzzy inference 
system

Fig. 9   The schematic of multi 
adaptive neuro-fuzzy inference 
system architecture used in this 
study (the structures of the two 
models are parallel).
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where the values of t, o, and p, j are the target value (actual 
observation), model output, and the number of observa-
tions, counter of samples in the summations, respectively. It 
is clear that the best value for R2 is 1 and for RMSE is zero 
(Nalbant et al. 2007).

Results and discussion

In this study, in order to estimate the pressuremeter modulus 
and limit pressure of fine-grained soils in Isfahan’s metro 
line 2, two types of artificial intelligence methods including 

(14)R2 = 1 −

⎛⎜⎜⎝

∑
j

�
tj − oj

�2
∑

j

�
oj
�2

⎞⎟⎟⎠

MANFIS and ANN were used and their results were com-
pared with each other. Execution of models was done through 
MATLAB software. Information and data from laboratory 
tests and in situ studies conducted by the Urban Train Organi-
zation were collected and analyzed. 36 data including natural 
soil density values үt, cohesion C and internal friction angle 
Ф, longitudinal wave velocity Vp and shear wave velocity Vs, 
N spt(60), and depth tested D were prepared.

Based on the classification of experimental models, neu-
ral network models are completely closed (black box); it 
means the relationship between input and output and the 
network operation process is unknown and unimaginable 
to the user. It should be noted that the neural network is not 
so accurate in extrapolation problems. The data used in this 
research have the same type soil (fine-grained), and the ANN 
model cannot be expected to be accurate for different range 
of data specially when the distance of the understudy points 

Fig. 10   Comparison of the 
normalized predicted and the 
measured for ANFIS model 
E(OPT)
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from the new points is far and consequently the inputs range 
might be so different with the trained range. While ANNs 
are black box type, the neuro-fuzzy networks are of the type 
gray box as they have a base of fuzzy optimized rules and 
therefore their efficiency is generally higher than ANNs.

As the results of the networks showed, the correlation 
between the actual data and the predicted values of Ep and 
PL for the neural network is 0.86, and in the neural-fuzzy 
network is 0.94. Also, a comparative diagram of observa-
tional and computational values for each of the models is 
prepared and shown in Figs. 5 and 6 for the ANN and 9 and 
10 for the ANFIS.

Neural network modeling

In order to construct an artificial neural network model using 
the perceptron multilayer network method, 36 data obtained 
from the Isfahan’s metro line 2 project with the help of 7 
parameters have been used as input using MATLAB soft-
ware, so that first the input and output parameters must be 
specify the network. Final input parameters included natural 
soil density үt, cohesion C and internal friction angle Ф, lon-
gitudinal wave velocity Vp and shear wave velocity Vs, N spt 
(60), and depth tested D. The output or target parameter was 
the pressuremeter modulus (Ep) and the limit pressure (PL) 

Fig. 11   Comparison of the 
normalized predicted and the 
measured for ANFIS model PL 
(OPT)

Table 4   Results of training 
and testing of the EP(OPT) and 
PL(OPT) for MANFIS model

Root mean squared error Output 
membership 
function

Output 
membership 
function

Number of input 
membership func-
tion

Target

Checking data Testing data Training data

0.0563 0.0517 0.0320 Constant Gaussmf 2 EP(OPT)

0.0525 0.0584 0.0629 Constant Gaussmf 2 PL(OPT)
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obtained from the pressuremeter test. Geological informa-
tion has been extracted from geotechnical boreholes drilled 
along the route. 70% of the available data were randomly 
selected for education and 30% of the available data were 
randomly selected and used as test data (15% for testing and 
15% for validation). In order to understand that ANN cor-
rectly predicted, experimental data that were not previously 
provided to the network are used.

The purpose of neural network training is to determine the 
optimal network parameters including weights and biases. In 
this study, 2 hidden middle layers and 1 output layer, the num-
ber of neurons in the middle layers were 35 and 10, respec-
tively, and in the output layer, 2 neurons were trained and tested 
(Fig. 5). These values were determined by trial and error. Dif-
ferent algorithms have been used in the modeling to achieve 
the optimal network (Nalbant et al. 2007; Sarmadian and Kes-
havarzi 2010; Edincliler et al. 2012; Emami and Yasrobi 2014; 
Zaki et al. 2020). The best result was shown by perceptron algo-
rithm with LOGSIG and TANSIG transfer functions in the first 
and second hidden layers and PURELIN transfer function in the 
output layer, respectively. The actual and predicted data of the 
pressuremeter modulus and limit pressure at the yield point are 
0.86 (Figs. 6 and 7, Table 3) (Taşan and Demir 2020).

Adaptive neuro‑fuzzy inference system modeling

The comparative neuro-fuzzy inference system (ANFIS) has 
been used to predict the limit pressure and pressuremeter mod-
ulus obtained from the pressuremeter test in Isfahan’s metro 
line 2. A network with 7 input variables, including natural soil 
density үt, adhesion C and internal friction angle Ф, longitu-
dinal wave velocity Vp and shear wave velocity Vs, N spt(60), 
and depth tested D, was selected. The output of the model is 
the pressuremeter modulus (Ep) and the limit pressure (PL) 
resulting from the pressuremeter test, for each of these outputs 
a separate interface network is trained. As it is shown in Fig. 8, 
the structure of the network under study includes a parallel 
combination of two ANFISes, namely, MANFIS.

The data are divided into three categories: educational, 
experimental, and validation with a certain number. As a 
result, a total of 36 normalized data, 21 data for training, 9 
data for testing, and 6 data for neural-fuzzy network valida-
tion were randomly selected.

The next step is to determine the initial fuzzy inference 
system for ANFIS training; here, the system is of the Tak-
agi–Sugeno type. Hybrid optimization method has been used 
for ANFIS training; the criterion for stopping the training is 
zero error and the training has been done in 40 epoch. The 
grid partitioning method has also been used to create the 
structure of the fuzzy inference system automatically (Sihag 
et al. 2019; Jalal et al. 2021).

In the optimal model, considering to have 7 inputs, in 
order to avoid facing the problem of dimensions, 2 gaussmf 

membership functions have been determined for each of the 
inputs. The output membership function is constant. The 
best structure of ANFIS model was selected as the optimal 
model due to high data correlation and limited error (Fig. 9) 
(Zhang et al. 2020).

To evaluate the efficiency and accuracy of the optimal 
ANFIS model used, first the scatter plot of the observed 
values versus the computational values related to each of the 
parameters of pressuremeter modulus (Ep) and limit pressure 
(PL) was drawn (Figs. 10 and 11) and Pearson coefficient 
(R2) was calculated. The root mean squares error (RMSE) 
were calculated for each of the training, testing, and check-
ing steps (Table 4) (Umrao et al. 2018; Taşan and Demir 
2020; Jalal et al. 2021). Quantitative results show that this 
model has a lower RMSE value than the ANN model, which 
indicates a high correlation between the predicted values and 
the actual values of both parameters.

Conclusion

The purpose of this study was to demonstrate and evaluate 
the ability to learn and predict the values of the pressuremeter 
modulus and the limit pressure obtained from the pressurem-
eter test by computational models, especially ANN and MAN-
FIS. Geotechnical experimental methods, including laboratory 
and in situ experiments, usually require special equipment and 
take more time than computational methods. The results of 
this study include the pressuremeter modulus and the limit 
pressure predicted by the pressuremeter test (PMT), using 
the information of boreholes drilled in Isfahan’s metro line 
2, the results of artificial neural network (ANN) model and 
multi-adaptive neuro-fuzzy inference system (MANFIS). The 
MANFIS model, which is a combination of the ANN and FIS 
models, uses the artificial neural network training capability 
and the classification capability in the fuzzy system. Accord-
ingly, MANFIS demonstrated a practical approach to mini-
mizing uncertainties compared to artificial neural networks. 
To select the best type of model that can accurately estimate 
the pressuremeter modulus and limit pressure in Isfahan’s 
metro line 2, a comparison between evaluation criteria was 
performed. Examining the R2 and RMSE values for each 
of the models used in this study, it was observed that the R2 
values for all data sets in the ANN, ANFIS models are 86% 
and 94%, respectively, and the RMSE values for the ANN 
and ANFIS prediction models are equal to 0.17 and 0.05, 
respectively. Although the neural network provided good 
results, the MANFIS model is more accurate in estimating 
the pressuremeter modulus and soil limit pressure because 
its RMSE is less than one-third of ANN and also its R2 is 
10 percent more than that of ANN. Pressuremeter modulus 
and limit pressure are the most widely used soil deformation 
parameters that was resulted from in-situ tests. In the previous 
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studies, the pressure meter test parameters have been estimated 
through non-linear regression methods. But in this research, 
these parameters were predicted using MANFIS. Therefore, 
the models obtained from this method can be used to develop 
other data centers in similar researches. In order to improve 
the present study, it is suggested to use finite element methods, 
3D modeling software and other machine learning algorithms 
to compare the methods performed in this research to better 
evaluate and validate the efficiency of intelligent methods in 
estimating pressuremeter parameters in Isfahan’s metro line 2 
and other similar projects.
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