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Abstract
Accurate forecasting of streamflow is an important part of water resource management and a difficult job for engineers. 
In this study, a circulant singular spectrum analysis (CiSSA)-based novel approach for forecasting daily streamflow data 
is proposed. Obtained features using CiSSA methods are applied to support vector regression (SVR), random forest (RF), 
and artificial neural network (ANN) models. In addition, the variational mode decomposition (VMD) method was used for 
preprocessing the streamflow data and to compare the performance of the CiSSA method.
One to five-day ahead forecasting performance was investigated and compared with single SVR, RF, ANN single mod-
els. VMD-SVR, VMD-RF, VMD-ANN, CiSSA-SVR, CiSSA-RF, CiSSA-ANN, CiSSA-VMD-SVR, CiSSA-VMD-RF, and 
CiSSA-VMD-ANN ensemble models and Kruskal–Wallis test was used to show whether the forecasting results are stati-
cally significant. The analysis of the obtained results showed that the performance of the models (CiSSA-SVR, CiSSA-RF, 
and CiSSA-ANN) that use CiSSA features as input for far-day ahead predictions were significantly better than the other 
models. Taylor diagrams and mean absolute error (MAE), root mean square error (RMSE) and correlation coefficient (R), 
Nash–Sutcliffe efficiency coefficient (NSE), and Willmott’s refined index (WI) performance parameters revealed that the 
performance of the CiSSA-RF model was better. Furthermore, the CiSSA-RF model proved to be significantly much reliable 
for longer predicting periods.

Keywords Streamflow forecasting · Circulant singular spectrum analysis · Variational mode decomposition · Support 
vector regression · Random forest · Artificial neural network

Introduction

Hydrology is a basic applied interdisciplinary science that stud-
ies the cycle, distribution, formation, physical, chemical, and 
biological properties of water in the earth (i.e., on the surface, 
underground, and in the atmosphere). Also, hydrological stud-
ies are critical during the planning, design, development, and 
service phases of the facilities that are used for water-related 
studies such as water usage and water quantity management. In 
water engineering research, hydrological data (such as stream-
flow and precipitation) play an important role in understand-
ing and predicting nature’s character and behavior (Sivapalan 

2018). The nature of such data is nonlinear and non-stationary. 
To estimate and simulate such data, numerous studies were per-
formed in the literature. Studies on forecasting for hydrological 
parameters and time series models began with linear methods, 
such as the parametric auto-regressive moving average (ARMA) 
and auto-regressive integrated moving average (ARIMA) (Box 
and Jenkins 1976). Depending on the underlying physics, most 
deterministic processes require large amount of data for mod-
eling. Without considering the underlying physical processes, 
black-box models assist in establishing relationships between 
input and output variables. These models are data-driven mod-
els which connect the system state variables (input, internal, 
and output variables) and need only limited information about 
the details of the physical behavior of the system. Due to the 
availability of the data, these methods have been gaining popu-
larity over the past two decades. Machine learning (decision 
trees, Bayesian and instance-based methods, neural networks, 
reinforcement learning) methods, fuzzy rule-based systems, 
support vector regression (SVR) data-driven techniques can be 
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given as examples (Akcay and Manisali 2018; Akyuncu et al. 
2018; Acar Yildirim and Akcay 2019; Mosaffa et al. 2022). 
According to literature, approaches based on artificial intelli-
gence techniques such as ANN, SVR, random forest (RF), and 
adaptive network–based fuzzy inference system (ANFIS), which 
are nonlinear models, have recently been used in the forecast-
ing of hydrological variables (Rasouli et al. 2012; Özger 2009; 
Luo et al. 2019; Sabzi et al. 2018; Yaseen et al. 2017, 2015; 
Oyebode and Stretch 2019). However, hybrid approaches have 
been developed to increase the performance of these approaches.

Some examples of the widely used time series pre-pro-
cessing techniques can be given as wavelet transform (WT), 
Fourier transform (FT), singular spectrum analysis (SSA), 
empirical mode decomposition (EMD), ensemble empirical 
mode decomposition (EEMD), and variational mode decom-
position (VMD) (Liu et al. 2014; Kisi et al. 2014; Latifoğlu 
et al. 2015; Zhu et al. 2019; Lahmiri 2016; He et al. 2019; 
Wang et al. 2017; Zhang et al. 2018; Unnikrishnan and 
Jothiprakash 2018; Zounemat-Kermani et al. 2021a; Hassani 
2007). These techniques split the original non-stationary 
signals into multiple smaller subband signals. The recon-
structed time series are then used as partial or complete 
inputs to machine learning models.

Recently, literature has started being enriched with the empir-
ical mode decomposition (EMD) technique in which empirical 
approach is used for the analysis of nonlinear and non-stationary 
data in addition to the WT transform (Liu et al. 2014; Kisi et al. 
2014). But WT-based, EMD-based models along with an exten-
sion of these methods are employed to restrict the boundary 
effect. This causes the prediction performance of hybrid models 
to deteriorate (Zhang et al. 2015). These are the main disadvan-
tages of mentioned methods. Another important method that 
separates the signal according to time information is the SSA 
technique, also considered the most powerful techniques for 
multivariate analysis (Hassani 2007). This technique is a non-
parametric model and does not require prior knowledge about 
the data and it does not suffer the boundary effect as is the case 
for the SSA-based forecasting models (Zhu et al. 2019; Zhang 
et al. 2015).

Recently, the variational mode decomposition (VMD) 
method has been used for the forecasting of economic and 
financial time series, carbon price, stock price, daily runoff, 
wind speed, and streamflow data (Lahmiri 2016; He et al. 
2019; Wang et al. 2017; Zhang et al. 2018; Zuo et al. 2020). 
The subband signals of VMD are more uncorrelated than 
those of EEMD, according to Jungang Luo’s study (Zuo 
et al. 2020). As a result, VMD outperforms EEMD and 
DWT in terms of decomposition.

One of the newest methods, the CiSSA algorithm has been 
proposed as a nonparametric, nonlinear method for the analysis 
of non-stationary and nonlinear time series data (Bógalo et al. 
2021). Bógalo showed the performance of the CiSSA algorithm 

compared to the basic SSA and EMD methods (Bógalo et al. 
2021) and revealed that the decomposed signals using the 
CiSSA were strongly separable. In this study, a reliable and 
efficient CiSSA-based ensemble model is proposed, as a novel 
approach, for the forecasting of streamflow data. Additionally, 
the VMD-based ensemble model is applied for the forecasting 
study. This is the first study in the literature which analyses the 
prediction performance of the CiSSA model and compares it 
with the VMD model.

In the hybrid approaches used for prediction, the signals are 
decomposed into subband data and the subband using preproc-
essing techniques such as EMD, WT, and VMD. Separate mod-
els have been developed for the estimation of each of these sub-
band signals. The total estimation data is obtained with the sum 
of the estimated subband signals. In this study, the streamflow 
data was decomposed into subband signals using the CiSSA and 
VMD methods, and the obtained data was used as features for 
the prediction. Therefore, instead of applying machine learning 
techniques separately to predict each subband signal, a machine 
learning algorithm was run once in the estimation study using 
the extracted features.

RF, ANN, and SVR methods were performed for forecasting 
daily streamflow data using extracted features, and forecasting 
performances of CiSSA-RF, CiSSA-ANN, and CiSSA-SVR 
were compared with VMD-RF, VMD-ANN, and VMD-SVR. 
An ensemble of CiSSA-VMD models such as CiSSA-VMD-
RF, CiSSA-VMD-ANN, and CiSSA-VMD-SVR and the 
Kruskal–Wallis test was used to determine if the predicted series 
satisfied the statistical significance criteria in each model. The 
flow of the proposed study is shown in Fig. 1.

Materials and methods

Study area and data

The daily streamflow (mm) data was measured over 61 years, 
from 1951 to 2012, resulting in a total of 22,646 data points for 
this analysis. The data was collected from the Upsalquitch river 
in the Upsalquitch basin, which is located at 47° 49′ 56′′ N, 66° 
53′ 13′′ W (latitude: 47.83247, longitude: − 66.8871) in New 
Brunswick, Canada. The data is obtained from the CANOPEX 
database for the site with a drainage area of 2305.77  km2 (http:// 
canop ex. etsmtl. net/; Arsenault et al. 2016).

The daily streamflow data was split into a 70:30 ratio, where 
70% of data was employed for training the model, and the 
remaining 30% data was tested to show the effectiveness of the 
model. As a result, 15,852 streamflow data points were used in 
the training process, and the remaining 6794 data points were 
used at the testing stage. Figure 2 shows the normalized training 
and testing data.
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By using preprocessing techniques on the entire stream-
flow data, some information from the validation phase may 

be sent into the training process of data-driven models, result-
ing in “hindcasting experiments” (HE). Thus, in a real-world 

Fig. 1  The proposed forecasting model for daily streamflow data

Fig. 2  Daily streamflow data 
measured on Upsalquitch river. 
a Training data, b testing data

a b
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application of streamflow forecasting known as “forecasting 
experiments,” the outcomes of streamflow prediction at a certain 
time are calculated using some future knowledge that would not 
be accessible at that exact moment (Zhang et al. 2015).

To create models, in some studies, first full-time series 
were decomposed into sub-signals and then divided into 
training and testing samples. This is an incorrect or unrealis-
tic strategy because some data from the testing step is mostly 
missing which necessitates the separation of the streamflow 
data into training and testing sections. After separation, the 
CiSSA and VMD techniques were applied to the normalized 
training data for the developing of proposed model.

Therefore, the streamflow data in this study was initially 
separated into two parts: training and testing data.

Circulant singular spectrum analysis

Singular spectrum analysis (SSA) is a nonparametric signal 
extraction approach based on subspace algorithms. The basic 
goal of SSA is to extract the time series’ underlying signals, such 
as trend, cycle, seasonal, and irregular components. The main 
disadvantage of the SSA approach is that it requires identifying 
the frequency of the decomposed components after they have 
been extracted.

To eliminate this disadvantage, the new circulant sin-
gular spectrum analysis was proposed by Bógalo in 2021 
(Bógalo et al. 2021). Circulant singular spectrum analysis 
is a nonparametric signal decomposition approach that may 
rebuild a time series as the sum of orthogonal components of 
known frequencies (Bógalo et al. 2021). The main advantage 
of the CiSSA method is that users can group the extracted 
components according to their needs, as the components are 
defined precisely by frequency.

The circulant SSA method consists of embedding, decom-
position, grouping, and reconstruction steps that are shown in 
Fig. 3.

Building the trajectory matrix stage:

A trajectory matrix is defined as shown in Eq. 1.

where T is the length of time series xt , L is the window 
length that is L < T/2, and X is the trajectory matrix.

(1)X =

⎡⎢⎢⎢⎣

x1 x2 ⋯ xN
x2 x3 ⋯ xN+1
⋮ ⋮ ⋮ ⋮

xL xL+1 ⋯ xT

⎤⎥⎥⎥⎦

Fig. 3  Flow chart of the CiSSA algorithm
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Decomposition stage:

To extract the unobserved components, the trajectory matrix 
is projected to the space spanned by a set of eigenvectors. 
For this, the circulant matrix SC is created using the sam-
ple second moments and elements of SC which are defined 
according to the following equations;

First row components of  SC are given in the Eq. 3 and the 
eigenvectors of SC are given by Eq. 4.

(2)sm =
1

T − m

∑T−m

t=1
xtxt−m,m = 0, 1,… , L − 1

(3)�m =
L − m

L
sm +

m

L
sL−m,m = 0, 1,… , L − 1

where U shows the Fourier matrix. Unnikrishnan and 
Jothiprakash  (2018) can be referred for detailed expla-
nations. The eigenvalues �K are related directly to the 
spectral density of the  xt time series for the frequency 
wk =

k−1

L
k = 1, ...,L as shown in Eq. 5

In this way, the X trajectory matrix can be decomposed 
with Xk elementary matrices and this is defined as Eq. 6.

(4)diag
(
�1, �2,… , �L

)
= U∗SCU

(5)�K ≅ f
(
k − 1

L

)
=
∑∞

m=−∞
sm exp (i2�m

k − 1

L
)

(6)X =
∑L

k=1
xk =

∑L

k=1
UkU

∗
k
X

)b)a

c)
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Fig. 4  Pearson correlation coefficients of the sub-signals of a four decomposition levels of CiSSA, b five decomposition levels of CiSSA, c six 
decomposition levels of CiSSA
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Grouping stage

Because the spectral density function is symmetric, corre-
sponding eigenvectors are complex conjugate. Therefore, the 
Xk elementary matrices and detailed in Unnikrishnan and 
Jothiprakash (2018).

Reconstruction stage

In this stage, time series can be obtained from transfor-
mation matrices using the same approach as SSA method 
(Bógalo et al. 2021).

Subband features obtained using the CiSSA method are 
named as  CiSSAi in this study. Training and testing data 
were decomposed into five subbands using the CiSSA 
method.

The reason why five subbands were chosen is that 
the number of five decomposition levels is the most 
appropriate value in terms of computational cost and 
forecasting performance in different trials. The Pearson 
correlation coefficient of subband signals is shown in 
Fig. 4. According to Fig. 4, five-level subband signals of 
CiSSA are more uncorrelated than the four or six-level 
decomposition of subband signals. For each t time (the 
forecast day), 5 features were used which were obtained 
from each subband signals. The CiSSA subband signals 
of training and testing data are shown in Fig. 5.

The CiSSA toolbox written in MATLAB was used to 
decompose the streamflow data using CiSSA method (Juan 
Bógalo Román 2021).

Variational mode decomposition

The VMD method is used as an alternative to the EMD 
method. The purpose of the VMD method is to decom-
pose an input signal (x(t)), a real value, into a certain 
number of subband signals (modes, uk). In the VMD 
method, each mode (uk) is clustered around a central 
frequency (wk). Each of the K modes uk (k = 1, 2, 3,…, 
K) of a signal x(t) has a central frequency and a limited 
bandwidth. To obtain the unilateral spectrum, the Hil-
bert transform is used to get the analytical signal of each 
mode ( (�(t) + (j∕�t)) ∗ uk(t) ). Each mode’s analysis signal 
is multiplied by an exponential term to adjust its approx-
imate center frequency ( (�(t) + (j∕�t)) ∗ uk(t)e

−jwkt  ). 
Finally, the demodulation signal’s gradient squared 
L2 bound norm is measured, and the signal bandwidth 
of each mode is estimated (Dragomiretskiy and Zosso 
2013). Constrained variational problem is constructed 
as Eqs. 7 and 8:

where {uk} = {u1, u2, ..., uk} is the set of all modes, 
{wk} = {w1,w2, ...,wk} is the central frequency set of all 
modes. Detailed information about the VMD can be found 
in ref. (Dragomiretskiy and Zosso 2013). Subband features 

(7)
min

⏟⏟⏟
{uk},{wk}

∑
k
⇑ �t[(�(t) + (j∕�t)) ∗ uk(t))]e

−jwkt
⇑

2

(8)
∑

k
uk = x(t)

Fig. 5  CiSSA subband signals of a training and b testing data
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obtained using VMD method are named as  VMDi in this 
study. Training and testing data were decomposed into five 
subbands using VMD method as in the CiSSA method. The 
Pearson correlation coefficient of VMD subband signals are 
shown in Fig. 6. According to Figu. 6, increasing decom-
position level does not increase the uncorrelatedness. The 
VMD subband signals of training and testing data are shown 
in Fig. 7.

Support vector regression

Support vector regression (SVR) is a type of super-
vised learning method that is commonly used in the 

classification problems. It was established by Vladimir 
N. Vapnik and Alexey Y. Chervonenkis (Cortes and Vap-
nik 1995) in 1963 in which a line is drawn to separate the 
points placed on a plane. While the basic purpose of this 
line is to connect the points of both groups at the greatest 
possible distance, it is significantly useful for datasets 
that are complex but small to medium in size.

SVRis similar to linear regression in which the equation 
of the line is ��⃗w.�⃗x + b = y . This straight line is known as a 
hyperplane in SVR. The nearest data points on either side 
of the hyperplane are called support vectors which are used 
to map the boundary line. Detailed information about SVR 
can be found in the ref. (Cortes and Vapnik 1995). In this 

a) b)

c)

Fig. 6  Pearson correlation coefficients of the sub-signals of a four decomposition levels of VMD; b five decomposition levels of VMD; c six 
decomposition levels of VMD
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study, Smola and Schölkopf’s sequential minimal optimiza-
tion (SMO) algorithm was used for SVR parameter optimi-
zation of Platt (1998).

Random forest algorithm

The random forest algorithm is a supervised classifica-
tion algorithm and can be used to solve regression prob-
lems. This algorithm aims to increase the classification 
performance by generating more than one decision tree 
during the classification process. The algorithm ran-
domly creates a forest. There is a direct relationship 
between the number of trees in the algorithm and the 
result. As the number of trees increases, a precise result 
is obtained. The main steps of the random forest algo-
rithm are given as follows (Breiman 2001).

Step 1: From the given dataset, the algorithm selects ran-
dom samples.
Step 2: For each chosen sample, the algorithm will gener-
ate a decision tree. Then, for each decision tree it will get 
a prediction result.

Step 3: For each forecasted result, voting will be per-
formed. It will use mode to solve a classification problem 
and mean to solve a regression problem.
Step 4: The algorithm will choose the prediction with the 
most votes as the final prediction.

During construction of the model, random forest param-
eters listed in the Table 1

Artificial neural networks

Artificial neural networks parallel and distributed informa-
tion processing structures, inspired by the human brain, are 
composed of processing elements that are connected to each 
other through weighted connections and each having its own 
memory. In other words, they are computer programs that 
mimic the biological neural networks.

Just as biological neural networks have nerve cells, arti-
ficial neural networks also have artificial neural cells. Arti-
ficial nerve cells are also called process elements.

The inputs (x1, x2,…., xn) transmit the information 
received from the environment to the nerve. Inputs can be 
applied to the neural network from previous nerves or from 
the outside. Weights (w1, w2, …, wi) determine the effect of 
inputs to ANN on the nerve. Each input has its weight. The 
large value of weight means that it is strongly connected to 
the artificial nerve of that input or that it is important, and 
a small one means that it is weakly connected or it is not 
important. The result of the addition function is applied to 
the activation function. As is the case for the summation 
function, different formulas are used to calculate the out-
put in the activation function. Artificial nerve cells come 
together to form the ANN. Nerve cells do not come together 

Fig. 7  VMD subband signals of a training and b testing data

Table 1  Random forest parameters used in this study

Iteration number 300

Folds number for back fitting 0 (no back fitting)
Bag size, as a percentage of the training set size 100
Used or not seed for random number generator Yes
for batch prediction, the desired batch size 100
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randomly. Generally, cells come together parallel to form a 
network in three layers which are named as the Input layer, 
hidden layer, and output layer. Detailed information about 
ANN can be found in ref Livingstone (2009). In the ANN 
model, a multi-layer perceptron (MLP) is used, and the net-
work structure consists of an input, an output, and a hidden 
layer. To create the network structure with the highest pre-
dictive performance, the number of interlayer neurons was 
tried by trial and error. As a result of the forecasting, the 
ANN model was performed with the number of neurons with 
the highest performance and the lowest error. In this struc-
ture, the number of iterations was determined as 100 and 
the sigmoidal function was used as the activation function. 
Levenberg Marquardt backpropagation algorithm is used as 
a learning algorithm in the MLP structure.

Performance evaluation

To evaluate the performance of the proposed model, MAE, 
RMSE, R, NSE, and WI parameters were calculated (Nou-
rani et al. 2019; Ali and Abustan 2014). The MAE is a 
parameter for determining how close a prediction is to the 
actual result which is defined as Eq. 9.

In this equation, yt is the forecasted data, y is the observed 
data, and N represents the number of data.

The sample standard deviation of the differences between 
forecasted ( yt ) and observed values (y) is represented by 
RMSE, where N is the number of observations. RMSE is 
defined as Eq. 10.

R is the correlation coefficient, which is used to deter-
mine the strength and direction of a linear relationship 
between yt and y. The value of R is always between + 1 
and − 1, and the closer the value of R is to + 1, higher is 
the optimality of the model. The value of R is determined 
as shown in Eq. 11.

where yt  is the mean of forecasted data, and y is the 
mean of observed data.

The NSE parameter ranges from − ∞ to 1.0, with 
NSE = 1 being the best value. Unsatisfactory performance 
is indicated by the NSE ≤ 0, while the acceptable range is 
0 < NSE < 1. The NSE parameter can be written as shown 
in Eq. 12.

(9)MAE =
∑N

t=1
||yt − y||∕N

(10)RMSE =

√∑n
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(yt − y)∕N
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where n is the number of samples.
The WI index has a range of − 1 to 1 and is defined as given 

in Eq. 13 and Eq. 14 (Willmott et al. 2012).

(12)NSE = 1 −

∑n

i=1

�
yi − yt,i

�2
∑n

i=1

�
yi − yi

�2
(13)WI = 1 −

∑n

i=1
��yt,i − yi

��
c ×

∑n

i=1
��yi − yi

��

Table 3  Forecasting performance of SVR, RF, and ANN model

SVR model R NSE WI MAE RMSE

One-day ahead forecast 0.9737 0.9387 0.9385 0.0062 0.0191
Two-day ahead forecast 0.9305 0.8212 0.8940 0.0107 0.0307
Three-day ahead forecast 0.8898 0.6964 0.8613 0.014 0.0382
Four-day ahead forecast 0.85 0.5521 0.8345 0.0167 0.0442
Five-day ahead forecast 0.8135 0.4087 0.8128 0.0189 0.0488
RF model R NSE WI MAE RMSE
One-day ahead forecast 0.968 0.9337 0.9219 0.0079 0.0206
Two-day ahead forecast 0.9191 0.8289 0.8689 0.0132 0.0325
Three-day ahead forecast 0.8751 0.7238 0.8284 0.0173 0.0399
Four-day ahead forecast 0.8278 0.6054 0.7944 0.0208 0.0464
Five-day ahead forecast 0.7878 0.4911 0.7662 0.0236 0.051
ANN model R NSE WI MAE RMSE
One-day ahead forecast 0.9738 0.9447 0.9321 0.007 0.0189
Two-day ahead forecast 0.9327 0.8068 0.8739 0.0198 0.0337
Three-day ahead forecast 0.894 0.7803 0.8405 0.0161 0.0375
Four-day ahead forecast 0.8564 0.6194 0.8250 0.0177 0.0428
Five-day ahead forecast 0.8213 0.4739 0.7784 0.0224 0.0485

Table 4  Forecasting performance of VMD-SVR, VMD-RF, and 
VMD-ANN model

VMD-SVR model R NSE WI MAE RMSE

One-day ahead forecast 0.979 0.9502 0.9415 0.0062 0.0172
Two-day ahead forecast 0.9522 0.8800 0.9047 0.0096 0.0256
Three-day ahead forecast 0.9247 0.8050 0.8770 0.0124 0.0317
Four-day ahead forecast 0.9033 0.7367 0.8557 0.0146 0.0358
Five-day ahead Fforecast 0.8701 0.6372 0.8329 0.0169 0.0409
VMD-RF model R NSE WI MAE RMSE
One-day ahead forecast 0.9775 0.9538 0.9355 0.0065 0.0173
Two-day ahead forecast 0.9526 0.8984 0.9022 0.0101 0.0246
Three-day ahead forecast 0.9295 0.8446 0.8789 0.0122 0.0303
Four-day ahead forecast 0.9161 0.8089 0.8636 0.0138 0.0329
Five-day ahead forecast 0.8834 0.7283 0.8392 0.0162 0.0385
VMD-ANN model R NSE WI MAE RMSE
One-day ahead forecast 0.9785 0.9559 0.9306 0.007 0.0169
Two-day ahead forecast 0.954 0.8695 0.9029 0.0199 0.0278
Three-day ahead forecast 0.935 0.8231 0.8816 0.0119 0.0299
Four-day ahead forecast 0.9086 0.7814 0.8499 0.0151 0.0344
Five-day ahead forecast 0.8711 0.6284 0.7650 0.0212 0.0422

Table 5  Forecasting performance of CiSSA-SVR, CiSSA-RF, and 
CiSSA-ANN model

CiSSA-SVR model R NSE WI MAE RMSE

One-day ahead forecast 0.9806 0.9534 0.9434 0.0057 0.0166
Two-day ahead forecast 0.9565 0.8827 0.9080 0.0093 0.0249
Three-day ahead forecast 0.9363 0.8233 0.8831 0.0118 0.0297
Four-day ahead forecast 0.9213 0.7856 0.8630 0.0138 0.0325
Five-day ahead forecast 0.891 0.6801 0.8410 0.016 0.0381
CiSSA-RF model R NSE WI MAE RMSE
One-day ahead forecast 0.9842 0.9673 0.9449 0.0056 0.0145
Two-day ahead forecast 0.968 0.9319 0.9189 0.0083 0.0206
Three-day ahead forecast 0.9547 0.9022 0.9024 0.0098 0.0244
Four-day ahead forecast 0.9479 0.8882 0.8948 0.0106 0.0261
Five-day ahead forecast 0.9225 0.8312 0.8664 0.0135 0.0317
CiSSA-ANN model R NSE WI MAE RMSE
One-day ahead forecast 0.984 0.9659 0.9420 0.0059 0.0148
Two-day ahead forecast 0.9584 0.9008 0.8541 0.0147 0.0245
Three-day ahead forecast 0.9386 0.8669 0.8727 0.0129 0.0284
Four-day ahead forecast 0.9235 0.7936 0.8593 0.0142 0.0321
Five-day ahead forecast 0.8933 0.6344 0.7469 0.0255 0.0419

Table 6  Forecasting Performance of VMD-CiSSA-SVR, VMD-
CiSSA-RF, and VMD-CiSSA-ANN model

VMD-CiSSA-SVR model R NSE WI MAE RMSE

One-day ahead forecast 0.9809 0.9544 0.9435 0.0057 0.0164
Two-day ahead forecast 0.9562 0.8863 0.9076 0.0093 0.0247
Three-day ahead forecast 0.9328 0.8187 0.8820 0.0119 0.0303
Four-day ahead forecast 0.9213 0.7860 0.8628 0.0138 0.0325
Five-day ahead forecast 0.8798 0.6237 0.8408 0.0169 0.0425
VMD-CiSSA-RF model R NSE WI MAE RMSE
One-day ahead forecast 0.9833 0.9657 0.9439 0.0057 0.0149
Two-day ahead forecast 0.9662 0.9278 0.9169 0.0084 0.0212
Three-day ahead forecast 0.9476 0.8862 0.8977 0.0103 0.0262
Four-day ahead forecast 0.9475 0.8879 0.8940 0.0107 0.0262
Five-day ahead forecast 0.9196 0.8239 0.8667 0.0134 0.0323
VMD-CiSSA-ANN 

model
R NSE WI MAE RMSE

One-day ahead forecast 0.9837 0.9645 0.9358 0.0065 0.0149
Two-day ahead forecast 0.9663 0.9203 0.8844 0.0117 0.0217
Three-day ahead forecast 0.946 0.8567 0.8820 0.0119 0.0272
Four-day ahead forecast 0.9405 0.8070 0.8757 0.0125 0.0297
Five-day ahead forecast 0.8995 0.6936 0.7810 0.0221 0.0393
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Results

In this study, 1–5-day ahead forecasting of the streamflow 
data has been performed using SVR, RF, ANN, CiSSA-
SVR, CiSSA-RF, CiSSA-ANN, VMD-SVR, VMD-RF, 
VMD-ANN, and combination of CiSSA-VMD method. 
Table 2 contains the input features used for forecasting 
model.

In the first part of the study, the forecasting performance 
of SVR, RF, ANN methods and in the second part of the 
study, the forecasting performance of the hybrid models 
were analyzed without using data preprocessing methods. 
While the calculated parameters from SVR, RF, and ANN 
models are listed in Table 3, Table 4 contains the forecast-
ing performance of VMD-SVR, VMD-RF, and VMD-ANN 
model. Forecasting performances of CiSSA-SVR, CiSSA-
RF, and CiSSA-ANN model are given in Table 5. Morever, 
the individual forecasting performances of CiSSA-VMD-
SVR, CiSSA-VMD-RF, and CiSSA-VMD-ANN models are 
given in Table 6.

when

n∑
i=1

||yt,i − yi
|| ≤ c ×

n∑
i=1

||yi − yi
||,withc = 2

(14)WI =
c ×

∑n

i=1
��yi − yi

��∑n

i=1
��yt,i − yi

��
− 1

when

n∑
i=1

||yt,i − yi
|| > c ×

n∑
i=1

||yi − yi
||,withc = 2

In this study, Kruskal–Wallis test was used to analysze 
whether the predicted and observed time series have similar 
distributions or not. Table 7 shows the Kruskal–Wallis test 
results for 1 to 5 days ahead. If there is no significant dif-
ference between the mean and variance of the predicted and 
observed time series, the  H0 hypothesis is rejected for which 
the p-values are above 0.05 (Başakın et al. 2021; Hussain 
and Khan 2020).

In addition, in terms of visual evaluation of the perfor-
mance of the models, the Taylor diagrams are shown in 
Fig. 8. The forecasting and scatter plots of the models in 
which the best estimations are obtained for one to five day 
ahead estimations are shown in Fig. 9.

Discussion and conclusion

In literature, many studies are carried out for forecasting 
of streamflow data. Machine learning algorithms (such as 
ANN, SVM, M5 tree model, and RF) were compared to 
evaluate their forecasting performance using the speci-
fied parameters (Nourani et al. 2019; Hussain and Khan 
2020; Zounemat-Kermani et al. 2021b). For the training 
and testing phases, each algorithm is used with different 
time-lagged streamflow data for modeling (Nourani et al. 
2019; Hussain and Khan 2020; Zounemat-Kermani et al. 
2021b; Alizadeh et al. 2021). In addition, in literature, 
wavelet, empirical mode decomposition, singular spectrum 
analysis, and the VMD subband signals have been used for 
forecasting studies (Wang et al. 2017; Nourani et al. 2019; 
Hussain and Khan 2020; Zounemat-Kermani et al. 2021b; 
Alizadeh et al. 2021). The VMD is a new decomposition 
approach that can decompose original streamflow data into 

Table 7  p-values of Kruskal–Wallis test at 95% significance level for 1–5-day ahead forecast for all folds

*H0 represents a hypothesis based on the significant difference between mean predicted and observed values

Models p value *H0 p value *H0 p value *H0 p value *H0 p value *H0

One-day ahead Two-day ahead Three-day ahead Four-day ahead Five -day ahead

SVR 0.28728 Reject 0.6949 Reject 05,497 Reject 0.5807 Reject 0.4142 Reject
RF 0.2958 Reject 0.6007 Reject 0.1881 Reject 0.2853 Reject 0.1141 Reject
ANN 0.0836 Reject 0.7484 Reject 0.5529 Reject 0.529 Reject 0.4065 Reject
VMD-SVR 0.0898 Reject 0.7289 Reject 0.3270 Reject 0.1901 Reject 0.2940 Reject
VMD-RF 0.338 Reject 0.7605 Reject 0.5807 Reject 0.3474 Reject 0.2209 Reject
VMD-ANN 0.2940 Reject 0.1737 Reject 0.3525 Reject 0.1901 Reject 0.2674 Reject
CiSSA-SVR 0.1552 Reject 0.3270 Reject 0.1264 Reject 0.1228 Reject 0.2384 Reject
CiSSA-RF 0.2555 Reject 0.2243 Reject 0.3270 Reject 0.1901 Reject 0.2396 Reject
CiSSA-ANN 0.3644 Reject 0.0791 Reject 0.1901 Reject 0.0658 Reject 0.2322 Reject
VMD-CiSSA-SVR 0.1812 Reject 0.1812 Reject 0.0777 Reject 0.0846 Reject 0.4405 Reject
VMD-CiSSA–RF 0.3338 Reject 0.2144 Reject 0.3525 Reject 0.3270 Reject 0.0186 Reject
VMD-CiSSA-ANN 0.5046 Reject 0.1507 Reject 0.1473 Reject 0.0968 Reject 0.4731 Reject
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several subseries, removing noise and revealing the origi-
nal data’s key characteristics. The WT-based and EMD-
based techniques are often used as decomposition methods. 
WT-based techniques, for example, offer good localization 

properties in both the time and frequency domains, but 
their effectiveness is highly dependent on the wavelet 
function and decomposition level used. The EMD-based 
techniques are adaptive and have few hyperparameters, 

Fig. 8  Taylor diagram a for 1-day ahead, b for 2-day ahead, c for 3-day ahead, d for 4-day ahead, e for 5-day ahead forecasting to evaluate the 
forecasting performance
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but they lack mathematical theory and are susceptible to 
noise and sampling. The VMD, in comparison with the 
other decomposition methods, has a powerful mathematical 
theory, which can achieve precise signal separation, and 
has a high operational efficiency. The VMD-based models 
perform better than the WT-based and EMD-based models 
(Wang et al. 2018).

CiSSA was recently introduced by Bógalo et al. (Bógalo 
et al. 2021), which links the eigen decomposition to the fre-
quency of the collected signals and proves the three variations’ 
asymptotic equivalence (basic, toeplitz, and circulant SSA). 
The CiSSA technique eliminates the end effect that occurs 
in many preprocessing techniques such as EMD and DWT 
techniques.

In this study, 1–5-day ahead forecasting of daily river 
flow data was performed using CiSSA-SVR, CiSSA-RF, 

CiSSA-ANN models with a novel approach. The proposed 
approach uses the CiSSA method for feature extraction 
and CiSSA features were applied to SVR, RF, and ANN 
models. Therefore, there is no need to use the models for 
forecasting of CiSSA subband signals separately and con-
sequently, the computational complexity is reduced. For 
the comparison of proposed CiSSA-based models, VMD 
ensemble, CiSSA-VMD ensemble, and single models were 
constructed for forecasting of streamflow data. Therefore, 
a comparative analysis was drawn between the forecasting 
capabilities of SVR, RF, ANN, VMD-SVR, VMD-ANN, 
CiSSA-SVR, CiSSA-RF, CiSSA-ANN, and CiSSA-VMD-
SVR, CiSSA-VMD-RF, CiSSA-VMD-ANN combined 
models.

Firstly, normalized daily river flow data is divided into 
training and testing data. The forecasting models are applied 

a)

b)

Fig. 9  Forecasting of daily streamflow data using a CiSSA-ANN model with scatter plot for 1-day ahead forecasting, b for 2-day ahead forecast-
ing, c for 3-day ahead forecasting, d for 4-day ahead forecasting, e for 5-day ahead forecasting
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c)

d)

e)

Fig. 9  (continued)
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to training data to construct the model. After the develop-
ment of the models, the forecasting performances of the 
models were tested using testing data. Forecasting perfor-
mances are seen in Tables 3, 4, 5, and 6.

Performances obtained from the SVR, RF, ANN, VMD-
SVR, VMD-RF, VMD-ANN, CiSSA-SVR, CiSSA-RF, 
CiSSA-ANN, CiSSA-VMD-SVR, CiSSA-VMD-RF, CiSSA-
VMD-ANN models are close to each other for 1-day ahead 
forecasting. But it is seen that forecasting performance 
is improving significantly for far-day ahead forecasting 
obtained from CiSSA-SVR, CiSSA-RF, and CiSSA-ANN 
models.

As an example, when the 5-day ahead estimation results 
are analyzed, R, NSE, WI, MAE, and RMSE parameters 
were calculated as 0.8135, 0.4087, 0.8128, 0.0189, and 
0.0488 respectively for SVR model, 0.7878, 0.4911, 0.7662, 
0.0236, and 0.051 respectively for RF model and 0.8213, 
0.4739, 0.7784, 0.0224, and 0.0485 respectively for ANN 
model. It can be seen from these numerical values, that the 
NSE parameter was significantly worse in 5-day ahead esti-
mations according to single models.

If the effect of VMD features on forecast performance is 
analyzed, R, NSE, WI, MAE, and RMSE parameters were 
calculated as 0.87, 0.6372, 0.8329, 0.0169, and 0.0409 
respectively for VMD-SVR model, 0.8834, 0.7283, 0.8392, 
0.0162, and 0.0385 respectively for VMD-RF model and 
0.8711, 0.6284, 0.7650, 0.0212, and 0.0422 respectively for 
VMD-ANN model for 5-day ahead forecasting. According 
to these results, it was seen that the performance of VMD-
SVR, VMD-RF, and VMD-ANN models was better than the 
single SVR, RF, and ANN single models.

The forecasting study was additionally carried out 
using the features obtained with the CiSSA model and 
the R, NSE, WI, MAE, and RMSE values were calculated 
as 0.891, 0.6801, 0.8410, 0.016, and 0.0381 respectively 
for CiSSA-SVR model, 0.9225, 0.8312, 0.8664, 0.0135, 
and 0.0317 respectively for CiSSA-RF model and 0.8933, 
0.6344, 0.7469, 0.0255, and 0.0419 respectively for CiSSA-
ANN model for 5-day ahead forecasting. According to these 
results, it was seen that the performance of the models com-
bined with CiSSA was better than the models combined with 
VMD.

In this study, the performance of the estimation study 
was also analyzed by using the features obtained with VMD 
and CiSSA together. However, it was observed that using 
the features obtained from the VMD and CiSSA algorithms 
together did not improve the prediction performance more 
than the CiSSA model.

Based on the obtained results, the prediction performance 
of the models established by using the features obtained 
from the CiSSA method has improved significantly. The 
performance of the CiSSA-RF model was comparatively 

better than the prediction performance of all other models 
as shown in the Taylor diagrams.

It can be concluded from this study that the CiSSA fea-
tures as input to forecasting models not only improve the 
forecasting performance but also can prove to be an effec-
tive tool for the forecasting studies in various fields.
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