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Abstract
In situ glacier discharge and sediment observations are uncommon in the Himalayan region because of the complex terrain 
and bad weather conditions. This research is the first study of the glaciers investigated to collect and forecast in situ glacier 
melt SSC (suspended sediment concentration) data from streams associated with the Pindari and Kafni glaciers in the central 
Himalayan region valley (Pindar basin) during three consecutive years (2017–2019). Stream discharge and sedimentation play 
a crucial role in hydroelectric power projects located in the Himalayan mountain regions. The problem is severe in the flood 
season due to excessive sediment concentration. In the Pindari and Kafni glacier stream dynamics, discharge, precipitation, 
and temperature were identified as major regulating components of variations in sediment concentration. Multiple linear 
regression (MLR) and artificial neural network (ANN) models were used. A bivariate correlation test was carried out, with a 
significant p-value of less than 0.05. The analytical measurement used daily values calculated between 2017 and 2018. MLR 
analysis revealed that the precipitation and SSC are not proportional since precipitation has a negative beta coefficient. The 
normalized importance of precipitation concerning discharge was determined to range between 11.54 and 76.1%. Statistical 
indices evaluated the performance of the used models, specifically residual sum of squares error (RSS), relative error (RE), 
and mean squared error (MSE). When predicting future SSCs for Pindari and Kafni streams, the ANN model outperforms 
the MLR model. The results clearly show that extreme events such as floodings and landslides cannot be predictable con-
sidering the research area based on the collected in situ hydro-meteorological data. In light of the results, it is thought that 
there are other factors, such as solar radiation, that affect discharge values and thus sediment transport. Sustained multi-year 
observations using machine learning applications could improve regional water resources assessment and management and 
regulate the policy to develop multi-purpose hydroelectric projects in the region.
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Introduction

The scarcity of data generation in the Himalayan region is 
the most debatable issue, and it is caused due to tough ter-
rain and bad weather conditions. Worldwide, all emerging 

and industrial economies have effects from global climate 
change. Governments and nongovernmental organizations 
have conducted various studies to understand, evaluate, 
forecast, and address the anticipated global climate change 
mechanisms and propose mitigation policies in recent years. 
Extreme weather events such as excessive rainfall, cloud-
burst, flash floods, and mountain-based avalanches endan-
ger human life and state and economic economies. There 
are scarcer, rarely available well-distributed hydro-mete-
orological records in the Indian Himalayan region, which 
helps understand the processes that lead to severe weather 
events. However, over the last three decades, the capacity to 
observe, calculate, and quantify regional precipitation has 
dramatically improved. The topography of the Indian Hima-
layan region gives a favorable environment to a cloud burst 
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that often leads to flash floods and slopes that kill thousands 
of people annually. There is still a vague understanding of 
the exact mechanism of the cloud driving processes, such 
as orographic elevation, rainfall distribution, precipitation 
thresholds, and their source or origin. As the frequency and 
intensity of cloud bursts are growing, they will probably 
escalate soon.

This study predicted suspended sediment concentration 
(SSC) for streams connected to the Pindari and Kafni gla-
ciers in the central Himalayan region valleys (Pindar basin) 
during three consecutive (2017–2019) years as a pioneer-
ing work. Excessive rainfall, cloudbursts, flash floods, and 
mountain-based avalanches imperil human lives and com-
mercial economies. In the Indian Himalayan area, there are 
fewer and more sparsely dispersed hydro-meteorological 
records. The Himalayas are a geodynamically active ter-
rain with significant erosion and sedimentation rates. The 
Himalayan region has the majority of India’s hydroelectric 
potential. Reservoir storage capacity in these areas is rap-
idly depleted owing to sediment deposition. A nonlinear 
modeling technique is required to predict and forecast the 
sediment yield process in watershed basins (Anand et al. 
2021; Kaur et al. 2003). Artificial neural networks (ANNs) 
can identify complicated temporal fluctuations (Kisi 2005). 
ANNs are a new branch of soft computing with many poten-
tials (Khan et al. 2019). This research aims to see if artificial 
neural networks (ANNs) can simulate sediment concentra-
tions in the Himalayas. In the Pindari and Kafni glacier 
stream dynamics, discharge, precipitation, and temperature 
were identified as major regulating components of variations 
in sediment concentration. The Himalayan glacier stream 
rivers Pindari and Kafni employed ANN to predict sediment 
concentrations in the glacier environment.

With its data-driven, practical, and easy-to-use approach, 
ANN is ideal for applications with minor data requirements 
(Jothiprakash and Garg 2009). Understanding the hydrologi-
cal process is required for effective usage of ANN, which 
leads to the optimal selection of network inputs, design, and 
other modeling characteristics (Cigizoglu 2004; Talebizadeh 
et al. 2010). Daily data generated between 2017 and 2019 
were utilized in the analysis. In both MLR and ANN stud-
ies, eight feedings and one outlet out of nine rivers were 
employed. A bivariate correlation test with a significant 
p-value of less than 0.05 was performed.

A neural network (ANN) is a complex regression model 
with a different equation for each hidden neuron (Mustafa 
et al. 2011). The size of these connections is determined by 
the network’s design. Since the precipitation has a negative 
beta coefficient in the Pinadri and Kafni glacier streams, the 
results show that precipitation and SSC are not proportion-
ate. Nonlinear network parameters are used in multi-layer 
perceptron (MLP), whereas linear network parameters are 
used in radial basis function (RBF). The activation function 

was the hyperbolic tangent function (tanh), while the output 
layer was the identity function. The gradient descent algo-
rithm was used as the optimization process to find the global 
minimum value. Each data stream shifts the number of neu-
rons in the ANN design, which comprises one hidden layer. 
The most common training approach is backpropagation.

Training decreases the discrepancy between the network 
output and the observed data goal in time series forecast-
ing. Internal computational architecture differs depending on 
the application. The SPSS application was used to analyze 
the artificial neural network models built. When predicting 
future SSCs for Pindari and Kafni streams, the ANN model 
outperforms the MLR model. For both daily simulations, the 
MLP technique outperformed RBF for all rivers. The first 
part of the hydrologically active season, generally between 
June and August, was characterized by many snowmelt-
induced high discharge occurrences.

Results indicate that the rainfall intensity has a minor 
effect on sediment transport. Extreme events such as floods 
and landslides cannot be predicted using meteorological 
data, and natural climate change may have had a considera-
bly lower role in these catastrophic disasters than previously 
thought. Because of the random separation of time series, 
data were not subjected to any prior qualitative interpreta-
tion. The discharge size affects SSC since the degree and 
spectrum of SSC are related to the discharge.

Literature review

The Himalayan rivers supply vital resources for almost half 
of the world’s population (Bookhagen 2012). Discharge of 
the high Himalayan rivers is controlled by the comprehen-
sive presence of the valley forest ecosystem, glacial melt 
runoff, and precipitation from both summer and winter mon-
soons. Besides being a geo-dynamically active region, the 
Himalayas are characterized by high sedimentation and ero-
sion rates (Valdiya 1999). According to studies, the storage 
capacity of reservoirs across the globe declines by around 
1% every year owing to sediment deposition. According to 
the country’s data, Chinese storage capacity loss is more 
than 2% on average (Broomhead and Lowe 1988; Chang 
and Chen 2001). The average sediment loss rate for reser-
voir sediments in India is 0.78% per year (Chen et al. 1991; 
Chibanga et al. 2003). A large portion of India’s hydropower 
potential is located in the Himalayan area, where rivers carry 
enormous amounts of sediment during the monsoon sea-
son owing to the region’s rough and fragile geology and 
high slope. As a result, sediment deposition significantly 
reduces reservoir storage capacity in these areas (Isaac and 
Eldho 2017). The sediment rating curve is the most prac-
tical way for assessing sediment concentration and fore-
casting (Asselman 2000; Walling 1988). Several different 
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mathematical techniques have been used to solve nonlinear 
regression issues using linear regression equations (Crowder 
et al. 2007; Holtschlag 2001).

Because of the geographical variability of basin param-
eters and temporal climatic trends, the dynamics of sus-
pended sediments include intrinsic nonlinearity and com-
plexity (Mustafa et al. 2011). The traditional sediment rating 
curve (SRC) and other empirical approaches fail to forecast 
the outcome accurately. Artificial neural networks (ANNs) 
have risen to prominence in recent decades as one of the 
most sophisticated modeling tools for resolving the inher-
ent nonlinearity in hydrological systems (Cigizoglu and Kisi 
2006). Nonlinear modeling techniques like artificial neu-
ral networks (ANNs) are needed to predict and forecast the 
sediment yield process in watershed basins because of the 
complicated temporal fluctuations in time-series data (Singh 
et al. 2012). The ANNs are an emerging field and powerful 
soft computing technique and are widely used in many dif-
ferent water resource management and environmental sci-
ences (Eslamian et al. 2008). Several studies were carried 
out concerning the potential advantage of ANNs in sedi-
ment modeling and prediction analysis (Abrahart and White 
2001). Thus, accessing ongoing changes in the fluxes and 
fate of river-derived materials is critically needed to under-
stand current impacts and future trend prediction (Himanshu 
et al. 2017). A valid policy must be designed for sediment 
management and future forecast for favorable hydroelectric 
power projects (Isaac and Eldho 2017). The feed-forward 
backpropagation (FFBP) approach of ANNs was used to 
forecast this study’s discharge-suspended sediment interac-
tion. In addition to the ANN analysis, this research also used 
multiple linear regression (MLR). The input dependence for 
suspended sediment concentration (SSC) in two adjacent 
glacier valleys of the central Himalaya was investigated 
using MLR, multi-layer perceptron (MLP), and radial basis 
function (RBF) neural networks.

Materials and methods

This study looks at the possibilities of simulating the con-
centration of sediments in the Himalayans with artificial 
neural networks (ANNs). Discharge, precipitation, and tem-
perature were recognized as critical governing elements of 
changes in sediment concentration in the Pindari and Kafni 
glacier stream dynamics. Backpropagation algorithms were 
used to establish, train, and validate neural feed systems for 
predicting sediment concentration.

Suspended sediment processes contain intrinsic non-
linearity and complexity, given that the basin features 
and temporal climate patterns are both spatially variable 
(Ahmed et al. 2018). Therefore, this complexity leads to 
a poor forecast using the standard sediment rating curve 

and other empirical processes. Artificial neural networks 
(ANNs) have become a sophisticated modeling tool to tackle 
the hydrological processes’ intrinsic nonlinearity over sev-
eral decades (Khan et al. 2019). In this work, ANN feed-
forward backpropagation (FFBP) algorithms for melt flush 
discharged from the Pindari and Kafni Glaciers in the Hima-
layas were used to model the SSC for the ablation period 
(May–October).

Predicting sediment concentration in complicated river 
systems is critical for earth scientists, hydrologists, civil 
engineers, and even social scientists because it is essential 
for understanding river hydraulic systems, geomorphology, 
irrigation, generation of hydro-energy, and designing and 
managing water resource projects (Kerich 2020; Yadav et al. 
2018). In addition to the scientific significance, geo-hydro-
logical modeling is politically, socially, and economically 
relevant (Van Engelenburg et al. 2018). One of the main 
processes governing fluvial bank stability, soil formation, 
crustal development, and many other processes connected 
to the earth is sediment transportation from the continent to 
the sea. However, a broad range of aquatic sediment systems 
has been utilized to evaluate, predict, build, and manage 
hydrodynamic models because of the geographical variety 
of different physical and geomorphological qualities. The 
artificial neural networks (ANNs) computational efficiency 
produced several promising achievements in hydrology and 
modeling of water resources. ANN provides the benefit of 
a data-driven, practical, and easy-to-use methodology for 
rapid, minimal data requirements and high model precision 
simulations, developing technology for nonlinear mapping 
of inputs and outputs. For several water resource applica-
tions, ANNs have been employed. Numerical models may 
bridge the gap in sediment measurements and predict or 
analyze future and historical trends that will allow terres-
trial responses to human and environmental changes to be 
investigated.

ANN was being used to estimate the concentration of 
sediments in the glacier environment of the Himalayan gla-
cier stream rivers Pindari and Kafni. This study’s primary 
goal is to develop ANN models that forecast high-precision 
suspended sediment concentrations (SSC) of Pindari and 
Kafni Rivers. The field of research offers an excellent setting 
in which the most freight of water and sediment is carried 
out in the period between March and October because of 
the high weather rates with a minimum impact on human 
activities.

Description of the study area

Geographical ly,  the  Pindar  basin  is  bounded 
(29°50′4″–30°20′4″ N; 79°34′30″–80°8′35″ E) and cov-
ers a significant part of the Kumaun Himalaya and is 
located in the southern side of the Greater Himalaya in 

Page 3 of 18    683Arab J Geosci (2022) 15: 683



1 3

Uttarakhand, India (Fig. 1). The Pindar basin (~ 1945 
km2) constitutes about 20% of the Alaknanda basin 
(10,880 km2), the largest basin of the river Ganga (Joshi 
et al. 2018). The Pindar River significantly contributes 
to and confluences the Alaknanda River at Karnaprayag 
(Uttarakhand). The study comprises two adjacent glacier 
valleys (Pindari and Kafni streams). Glacier stream dis-
charge and sediment quantification were carried out at 
these adjacent streams’ confluence (2500 m asl) at Diwali 
(Fig. 1).

The Pindari formation of the Vaikrita Group, which 
comprises the higher Himalayan crystalline rocks, domi-
nates the basin’s lithology (Valdiya 1999). The basin 
is dominated by crystalline lithoclast (gneisses, schist, 
and calc-silicate rocks). The region’s climate is broadly 
subtropical, influenced by the Indian summer monsoon 
(ISM) during summer, while westerlies have a consider-
able influence during winter (November–March) (Shek-
har et al. 2010; Singh et al. 2012).

Meteorological data generation

The stated parameters utilized in this study consist of mete-
orological observations obtained from the meteorological 
station installed in Diwali at 2600 MSL (middle of the val-
leys) and the site where the confluence of the Pindari and 
Kafni glaciers stream. The meteorological observatory at 
Diwali station was established in 2017. It consisted of the 
following sensors with an automatic data logging system 
that logs data every 5 min (averaged at sub-hourly scale): 
(1) air temperature-relative humidity probe with a shielded 
and aspirated sensor (AT-RH/TH-P-S/VEC, Roorkee, India), 
(2) barometer (SEN-Baro1, VEC, Roorkee, India), and (3) 
rain gauge of tipping bucket type (DREL-R, VEC, Roorkee, 
India).

Hydrological dataset

For quantification of discharge (Q) in the Pindari (30°10′43″ 
N, 79°59′43″E) and Kafni (30°10′34″ N, 79°59′44″E) 
streams, we established two gauging sites at the Dwali 

Fig. 1   Location of the study area, satellite imagery shows the streams connected to the glaciers, meteorological, and discharge sites
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station. For manual observations of water levels, gradu-
ated staff gauges were installed at each glacier stream. 
Due to rugged terrain, velocity-measuring instruments are 
not recommended in the Himalayan region. Therefore, we 
applied the velocity-area method (Eq. 1) to compute the 
flow velocity with the help of wooden floats (Ramanathan 
2011; Chauhan et al. 2017). Stream channels were divided 
into five segments to measure velocity. The mean velocity 
was calculated by multiplying the surface velocity by a fac-
tor of 0.90 since the surface velocity is greater (Singh and 
Ramasastri 1999). A sounding rod was used to determine the 
cross-sectional area of the stream channels. As Himalayan 
valley streams are highly turbulent, having steep gradients, 
the stage-discharge curve relationship serves as the reliabil-
ity of our discharge data (Kumar et al. 2018).

Here, Q is discharged (m3 s−1); k is the correction fac-
tor (0.9) for calculating the mean channel velocity. A is the 
cross-sectional area of the water channel (m2), and V is the 
velocity of streamflow (m s−1).

It is acknowledged that flow measurements, particularly 
during the monsoon season (July–September), could have an 
error margin of 5–10% when the discharge is high, which is 
usual for measurements associated with turbulent streams 
having steep gradients (Singh et al. 2012).

Water samples from both streams were collected twice 
a day (08:00  h and 16:00  h) during the study period 
(2017–2019) to estimate SSC. Samples were filtered at the 
study site and analyzed at the sedimentological laboratory 
(Wadia Institute of Himalayan Geology, Dehradun) using 
standard procedures (Chauhan et al. 2017; Kumar et al. 
2018). Moreover, SSC measurements were complemented 
and frequently validated with an automatic suspended solid 
analyzer (Model: 3150, VEC, Roorkee, India).

Artificial neural networks (ANNs)

ANN consists of artificial neurons stacked into layers, which 
can learn from the surroundings and extract connections 
between process inputs and outputs. A very often in-depth 
discussion about the internal structure and work of ANN 
was carried out, and the literature might be accessed for this 
(Rahman and Chakrabarty 2020; Ebtehaj et al. 2021). The 
inputs to the neuron are weighed by a factor that reflects the 
strength of the synaptic weight in simple forward networks. 
These signals’ total input and weight are called neuronal 
activity or activation.

ANN learning is an approach to weight determination, 
and error backpropagation (BP) is the most used learning 
principle. The error, or difference between observation and 
prediction, is transmitted back into the network, and all 

(1)Q = k(A × V)

neurons’ weights are modified. This technique is repeated 
until a defined number of iterations or error tolerance is 
reached. A well-understood hydrological process is required 
to effectively use ANN, which leads to a suitable selection of 
network inputs, architecture, and other modeling elements 
(Buyukyildiz and Kumcu 2017).

MLR and ANN models were used to estimate SSC for 
streams connected to the Pindari and Kafni glaciers. There 
is no single definition of artificial neural networks, but it is 
generally an information processing system that replicates 
how the human brain learns (Kriegeskorte 2015). As a result 
of the interaction of hundreds of thousands of nerve cells 
with each other, there will be an infinite number of synaptic 
unions. It is calculated that a computer that will perform 
this number of synaptic combinations will occupy a larger 
volume than the world. The complexity of the human brain, 
which is 1.5 kg on average, can be expressed in its simplicity 
with this example (Yang and Wang 2020).

The analytical measurement used daily values calculated 
between 2017 and 2019. The total data sample (n) size is 
552. Samples (n = 368) were used for training and (n = 184) 
for testing in each glacier stream. Data from 2019 was used 
to verify the study results. Eight feedings and one outlet out 
of nine rivers have been used in MLR and ANN analyses. A 
bivariate correlation test was carried out, with a significant 
p-value of less than 0.05. A conventional statistical approach 
was used to construct the MLR model. Finally, IBM SPSS 
Statistics for Windows, Version 21.0, was used to build an 
ANN model. The automated architecture selection choice in 
the program allows for an infinite number of iterations. The 
investigation will go on until the right network architecture 
is discovered.

In the SPSS neural network module, there are two 
widely used ANN methods. The first and second are the 
MLP and RBF artificial neural network models. Although 
neural network models have more than one name, they 
all consist of dense connections of simple computational 
tools inspired by the biological nervous system and aimed 
at high performance. Since performance is not needed in 
simple operations, the target is to be used in models that 
require intensive calculations, such as face recognition, 
handwriting recognition, churn analysis, and meteorologi-
cal forecast, to achieve high performance in applications 
(Yang et al. 2020).

Multiple linear regressions

The MLR approach was used to evaluate the performance 
of the ANN model against that of an alternative time series 
and data-driven model. In addition, time-series analyses for 
the daily time steps were carried out using similar datasets 
to those used in the ANN simulations, and performance sta-
tistics were used to compare the results.
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ANN may be viewed as a sophisticated regression model 
with a different equation for every hidden neuron (Sarangi 
and Bhattacharya 2005). The inputs are processed using the 
resulting synaptic weight between the input, hidden, and out-
put neurons, adding to the activation function. The extent of 
these links relies entirely on the architecture of the network. 
Likewise, the number of such connections relies directly 
on the architecture of the network. The more complicated 
a network is, the more synaptic weights it needs to com-
pute. Therefore, the relevance of the factors based on raw 
weight values is frequently hard to determine. MLR analysis 
predictions for SSC are shown in Fig. 2. It shows that the 
predicted SSC from the Pindari glacier stream achieved a 

better correlation with a value of (R2 = 0.9009) than the SSC 
from the Kafni glacier stream (R2 = 0.8731). Detail statistical 
description is presented in Tables 1 and 2. If the collection 
of independent variables consists of more than one variable 
coupled with one continuous dependent variable, MLR is 
the right approach to apply. If the nature of the dependent 
variable measurement is at least at the interval level, MLR 
might be applied. To investigate the link between a group of 
independent factors and one continuous dependent variable, 
Tables 1 and 2 exhibit the SPSS software MLR analysis 
outcomes for the Pindari and Kafni glacier streams, respec-
tively. The essential measure revealing the dependence of 
SSC on temperature, precipitation, and discharge parameters 

Fig. 2   Correlation of predicted 
and observed values (a) from 
Pindari glacier stream and (b) 
Kafni glacier stream
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is the standardized coefficients used for comparing the 
impacts of independent variables (beta coefficient). Results 
revealed that the precipitation and SSC are not proportional 
since precipitation has a negative beta coefficient in Pinadri 
and Kafni glacier streams.

Multilayer perceptron

MLP employs nonlinear network parameters, while RBF 
uses linear parameters, and both methods can be applied to 
the same problem. The MLP network performed better in 
this study and provided results for all datasets. The activa-
tion function was the hyperbolic tangent function (Eq. 2) 
(tanh), and the output layer used the identity function. The 
data is converted to a value between − 1 and 1 by the hyper-
bolic tangent equation, and the identity function does not 
alter the vector.

As a mode of preparation, the batch learning method 
was chosen. It is an excellent method for dealing with small 
amounts of data. Batch learning is a popular approach for 
minimizing error since synaptic weights are changed after 
the entire data collection. Gradient descent was chosen as 
an optimization algorithm to arrive at the global minimum 
value, beginning with random variables. The best form of 
ANN architecture was calculated based on the training error. 
The ANN architecture has one hidden layer, and neuron 
numbers shift with each data stream (see Fig. 3).

Figure 3 shows the computational elements of n layers, 
which perform similar functions to biological nerve cells 
in each layer and can be in different numbers, consisting 
of dense connections between these computing elements 
throughout the layers. The computational features used in 

(2)tanh(x) =
1 − exp(−2x)

1 − exp(−2x)

various ANN models are called artificial neurons, nodes, 
units, or processing elements (Hamedi and Jahromi 2021).

Radial basis function (RBF)

The multi-layer perceptron (MLP) and radial basis func-
tion (RBF) are often utilized in the same form, although the 
internal computational structures vary from one application 
to another. The most popular architecture of the neural net-
work MLP was developed to capture nonlinear processes 
effectively. One or more hidden layers can be found between 
the input and output layers (Fig. 4). Weights are typically 
defined by training the system and linking the input and 
hidden layers. The hidden layer adds the weighted inputs to 
generate the resulting value using the transfer function. The 
transfer function connects the activation function, which is 
the inner activity of the neuron, to the outputs. A distinctive 
transfer feature is a sigmoid function, ranging from 0 to 1. 
These features are present in many processes and so qualify 
for sigmoid functions. Monitored training is used when the 
ANN is trained to reduce the disparity between the network 
output and the observed data objective in time series fore-
casting. As a result, the training adjusts the weights to reach 
the desired result with fewer residual squares. In the ANN 
literature, backpropagation is the most often utilized train-
ing strategy.

The logarithmic and hyperbolic tangent functions are the 
essential nonlinear activation functions in MLP. The com-
mand is pureline for linear activation. The multi-layer non-
linear function of activation allows the network to develop 
nonlinear interactions between input and output vectors.

The RBF system has several advantages, including a sim-
ple three-layered architecture, good generalization, and high 
tolerance for input noise, as well as online learning. Because 
RBF networks are generic, they may react successfully to 
patterns that have not been used for training (Elbisy and 

Fig. 3   The general architecture 
of multi-layer perceptron

683   Page 8 of 18 Arab J Geosci (2022) 15: 683



1 3

Elbisy 2021). The RBF activation function is located within 
the network neuron’s hidden layer. RBFs work as local 
approximation networks, with hidden units that calculate 
outputs in specified local receptive fields. MLP networks, 
on the other hand, run at a global level, with all neurons 
determining the network outputs (Sadeghi et al. 2020).

The MLP and RBF models were used in this research 
because they have three inputs and one output, and they have 
been used to investigate the connection of sediment concen-
tration with discharge, rainfall, and temperature.

Development of models

Forecasting is a process that is uncertain about what will 
happen in the future. This study aims to estimate the SSC 
concentration in light of the available data. For this purpose, 
artificial neural network models were created, and the SPSS 
program was used for analysis. There are two commonly 
used ANN methods in the SPSS neural network module. 
The first is multi-layer perceptron (MLP), and the second is 
radial basis function (RBF) artificial neural network mod-
els. MLP uses nonlinear network parameters, RBF works 
with linear parameters, and both methods can be used in the 
same application areas. Case processing summary of MLP 
and RBF neural network is shown in Table 3. First of all, 
the dataset was divided into training, testing, and validation 
parts.

The reason for this is to use the separated part to verify 
the established model later. We randomly concluded this 
process according to the Bernoulli distribution. In the case 
processing summary for RBF and MLP models, samples 
were used in the same numbers. The results show that the 
models have used samples for training and testing (N = 265, 
N = 103) for the Pindari glacier stream, whereas the Kafni 
glacier stream indicates that the samples for training and 
testing (N = 205, N = 118) respectively used out of the total 

inputs for the development. In percent for the Pindari glacier 
stream, 72% and 28% were used for training and testing, 
respectively, as 68% and 32% samples were adopted by the 
models for the Kafni glacier stream. Valid, excluded, and 
total numbers of samples were the same for both model and 
stream. Summary of MLP and RBF model of neural net-
works is shown in Table 3.

The performance of the used models was weighed by 
statistical indices, i.e., residual sum of squares error (RSS) 
and relative error (RE). The summary of the residuals for 
training and testing the MLP and RBF models to evaluate 
the Pindari and Kafni glaciers shows that MLP has achieved 
good performance with fewer residuals than the RBF neural 
network model. The details of the MLP and RBF for both 
streams are shown in Tables 4 and 5.

The topology resulting from the connection of neurons, 
the addition and transfer functions used by the processor 
elements, the learning method, and the learning rule and 
algorithm should be determined to create a neural network 
model. The model is designed according to the data at hand 
and the shape of the application to be made in the network. 

Fig. 4   The general architecture 
of radial basis function

Table 3   Case processing summary of MLP and RBF neural network. 
The training, testing, and excluded samples used in MLP and RBF 
are the same

Case processing summary of MLP & RBF

Pindari gla-
cier stream

Kafni gla-
cier stream

N Percent N Percent

Samples Training 265 72.0% 250 67.9%
Testing 103 28.0% 118 32.1%

Valid 368 100% 368 100%
Excluded 184 - 184 -
Total 552 - 552 -
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The success of the established model is closely related to the 
correct creation of the model’s shape. The ANN designer 
needs to make decisions regarding the structure and opera-
tion of the network. Selection of the network architecture 
and determination of its structural features, determining the 
characteristics of the functions used by the processor ele-
ments such as the number of layers and the number of pro-
cessor elements in the layer, determining the learning algo-
rithm and parameters, creating the training and test set are 
essential steps towards this purpose. Selected architectures 
for MLP and RBF in Pindari and Kafni glacier streams are 
shown in Figs. 5 and 6, respectively, showing the excellent 

representation of each node and weighing of the input, hid-
den, and output layers.

The importance of an independent variable refers to 
how much the ANN model’s projected value varies as the 
independent variable’s value changes. The detailed sum-
mary (Table 6 and Supplementary Figures S-7 and 8) of 
the inputs from independent parameters such as tempera-
ture, precipitation, and discharge shows that rainfall has 
found minimal importance. In contrast, the discharge has 
fully developed the SSC generation for the Pindari and 
Kafni glacier streams.

Table 4   Model Summary 
of MLP neural network. 
Dependent variables are: SSC 
and error computation are based 
on the testing samples

Model summary of MLP

Pindari glacier stream Kafni glacier stream

Training Sum of squares error 10.113 12.348
Relative error 0.077 0.099
Training time 0:00:00.05 0:00:00:06

Testing Sum of squares error 5.776 5.9722
Relative error 0.111 0.113

Table 5   Model summary of 
RBF neural network. Dependent 
variables are as follows: SSC 
and error computation are based 
on the testing samples

Model summary of RBF

Pindari glacier stream Kafni glacier stream

Training Sum of squares error 11.065 16.100
Relative error 0.084 0.129
Training time 0:00:00.34 0:00:00:37

Testing Sum of squares error 6.082 5.9722
Relative error 0.117 0.138

Fig. 5   MLP architecture shows the processing summary of the input, hidden, and out layers with adopted synaptic weights (> 0) and (< 0) for 
both glacier streams. Left panel Pinadri and right panel of the Kafni glacier
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Results and discussion

The model’s estimated sediment concentration levels were 
compared to the values obtained using scatter plots. The 
criteria used in the research to assess model performance 
are comparisons of R2 values with MSE. The determina-
tion coefficient (R2) quantifies the degree of correlation 
between the observed and estimated output variable mod-
els, and R2 indicates a high value, while a low MSE value 
indicates a favorable model output. The residual differ-
ence is assessed by the mean square error (MSE) (Malika 
and Sonawane 2021; Asanjarani et al. 2020). As a result, 
MSE was employed to assess models where the optimal 
value is null. The correlation coefficient, also known as 
the R-value, is often used to verify the fit of hydrological 
variables and is obtained using linear regression between 
the ANN data and the target data (Alam et al. 2019). R 
equal to 1 denotes a perfect relationship between the goal 
and the predicted values, while R equivalent to 0 denotes 
no correlation between them (Hosseinzadeh et al. 2020). 

The model characteristics and performance parameters are 
shown in Table 1.

Multiple linear regression analysis determines the rela-
tionship between a dependent variable and a collection of 
independent factors. In multiple linear regression, each inde-
pendent variable has a changing effect on the dependent vari-
able, and the variable does not correlate with the dependent 
variable in its null hypothesis. The P-value indicates signifi-
cance, and the maximum permissible P-value for rejecting 
the null hypothesis is 0.05. If the P-value is between 0.01 
and 0.05, the difference is statistically significant (Derosa 
et al. 2018). When examining Table 6, it is clear that the 
independent variable discharge provides the most precise 
SSC estimate of the independent variables.

On the other hand, temperature and precipitation have 
smaller normalized importance. The data were analyzed 
for significance, and the bivariate (Pearson) correlation test 
yielded two-tailed P-values (see Table 7). The maximum 
degree of significance is 0.05. This model is statistically 
significant because the results are reported within a 95% 
confidence range.

Fig. 6   RBF architecture shows the processing summary of the input, hidden, and out layers with adopted synaptic weights (> 0) and (< 0) for 
both glacier streams. Left panel for Pinadri and right panel for Kafni glacier

Table 6   Independent variable 
importance of MLP and RBF 
in Pindari and Kafni glacier 
streams. Each independent 
parameter has a higher 
impact on the prediction than 
the independent variable 
importance of MLP and RBF 
in Pindari and Kafni glacier 
streams

MLP RBF

Importance Normalized impor-
tance

Importance Normalized impor-
tance

Pindari Kafni Pindari Kafni Pindari Kafni Pindari Kafni

Temperature 0.13 0.20 16.67% 32.79% 0.265 0.202 56.7% 44.4%
Precipitation 0.09 0.19 11.54% 31.15% 0.268 0.345 57.5% 76.1%
Discharge 0.78 0.61 100.0% 100.0% 0.467 0.453 100.0% 100.0%
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The comparison of MLR and ANN models depends on 
the determination coefficient (R2) and the mean squared 
error (MSE), which are the two main criteria for assessing 
the data-based success of the statistical models. SSCpre. is the 
mean value for the SSC prediction, SSCM  is the mean value 
for the SSC measurement, and N stands for the total number 
of observations presented in Eqs. 3 and 4.

Some of the total input data were utilized for training, 
and the rest were used for model testing (see Table 9). The 
determination coefficient (R2) and the mean squared error 
(MSE), the two significant metrics for measuring the data-
based effectiveness of statistical models, are used to compare 
MLR and ANN models. The findings indicate that the ANN 
model is the best dependable model compared to the MLR 
model to forecast future SSCs for Pindari and Kafni streams 
(see Tables 8 and 9).

(3)

R2 =

∑N

i=1
(SSCMi

− SSCM)(SSCprei
− SSCpre)

�

∑N

i=1
(SSCMi

− SSCM)
2

�0.5�
∑N

i=1
(SSCprei

− SSCpre)
2

�0.5

(4)MSE =

∑N

i=1
(SSCMi

− SSCprei
)2

N

The details of the observed and predicted SSC from the 
Pindari and Kafni glacier streams are presented in ST-1), 
which shows day-wise fluctuation in the observed and pre-
dicted values. Both models’ (RBF and MLP) day-wise accu-
racy for the applied models to predict the SSC can also be seen 
in ST-1. This measure is needed because SSC is an essential 
measure to assess the total amount of alluvial material and 
indicate the contamination level of incoming water. Thus, the 
conclusion has been drawn that a model for SSC in surface 
water may be developed using an artificial neural network 
(ANN), and future sediment transport concerns are predicted.

There is a near-exponential decline in discharge as the 
ending of the melt season approaches. Glacier ablation 
and climatic variables such as average air temperature 
and rainfall are linked to seasonal discharge fluctuations. 
Snowmelt-induced high discharge occurrences, on the 
other hand, were more likely in the first part of the hydro-
logically active season, between June and August, on aver-
age. Shifts in meltwater development rates, governed by 
meteorological variables, dictate the SSC’s seasonal and 
interannual trajectory. The ablation rate is related to the 
diurnal intensity of the suspended sediment concentration 
and is influenced by air temperature and incoming solar 
radiation. Results indicate that the rainfall intensity has 
a minor effect on sediment transport, and this is a new 
outcome considering the previous studies, which mainly 
underlines the impact of the rainfall on sediment transport 
(Halecki et al. 2018; Alizadeh et al. 2017). Recent experi-
ments have shown that air temperature controls sediment 
flow rather than rainfall activity. However, the average 
air temperature has a minor impact on SSC, according 
to the findings of this study. The results clearly show that 
extreme events such as floodings and landslides cannot be 

Table 8   Results of the multiple 
linear regression (MLR) 
analysis

Streams MLR function-beta coefficients

R2 MSE Standardized Unstandardized

Pindari 0.901 1.047 SSC = 0.954(Q) − 0.023(Pre-
cip) + 0.011(Temp)

SSC = 0.124 + 0.104(Q) − 0.004(Pre-
cip) + 0.012(Temp)

Kafni 0.873 1.275 SSC = 0.912(Q) − 0.063(Pre-
cip) + 0.086(Temp)

SSC = -1.128 + 0.170(Q) − 0.011(Pre-
cip) + 0.093(Temp)

Table 9   Analysis results of the 
artificial neural network (ANN)

Type of network Streams ANN

R2 Training MSE Testing MSE Number of units 
in hidden layer

% 
Training 
sample

% 
Testing 
sample

MLP Pindari 0.914 0.038 0.056 4 72.0 28.0
Kafni 0.897 0.049 0.051 6 67.9 32.1

RBF Pindari 0.908 0.042 0.059 10 72.0 28.0
Kafni 0.869 0.064 0.071 9 67.9 32.1

Table 7   Bivariate (Pearson) correlation test outputs

Streams of the 
observed SSC

N Two-tailed P-value

Discharge (Q) Precipitation Temperature

Pindari 368 1.86E − 46 5.72*E − 25 4.11E − 43
Kafni 368 7.70E − 62 8.45*E − 26 5.91E − 46

683   Page 12 of 18 Arab J Geosci (2022) 15: 683



1 3

predictable considering the research area based on mete-
orological data. In light of the results, it is thought that 
there are other factors, such as solar radiation, that affect 
discharge values and thus sediment transport.

Implications

The current research analyzes and systematically summarizes 
the evidence and impacts of cloudburst occurrences in the 
Indian Himalayan Region by compiling hydro-meteorological 
reports and analyzing available data. The findings suggest 
that natural climate change played a much smaller part in 
driving these catastrophic events than previously assumed. 
These results differ from streams feeding temperate glaciers, 
where there is frequently no seasonal pattern in diurnal hys-
teresis, and sediment supply is drained throughout the melt 
season. The data were not subjected to any previous qualita-
tive interpretation due to the random separation of the time 
series. The hydrographs are mainly unaffected by rainfall. 
The degree and spectrum of SSC are proportional to the dis-
charge, implying that the discharge magnitude controls SSC 
and suspended-sediment transport fluctuates seasonally. The 
estimation and predictions of long-term in situ discharge and 
sediment would be valuable for installing sustainable small 
hydroelectric power plants in the region. The prediction of 
the amount of the SSC was in terms of a milligram per liter 
in a day, month, and season. The unpredicted and unmeasur-
able sediment trend can stop or make irregularity to generate 
electricity due to the excessive transportation of the sediment.

Sediment yield estimation

The results suggest that MLP is exceptionally relevant to 
SSC simulation when viewed as a regressive model. The 
intriguing conclusion here is to overestimate SSC values in 
all models. Furthermore, nearly no outliers exist for MLPs, 
while RBFs often make such mistakes, demonstrating that 
MLPs are better fitted to the hydrological conditions encoun-
tered. There is a significant association between mean daily 
SCS and discharge (R2 = 0.9). However, the lesser correla-
tion for day-to-day data shows that the rainfall and tempera-
ture of both variables are associated poorly at the diurnal 
level. The supplementary figures from S-1 to S-6 demon-
strated the relationship between SSC vs. discharge, SSC 
vs. temperature, and SSC vs. precipitation in Pindari and 
Kafni glacier streams. Figures show the representation of 
the observed and ANN predicted SSC.

The actual and expected SSC values based on ANN 
analysis are shown in Figs. 7 and 8. The SSC observed 
from 2017 and 2018 and predicted in the part of the testing 
dataset from Pindari and Kafni glacier streams are shown 

in supplementary figures (S-11 and S-12). When contrasted 
with Figs. 9 and 10, it is evident that the MLP model pro-
vides better and more precise forecasts for the observed 
findings.

Accuracy and comparison of models

Percent model output accuracy is shown in Figs. 9 and 10, 
and individuals with employed models (MLP and RBF) in 
this study for each stream of predicted and observed presen-
tation with model accuracy can also see the individual gla-
cier streams in supplementary figures from S-13 to S-16 and 
the graphical representation of the residual of the depend-
ent SSC and predicted values can be seen in supplementary 
figures (S-11 and S-12). Each day predicted and observed 
values in 2019 from both models, and glacier streams with 
percent accuracy are presented in supplementary tables (ST-
1 and ST-2).

Many recent pieces of research have suggested the poten-
tial benefit of ANN, notably for forecasting. Geohydro-
logical time-series data may also be accurately predicted 
using ANN modeling. Precipitation is not usually directly 
proportionate to sediment transport, and it was essential to 
identify the most influential parameter governing sediment 
transport to avoid natural disasters at the study site. Contrary 
to popular belief, this study discovered that the most critical 
metric is discharge rather than precipitation. The normalized 
importance of the precipitation compared to the discharge 
was calculated to vary between 11.54 and 76.1%. As a result 
of this conclusion, which has received little attention in the 
literature, our study produced remarkably novel findings.

Conclusions

The Himalayas are geodynamically active terrain with sig-
nificant rates of erosion and sedimentation. India’s hydro-
power potential is concentrated mainly in the Himalayan 
region. Due to sediment deposition, reservoir storage capac-
ity in these places is rapidly exhausted. The Pindar basin 
is located in Uttarakhand, India, on the southern slope of 
the Greater Himalaya. It includes two nearby glacier valleys 
(Pindari and Kafni streams). The Dwali station meteorologi-
cal observatory was established in 2017. Daily data gener-
ated between 2017 and 2019 were utilized in the analysis. 
Glacier melt-induced high discharge events were usual dur-
ing the first half of the hydrologically active season.

Extreme events such as floods and landslides can only 
be predicted using meteorological data. An asymptotic dis-
charge drop during the end of the melting period draws to 
a close. Fluctuations in seasonal flow are linked to glacier 
ablation and climatic variables, including mean air tempera-
ture, rainfall, and other vital parameters. On the other hand, 
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glacier melt-induced large flow spikes were more likely in 
the first part of the hydrologically active season, usually 
between June and August. Shifts in meltwater development 
rates driven by meteorological conditions affect the SSC’s 
seasonal and interannual course. The ablation rate is related 
to the diurnal intensity of the suspended sediment concen-
tration, which is governed by air temperature and incoming 
solar radiation.

Discharge, rainfall, and temperature data have been uti-
lized to forecast the sediment load from the glacier melt 
discharge of Pindari and Kafni Rivers as inputs in the BP 
algorithm of the ANN model. The analysis of the data 

structure is based on statistical coefficients. The corre-
lation coefficient (R) determines and picks ANN inputs 
to indicate the correlation level of hydro-climatological 
inputs to sediment load. A comparison between the ANN 
and MLR techniques found that ANN is the best methodol-
ogy to simulate the actual status of the sediment transport 
with minimum error. Moreover, in ANN analysis, multi-
layer perceptron (MLP) technique was superior to radial 
basis function (RBF) for all rivers for both daily simula-
tions. When several input configurations were compared, 
it became clear that precipitation was not a significant fac-
tor. Precipitation was not a familiar figure due to the vast 

Fig. 7   a Relationship between 
predicted and observed SSC, 
b show day-wise the graphi-
cal presentation of observed 
and precited SSC in 2019 from 
Pindari glacier stream
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regions of the watershed, and rainfall intensity is more 
closely linked to soil detachment than rainfall volume. 
Precipitation and SSC are not proportionate, according 
to MLR analysis, since precipitation has a negative beta 
coefficient. Based on the findings, other possible natural 
effects, such as solar radiation, are expected to alter dis-
charge levels and sediment movement. The work will also 
open up new research directions to increase the use of 
various ANN algorithms and soft hybrid calculation meth-
odologies for short-term meltwater discharge prediction of 

SSC. Modeling the glacier sediment delivery mechanism 
and predicting the amount of SSC delivered by Himalayan 
rivers from glacierized basins are two potential applica-
tions of the findings. This research would be precious in 
managing the establishment of sustainable hydropower 
plants and irrigation projects, and other water resources 
in the Himalayan region, upstream and downstream of the 
Himalayas. The continued data generation in the Himala-
yan glacier region is a challenging task due to complex 
hilly terrain and bad weather conditions; therefore, the 

Fig. 8   a Relationship between 
predicted and observed SSC, 
b show day-wise the graphi-
cal presentation of observed 
and precited SSC in 2019 from 
Kafni glacier stream

Page 15 of 18    683Arab J Geosci (2022) 15: 683



1 3

machine learning approach could be very beneficial to 
understand the overall hydrological cycle and pattern of 
sediment flux in the region.
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