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Abstract
Predicting the lateral effective stress and the coefficient of lateral earth pressure at rest has a major importance in the design 
and analysis of many geotechnical problems. The purpose of this study is to predict the lateral effective stress without need-
ing any experimental study or in-situ testing effort, by using the physical properties of sand which can be easily quantified 
in the laboratory. Therefore, the lateral effective stress values, σ΄h, were estimated by using particle swarm optimization-
artificial neural network (PSO-ANN), particle swarm optimization-support vector regression (PSO-SVR) and particle swarm 
optimization-random forest (PSO-RF) approaches. The internal friction angles were back-calculated using the Jaky’s formula 
utilizing the output of the PSO-ANN model were compared to that of measured experimentally in the laboratory. Thus, both 
the reliability of the model and the potential of Jaky’s formula in predicting the  K0 coefficient were evaluated. The PSO-ANN 
model found out to be an effective tool to estimate accurately σ΄h in cohesionless soils. It is clearly seen that the predictive 
performance of the PSO-ANN model was better than that of the both PSO-SVR and PSO-RF models.

Keywords Sand · Lateral effective stress · PSO-ANN · PSO-SVR · PSO-RF · Internal friction angle

Introduction

The prediction of the initial stress state due to the soil’s own 
weight has a great importance for realistic analysis of geo-
technical design problems. The vertical effective stress 

(
�

′

v

)
 

at any depth in a soil profile can easily be calculated by mul-
tiplying the unit weight of soil with the depth and extracting 
pore water pressure; however, estimating the lateral effective 
stress at the same depth is often a complex issue. Lateral 
effective stress 

(
�

′

h

)
 is affected from various parameters such 

as soil type, void ratio, grain size distribution, grain shape, 

stress history, grain sphericity and minerology (Hayat 1992; 
Landva et al. 2000; Mayne and Kulhawy 2003; Chu and Gan 
2004; Hanna and Al-Romhein 2008; Tian et al. 2009; Zhao 
et al. 2010; Hayashi et al. 2012; Talesnick 2012; Lee et al. 
2013; Levenberg and Garg 2014; Yun et al. 2015; Gronbech 
et al. 2016; Wang et al. 2018).

The coefficient of lateral earth pressure at rest  (K0) is 
defined as the ratio of the lateral effective stress to vertical 
effective stress in a soil mass which is in elastic equilibrium 
under the condition of no lateral deformation.

There are number of studies performed both in the laboratory 
and in situ to develop a reliable method to obtain the lateral 
effective stress (Sağlamer 1973; Sağlamer 1975; Abdelhamid 
and Krizek 1976; Massarch and Broms 1976; Krizek and 
Abdelhamid 1977; Edil and Dhowian 1981; Fukagawa and 
Ohta 1988; Ting et al. 1994; Hatanaka and Uchida 1996; 
Fioravante et al. 1998; Özer 2001; Teerachaikulpanich et al. 
2007; Tong et al. 2013; Lee et al. 2013). There is a potential of 
disturbance when obtaining lateral effective stress values by 
using the in situ test methods from the drilling of the borehole 
and insertion of the test device. Laboratory test methods used 
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to predict the lateral effective stress in soils have disadvantages 
such as they require high quality undisturbed samples. In 
addition, they also require sophisticated test procedure which 
is costly and time-consuming. However, there are also studies 
performed using non-destructive field test methods such as 
seismic method and electrical resistivity method.

Laboratory test methods to define the  K0 coefficient are 
divided into two groups. These are  K0-consolidation tests (hor-
izontal strain is restricted, ε3=0) performed in the oedometer 
test cell and anisotropic consolidation tests ( ��

3∕�
�

1=constant, 
minor and major principle stresses, respectively) performed in 
triaxial test systems.

In triaxial test systems, a flexible lateral boundary with a 
feedback system to maintain the position of vertical boundary 
of the specimen is used. One of the advantages of the triaxial 
set up is that the wall friction does not occur. The control of 
the test specimen under zero lateral deformation conditions as 
well as ensuring the uniformity of the effective stresses in the 
specimen can be considered as the disadvantages of this test. 
Rigid lateral boundaries are used in the oedometer tests, and 
the required zero lateral deformation condition is achieved. 
However, friction effect between the oedometer side wall and 
the test specimen cannot be accurately defined. The side fric-
tion in the oedometer cell may induce a variation in vertical 
stresses along the height of the test specimen. This problem 
can be solved by measuring the vertical stress at the mid-height 
of the sample or by averaging the vertical stress values meas-
ured on the top and bottom of the sample (Fukagawa and Ohta 
1988; Teerachaikulpanich et al. 2007; Wang et al. 2018). Lirer 
et al. (2011) and Lee et al. (2014) stated that the error in meas-
urement of  K0 value due to the deformation in the oedometer 
ring is quite small.

In experimental studies performed in the oedometer cell, it 
is confirmed that the range of lateral deformations occurred 
during vertical loading are smaller than the limit value ensur-
ing the  K0 conditions. The lateral effective stress value can be 
measured directly with the pressure cells installed on the side 
walls of the oedometer test mold. Alternatively, lateral defor-
mations in the thin wall oedometer cell can be directly related 
to the lateral effective stresses by using the strain gauges 
attached to thin wall oedometer cell.

Although there are many equations to estimate the value of 
 K0 in the geotechnical literature (Brooker and Ireland 1965; 
Fioravante et al. 1998; Federico and Elia 2009; Tong et al. 
2013), the most widely accepted one is the Jaky’s equation 
which calculates the value of  K0 as a function of the internal 
friction angle. Jaky (1944) proposed the following equation to 
calculate the  K0 values in normally consolidated soils.

where ϕ΄ is the effective angle of internal friction.

(2)K0−nc = 1 − sin∅
�

Due to the listed disadvantages of both in situ and labo-
ratory test methods, there is still no method that can esti-
mate reliably the lateral effective stress and  K0 coefficient. 
Therefore, alternative approaches are needed for the predic-
tion of lateral effective stress and  K0 coefficient which are 
easy to apply and can produce economical, fast and reliable 
solutions.

Uncuoğlu et al. (2008) developed an artificial neural net-
work (ANN) model to predict the lateral effective stress in 
cohesionless soils using the results of the experimental pro-
gram performed by Sağlamer (1973). Multilayer feedforward 
network models have been trained using Levenberg–Mar-
quardt (LM) learning algorithm. Data set has been arranged 
as three different data groups including data subsets (e.g. 
training, testing and validation) different from each other to 
investigate the effect of data selection on the model perfor-
mance. The relative importance of the selected input param-
eters on the output parameter were also evaluated by per-
forming sensitivity analysis on the trained network model.

The purpose of this study is to predict the lateral effective 
stress due to the vertical pressure for a given relative density 
without needing any experimental effort, by using the physi-
cal properties of sand soil which can be easily quantified 
in the conventional soil laboratory. A data set consisting 
total of 445 data was used in this paper. The 371 data have 
been obtained from the 43 normal loading tests performed 
by Sağlamer (1973) on Kilyos, Ayvalık and Yalıköy sand 
samples. The remaining 74 data have been obtained from the 
12 normal loading tests carried out by Özer (2001) on Şile 
sand samples. The data set includes relative density,  Dr, unit 
weight, γs, particle size at percent finer 10%,  D10, particle 
size at percent finer 60%,  D60, mineralogical composition of 
sand, M, vertical effective stress values applied in oedometer 
tests, σ΄v and lateral effective stresses, σ΄h, corresponding to 
the vertical effective stresses. Only the quartz mineral per-
centage was taken into account for the mineralogical com-
position of sand samples to ensure unity between the data 
obtained from both experimental studies.

In the present study, the lateral effective stress values, 
σ΄h, were estimated by using particle swarm optimization-
artificial neural network (PSO-ANN), particle swarm opti-
mization-support vector regression (PSO-SVR) and particle 
swarm optimization-random forest (PSO-RF) approaches 
using an extended data set from different experimental stud-
ies (Sağlamer 1973;Özer 2001). Effects of the various input 
parameters on the values of the lateral effective stress have 
been extensively evaluated performing PSO analyses with 
different data sets consisting of various numbers of input 
parameters. The results of the PSO analyses have been com-
pared with each other considering the values of the model 
performance parameters such as mean square error (MSE), 
mean absolute error (MAE), the correlation coefficient (R) 
and the coefficient of determination (R2). Then, the input 
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parameters which produce close match between the meas-
ured and predicted values of lateral effective stresses have 
been determined. Performance results obtained from ANN 
models were compared with results obtained from SVR and 
RF models.

The lateral effective stress values of the sand soils used 
in the laboratory model tests available in the literature have 
been predicted by selected ANN model for different vertical 
effective stress values. The physical and strength properties 
of the sands have been obtained from the literature. Then, 
 K0 coefficient was calculated as the ratio between the lat-
eral effective stress value predicted by ANN and the verti-
cal effective stress value used as an input parameter. The 
internal friction angle, ϕ’, corresponding to the calculated  K0 
coefficient was obtained by back calculation using the Jaky’s 
formula. The internal friction angles obtained with back cal-
culation were compared to that of quantified experimentally 
by triaxial compression tests in the laboratory. Thus, both 
the reliability of the model and the potential of Jaky’s for-
mula in predicting the  K0 coefficient were evaluated.

Even though there are various laboratory and in situ test 
methods to define lateral stress in soil medium, there is 
no consensus on which method can be used in the design. 
Authors tried to develop a model to estimate lateral stresses 
based on the physical properties of sands which can be eas-
ily quantified in any conventional soil laboratory. The  K0 
coefficients were estimated using the lateral stress values 
obtained from the proposed model, and the internal fric-
tion angle values of sands were back-calculated from the 
 K0 coefficients. Therefore, the study is attempted to provide 
a basis for estimating the internal friction angle of sands 
by using index properties without the need for performing 
triaxial strength testing which requires high-quality undis-
turbed samples. This can be considered as a novel attempt 
to overcome the difficulties of collecting undisturbed sam-
ples for laboratory testing. The results obtained from the 
study is also considered to be a reference for future studies 
on increasing the predictive performance of lateral effective 
stress using the PSO feature selection with machine learn-
ing models.

Materials and methods

Experimental studies

Sağlamer (1973) performed oedometer tests on air-dried, 
uniform Kilyos, Ayvalık and Yalıköy sand samples to inves-
tigate the effects of grain size, grain shape, relative density 
and stress history on the coefficient of lateral earth pressure 
at rest. The oedometer cell used in the experimental study 
was 47 mm high and 17 mm thick and had an inner diameter 
of 76 mm. The maximum vertical stress applied during the 

tests was 1960 kPa, and the measured radial deformation 
corresponding to this pressure value was 1.5 ×  10−5. During 
the loading, the lateral and vertical effective stresses in the 
sand samples were measured directly by piezoelectric meas-
urement method using quartz pressure crystals installed at 
mid-height and bottom of the oedometer cell. Tests were car-
ried out on sand samples prepared in loose, medium-dense 
and dense sand conditions. The sand samples used in the 
experiments were prepared by air pluviation method, tamp-
ing method and compaction with vibratory compactor for 
the loose, medium-dense and dense sand conditions, respec-
tively. The relative density values of the prepared test sam-
ples were monitored by checking the weight of the sand in 
the oedometer cell. During the experimental studies, a total 
of 61 tests were carried out, 43 of which were under normal 
loading conditions and 18 were under unloading–reloading 
conditions.

Özer (2001) was investigated the determination of the 
lateral soil pressures and the coefficient of earth pressure at 
rest in cohesionless soils by thin wall oedometer technique 
performing consolidation tests on the air-dried, uniform, Şile 
sand samples. A thin wall oedometer cell used in the experi-
mental studies was 62.5 mm high and 0.50 mm thick and had 
an inner diameter of 63.5 mm. The maximum vertical pres-
sure applied in the experimental studies was 600 kPa, and 
the maximum lateral deformation developed at this pressure 
was measured as 11.79 ×  10−5. The lateral displacements on 
the side wall of the thin wall oedometer ring due to the verti-
cal pressures applied during the loading were measured by 
strain gauges attached to the side of the thin wall oedometer 
ring. Then, the lateral stress for a given vertical pressure was 
computed multiplying the displacement value by the cali-
bration coefficient. Tests were conducted on sand samples 
prepared in loose, medium-dense and dense sand conditions. 
The sand samples used in the tests were achieved compact-
ing the sand with a weight corresponding to a certain relative 
density into the thin wall oedometer cell by hand tamping to 
create a homogeneous sample. The relative density values 
of the prepared test samples were monitored by checking 
the weight of the sand in the oedometer cell. During the 
experimental studies, a total of 12 normal loading tests were 
carried out.

The physical and mineralogical properties of sands used 
in the experimental studies are presented in Table 1. The 
relative density values of the sand samples used in the tests 
are summarized in Table 2.

Artificial intelligence studies

In recent years, machine learning techniques have been more 
widely applied to geotechnical problems (Wang and Akeju 
2016; Armaghani et al. 2017; Sharma et al. 2017; Puri et al. 
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2018; Pham et al. 2019; Ly and Pham 2020; Nguyen et al. 
2020).

In this study, artificial intelligence techniques were used 
to obtain the lateral effective stress values depending on the 
data selection and prediction. The effect of feature selection 
using PSO on the modelling performance was analysed, and 
the modelling performance of the ANN model was com-
pared with the SVR and the RF models. The flow of the 
proposed study is seen in Fig. 1.

Table 1  The physical and 
mineralogical properties of 
sands

*Following abbreviations are used for the names of the minerals; Q quartz, C calcite, A aragonite, M mag-
netite, F feldspar, MM magmatic minerals.
**Maximum and minimum void ratios of the sand are denoted by  emax. and  emin.

***U is the uniformity coefficient of sands.

Reference Location of
the sand

Type γ
(kN/m3)

U
(D60/D10)

emax emin Mineral
composition (%)*

Sağlamer
(1973)

Kilyos Fine 26.67 1.25 0.81 0.45 Q(45), C + A (50), M (5)
Ayvalık Medium 25.89 1.30 0.91 0.59 Q(80), C + A (19), M (1)
Yalıköy Coarse 26.09 1.00 0.67 0.44 Q(99.9), M (0.1)

Özer
(2001)

Şile Fine 26.28 1.00 1.07 0.78 Q(62.12)
Medium 25.79 1.07 1.00 0.74 C(10.35), MM(3.73)
Coarse 25.99 1.16 0.93 0.71 F(18.8)

Table 2  The relative density values of the sand samples

Location of the sand Relative density,  Dr

Kilyos 0.36, 0.39, 0.43, 
0.47, 0.89, 0.90

Ayvalık 0.33, 0.64, 0.86
Yalıköy 0.33, 0.83
Şile Fine 0.754, 0.386

Medium 0.33, 0.61, 0.89
Coarse 0.33, 0.61

Fig. 1  The flowchart performed for modelling of lateral effective stress, σ’h (kg/cm2)

2441   Page 4 of 18 Arab J Geosci (2021) 14: 2441



1 3

The one feature model is used to obtain lateral effective 
stress by utilizing the most important one feature from the 
six features listed above. Similarly, for 2–5 feature models, 
the same approach is applied.

Particle swarm optimization (PSO) algorithm

Particle swarm optimization is a swarm intelligence-based 
optimization algorithm proposed by J. Kennedy and R. 
Eberhart in 1995. This algorithm simulates animal’s social 
behaviour of insects, herds, birds and fishes (Kennedy and 
Eberhart 1995). The literature shows that PSO has high 
potential for use in different optimization applications 
(Ghazvinian et al. 2019). These swarms follow a coopera-
tive food-finding pattern, with each member of the swarm 
modifying the search pattern based on its own and other 
members’ learning experiences. PSO algorithm is focused 
on comparing the positions of individuals in the flock to the 
flock’s best-positioned individual. This rate of approach is 
a random condition, and much of the time, individuals in 
the flock get better in their new movements than they were 
before, and this process continues until the target is reached.

In particle swarm optimization, the displacement of indi-
viduals is done according to the below equations:

where xi(t) is position and vi(t) is velocity vector at t time.
The velocity vector is calculated in the particle swarm 

optimization as follows:

where w is inertia weight constant,vij represents the veloc-
ity of  ith particle at the range of j = 1…..n, xij is the position 
of  ith particle at the range of j = 1…..n,yij shows the optimal 
position (pbest) of its own of  ith particle at the  jth range, 
and ŷj shows the optimal position (gbest) of the swarm at 
the  jth range. Also, c1 and c2 are positive acceleration con-
stants, respectively.r1j and r2j are a random number generated 
between 0 and 1.

To determine their next locations in the search space, the 
PSO algorithm is led by personal experience  (pbest), overall 
experience  (gbest) and the current movement of the particles.

The general steps of the particle swarm optimization 
algorithm are as follows.

1. The first step is the creation of the population. The ini-
tial value and velocity of each particle are randomly 
assigned.

2. The second step is calculation of the fitness value. The 
fitness value of each particle is calculated according to 
the given objective function.

(3)xi(t + 1) = xi(t) + vi(t)

(4)
vij(t + 1) = w ∗ vij(t) + c

1
r
1j(t) ∗ (yij(t) − xij(t))

+ c
2
r
2j(t) ∗ (̂yj(t) − xij(t))

3. Third step is determination of the particle which has 
the best value. The fitness value calculated in the previ-
ous step is compared with the best personal value  (pbest) 
found in the particle’s memory. If the result found in the 
previous step is better than the current “pbest” result, the 
new result is replaced with “pbest.”

4. The fourth step is finding the global best particle. In the 
second step, the fitness value calculated for each particle 
is compared with the global best solution  (gbest) kept in 
the memory of the program. If there is a better result, 
this result is replaced by “gbest.” The comparison is per-
formed for all particles.

5. The fifth step is the setting of the speed and position 
of each particle. The velocity variable of the particle is 
set according to the formula in Eq. (4), and the position 
of the particle is adjusted according to the formula in 
Eq. (3). This process is done separately for each particle.

6. Steps 2 to 5 are repeated until the stopping criteria or 
conditions are met.

Two important points should be considered when choos-
ing the stopping criteria. First, the stopping condition should 
not cause early convergence of the algorithm, as this will 
only result in finding the regional best point. Second, if the 
stopping condition causes the fitness function to be calcu-
lated too high, the search computation cost increases, in 
which case it should be avoided.

Algorithm can be stopped when,

1. A predetermined maximum number of cycles is reached.
2. A desired result is found.
3. There is no improvement over a period of time.

In this study, PSO algorithm was used to determine the 
most important one to five features to be used in the mod-
elling of lateral effective stress with ANN, SVR and RF 
models. As usually to find the best scores, all features in 
each other with large numbers of combinations have to be 
tried. The PSO helps the artificial algorithms by choosing 
the best feature or features in how many feature is requested 
by these algorithms. Therefore, PSO also can be called as 
pre-processor or feature selector algorithm.

During the feature selection process, PSO algorithm 
parameters such as inertia weight w, acceleration con-
stants  c1 and  c2 were set to 0.2, 2 and 2, respectively, by 
trial and error (He et al. 2016). The number of populations 
was defined as 20, and stooping criteria were defined as 10 
experimentally. It was determined by experimentally val-
ues of PSO algorithm parameters during the optimization 
process. Performance parameters between the modelled and 
observed data using ANN, SVR and RF models were used 
during construction of objective function of PSO algorithm. 
The error term of the objective function was obtained to 
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minimize the mean square error and maximize the determi-
nation coefficient between the modelled and observed data.

A plethora of optimization algorithms have been devel-
oped. Due to its numerous advantageous, such as fewer 
parameters, quicker speed and a simpler flow diagram, PSO 
is a widely desired form of heuristic algorithm (Hu et al. 
2004). Therefore, PSO was employed for feature selection.

Artificial neural networks (ANN)

Artificial neural networks (ANN) are computational algo-
rithms inspired by the information processing technique 
of the human brain. The organization of biological neural 
networks in the brain, as well as their ability to learn, recall 
and generalize, was mimicked by ANN. In accordance with 
the brain’s information processing method, ANN is a paral-
lel distributed processor capable of storing and generalizing 
information after a learning process. ANN has the ability to 
produce solutions to many problems today. Similar to the 
functional features of the human brain, it has been success-
fully applied in subjects such as learning, association, classi-
fication, generalization, feature determination, optimization 
and prediction. ANN generates its own experiences based on 
the data from the samples and generates findings that allow 
similar decisions on similar issues.

ANN consists of artificial cells that are hierarchically 
connected to each other and can work in parallel. ANN 
is composed of processing elements that are connected to 
each other through weighted connections and each having 
its own memory. The information processing capabilities 
of the process elements that make up the network and their 
connections with each other create different ANN structures. 
Just as there are nerve cells in biological neural networks, 
there are artificial nerve cells in ANN. In engineering sci-
ence, artificial nerve cells are referred to as process element 
as seen in Fig. 2. The input data is added to the sum func-
tion by multiplying it by the weight coefficients. These sum 
functions are then passed through a transfer function, and 
the output value of the neuron is defined as follow equation:

where j is the number of neurons, i is the number of 
inputs, xi is the input signal, wij is the weight coefficient, 
and is the bias expression (or threshold).

The nerve cell receives information from the environ-
ment through the inputs (x1, x2,…., xn). Inputs to the neural 
network may come from previous nerve cells or from the 
outside. Weights (w1, w2,…, wi) are suitable coefficients that 
determine the effect of inputs received by ANN on the nerve 
cell. Each input has its own weight. The large value of a 
weight means that it is strongly connected to the artificial 

(5)yj = f (
∑

iwijxi + �j)

nerve cell of that input or important, and a small one means 
that it is weakly connected or not important (Haykin 1994; 
Braspenning et al. 1995, Citakoglu 2017).

The result of the addition function is passed to the result 
by passing f (Net) through the activation function. This 
function determines the output that the cell will produce 
in response to this input by determining the net input to the 
cell. Different formulas are used to measure the output in 
the activation function, just as they are in the summation 
function. It is the output value determined by the activation 
function. The output produced is sent to the outside world or 
to another cell (process). Generally, cells form a network of 
three layers, and they are positioned in parallel in each layer.

The multi-layer perceptron (MLP) model, which consists 
of an input layer, one or more hidden layers and an output 
layer, is the most commonly used version of ANN. The input 
layer’s processor elements function as a buffer, distribut-
ing input signals to the hidden layer’s processing elements. 
Artificial nerve cells come together to form the ANN. Nerve 
cells do not shape in a random order. To form a network, 
cells are usually arranged in three layers which are input 
layer, hidden layer and output layer, each layer parallel to 
the next.

Input layer: In this layer, the process element is respon-
sible for receiving the information coming from the outside 
world and transferring it to the hidden layer. In some net-
works, there is no information processing at the input layer.

Hidden layers: Information from the input layer is pro-
cessed and sent to the output layer. The processing of this 
information occurs in the hidden layer. There can be more 
than one hidden layer in a network.

Output layer: The process element in this layer processes 
the information from the hidden layer and produces the out-
put that the network needs to produce for the information 

Fig. 2  Structure of process element
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from the input layer. The output produced is sent to the out-
side world.

The process elements in each of these three layers and the 
relationships between the layers are shown schematically in 
Fig. 3. In these structures, every nerve cell in one layer is 
connected to all nerve cells of the next layer. There are no 
connections between the nerve cells in the same layer or in 
the form of feedback, and it is feed-forward ANN (Hornik 
et al. 1989; Haykin 1994).

The sum of squared differences between the desired and 
actual values of the output neurons E can be calculated using 
the below equation:

where ydj is the desired output value and yi is the calcu-
lated output value.

The number of input parameters and hidden neurons in 
an ANN model has a major effect on the modelling effi-
ciency. In this study, the number of neurons in the hidden 
layer was varied from one to twelve in the design of the 
ANN using the MATLAB program’s for loop. The model’s 
optimal architecture was obtained by achieving the lowest 
mean square error between actual and modelled data during 
training. In order to prevent overfitting, it is also important 
to determine the number of hidden layers. As a result, the 
number of hidden layers in this study is set to one to prevent 
overfitting. Back propagation neural network is the name 
given to the MLP model when it is supervised by a learning 
algorithm (BPNN). The feed-forward network, or BPNN, is 
the most widely used ANN model in modelling. The BPNN 

(6)E(w) =
∑

(ydj − yi)
2

feed-forward network structure was used in our study. Since 
the network’s job is to generate an output for each input, 
MLP-ANN is based on a supervised learning strategy. There 
are two phases to MLP-ANN learning. The output of the net-
work is computed first, in the forward calculation step. The 
weights are determined in the second stage, the backward 
calculation stage, based on the difference between the esti-
mated output and the output of the networks. Different learn-
ing algorithms are used to train the network in the ANN. 
For the modelling of lateral effective stress, the Levenberg 
Marquardt (LM) learning algorithm is used, which has a 
computational speed advantage over the ANN. The detailed 
information is stated in Moré (1978).

Support vector regression

For classification and regression, support vector machine 
(SVM) analysis is a popular machine learning method. The 
statistical learning theory for support vector regression was 
first introduced by Vapnik 1995). Support vector regres-
sion is the use of SVMs in regression (SVR) (Drucker et al. 
1997). Since it uses kernel functions, SVR is a nonparamet-
ric technique that can balance the trade-off between mini-
mizing empirical error and the complexity of the resulting 
fitted function. SVR has recently become common in model-
ling studies, resulting in high performance modelling results.

The SVR algorithm tries to find the best line that sepa-
rates the two classes. The algorithm allows the line to be 
drawn to be adjusted in two classes so that it passes the 
furthest place to its elements as seen in Fig. 4 (Fan et al. 
2005; Fan et al. 2006).

Fig. 3  Structure of the multi-
layer perceptron
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With hyperplanes, the SVR approach attempts to 
decrease the error rate by maintaining the regression error 
under a certain threshold value. Assume that the data set 
satisfies the following criteria.

In this equation, xi denotes the D-dimensional input 
vector, yi denotes the output vectors corresponding to the 
input vectors and w denotes the normal of the hyperplane, 
as well as the weight vector, and b denotes the deflection.

The linear relationship between xi and yi is assumed 
in linear support vector regression. The aim is to create a 
function f(x) that can measure the predicted value yi at a 
distance less than or equal to a predetermined value in E 
(error tolerance) using the actual value xi, which is each 
training input data. Errors are ignored in the regression 
algorithm as long as they are less than E, but any devia-
tion greater than E is not accepted. Equation (8) defines a 
convex optimization problem.

It’s impossible to find a function f(x) that meets this 
constraint for all data. It is not possible to find a function 
f(x) that would satisfy such a restriction for all data. For 
each point, the elasticity variable ξ+ and ξ− is used to elim-
inate this situation. To eliminate this situation, elasticity 
variable ξ+ and ξ− is used for each point ( ξ+ ≥ 0 , ξ− ≥ 0).

(7)
(
x1, y1

)
,
(
x2, y2

)
, ...,

(
xi, yi

)
, x ∈ RD, y ∈ R

f (x) = w.xi + b

(8)||yi − (w.xi + b)|| ≤ E

(9)
yi − (w.xi + b) ≤ E + ξ+

(w.xi + b) − yi ≤ E + ξ−

f (x) = C
∑L

i=1
(ξ+ + ξ−) + minimize

1

2
‖w‖2

where C is a constant value that has a penalty loss effect when 
an error occurs during training and its value is greater than zero. 
The following equation is obtained by using the Lagrange multi-
plier to minimize the error function under constraints.

In these equation for ∀i, �−
i
≥ 0, �+

i
≥ 0,�−

i
≥ 0,�+

i
≥ 0 . 

The partial derivative of  Lp with respect to the variable 
w, b, ξ+ and ξ− is performed to obtain the best solution.

Lp is maximized with respect to �+
i
 and �−

i
.With respect to 

Eq. (11), the modelling function is obtained as below equation:

where S support vectors exist for indices i satisfying the 
condition 0 ≤ � ≤ C and ξ+ = 0 or ξ− = 0.

Nonlinear regression follows the same steps as linear 
regression, but with a classifier that cannot be separated 
linearly.

Data can be moved to the property space or the kernel 
function can be used to provide a solution. The nonlinear 
kernel function K(xi, xj) = �(xi)�(xj) is replaced in Eq. (7) 
with the dot product xi.xj to obtain nonlinear regression. As 
a result, this is how the modelling function can be written:

Training data is used to build a support vector regres-
sion model in the proposed study. Radial basis kernel func-
tion is used for the construction of the model. Smola and 
Schölkopf’s sequential minimal optimization (SMO) algo-
rithm was used to optimize SVR parameters during the mod-
elling of the lateral effective stress (Platt 1998).

Random forest algorithm

Random forest (RF) is a tree-based approach that can be 
used for both regression and classification purposes. Also, 
it is one of the supervised machine learning methods (Breiman 
2001). Leo Breiman developed the RF approach in 2001 at 
the first time. The main idea of the RF is to build a larger 
number of decision trees (base learners), and the RF tech-
nique is based on a batch-based learning method. Batch 
classification methods are learning algorithms that generate 
multiple classifiers instead of a single classifier and then 

(10)
Lp = C

L�

i=1

�
ξ+ + ξ−

�
+

1

2
‖w‖2 −

L�

i=1

�
�+
i
ξ
+
+ �−

i
ξ−

�

−

L�

i=1

�+
i
(E + ξ+ + yi − f (xi)) −

L�

i=1

�−
i
(E + ξ− − yi − f (xi))

(11)
�Lp

�w
= 0,

�Lp

�b
= 0,

�Lp

�ξ+
= 0,

�Lp

�ξ−
= 0

(12)
f (x) =

∑L

i=1
(�+

i
− �−

i
)xix + b

b = f (xs) − E −
∑L

m∈S
(�+

m
− �−

m
)xmxs

(13)f (x) =
∑L

i=1
(�+

i
− �−

i
)K(xi, x) + b

Fig. 4  Representation of support vector
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classify new data based on votes from their predictions. A 
bootstrap sample of the training data is used to generate each 
constituent decision tree in the random forest classification 
and regression process. At each node separation, trees are 
generated using selected bootstrap samples and m randomly 
selected estimators during the RF process.

The main stage of RF algorithm is defined as below:

1. The Bootstrap method selects an n-size data set. There 
are two parts of this data set: training data (inBag) and 
test data (OOB).

2. The training data set (inBag) is used to produce the larg-
est decision tree (CART), which is not pruned. When 
dividing each node in this tree, m estimator variables out 
of a total of p are chosen at random. For branching, the 

condition m < p is used. The Gini index determines the 
value of this variable. This procedure is repeated until 
no more branches need to be made.

3. A class is allocated to each leaf node. The top of the tree 
is then the test data set (OOB), and each observation in 
this data set is allocated to a class.

4. Each stage from the first to the third is repeated N times.
5. Test data that were not used during the creation process 

are used to test the tree. The classification is performed 
according to the repetition number of observations.

6. Classification result is obtained with a majority of votes 
determined over each observation, tree sets.

The flow chart of RF is shown in Fig. 5. Random forest 
parameters, as shown in the Table 3, are calculated by trial 

Fig. 5  The flow chart of random 
forest
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and error during model creation, taking into account calcula-
tion time and modelling performance.

Performance evaluation

In this study, the mean absolute error (MAE), the mean 
square error (MSE), the correlation coefficient (R) and the 
determination coefficient (R2) have been used to show the 
performance of PSO-ANN, PSO-SVR and PSO-RF models.

The average absolute error measures the variations 
between observed data and modelled data by the proposed 
model. The following equation is a summary of MAE:

Mean square error is calculated by squared the average 
difference across the observed data. The following equation 
represents the MSE:

The correlation coefficient indicates the degree, direction 
and significance of the relationship between observed and 
modelled data. The correlation coefficient, which has a value 
between [− 1, 1], is represented by the R. Below equation is 
how the R value is calculated.

(14)MAE =
1

N

∑N

i=1

���Xobserved,i − Xmodelled,i
���

(15)RMSE =
1

N

∑N

i=1
(Xobserved,i − Xmodelled,i)

2

In this equation, Xobserved,i shows the lateral effective 
stress data, �X is the average and �X is the standard devia-
tion of the lateral effective stress data, Xmodelled,i is modelled 
data, and the average of the modelled data is �Xe and the 
standard deviation �Xe.

The R2 coefficient is a commonly used metric for assess-
ing a model’s predictive performance. The range of values 
for this statistical criterion is − 1 to 1. The findings are out-
standing if the R2 determination coefficient value between 
the actual and predicted data is one. The following equation 
is used to measure the R2 value:

K‑fold validation for training and testing data

One of the methods for splitting the data set into sections 
for evaluating and training classification models is k-fold 
cross validation. If a data set is wanted to be modelled with 
a simple approach, 75% of the data set is used for training 
and 25% for testing of the model. However, depending on the 
distribution of the data, certain deviations (bias) and errors 
can occur in the training and testing of the model when the 
data is divided.

Here, k-fold cross validation divides the data into equal parts 
according to a specified number of k, allowing each part to be 
used for both training and testing, thus minimizing deviations 
and errors caused by distribution of the data and dividing of the 
data. In this study, fivefold cross validation was carried out to 
obtain training and testing data. It is seen in Fig. 6.

(16)R =
1

N − 1

∑N

i=1

�
Xobserved,i − �X

�X

�
(
Xmodelled,i − �Xe

�Xe
)

(17)R2 = 1 −

∑N

i=1

�
Xobserved,i − Xmodelled,i

�2

∑N

i=1

�
Xobserved,i − �X

�2

Table 3  Random forest parameters used in the modelling study

Number of iterations 300

Size of each bag, as a percentage of the training set size 80
Seed for random number generator 1
The desired batch size for batch prediction 100

Fig. 6  fivefold cross validation for proposed model
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In this study, fivefold cross validation was applied for 
determination of training and testing data for modelling of 
lateral effective stress parameter.

Results and discussions

In this study lateral effective stress was modelled using PSO-
ANN model and for comparison PSO-SVR and PSO-RF 
models. The modelling effort was handled in two different 
ways. Firstly, a data set consisting of six input parameters 
and one output parameter was used. While the physical 
properties of the sands such as  Dr,  D10,  D60, quartz mineral 
percentage, γ and the vertical effective stress values applied 
in the oedometer tests were selected as input parameters, the 
lateral effective stress value was chosen as the output param-
eter. In the second case, since it is not always possible to 
have information about the quartz mineral percentage, it was 
excluded from the input parameters. Therefore, the physical 
properties of the sands such as  Dr,  D10,  D60 and γ and the 
vertical effective stress values applied in the oedometer tests 
were used as model input parameters, while the lateral effec-
tive stress was output parameter. Thus, both the effect of the 
quartz mineral percentage on the model performance were 
evaluated. In addition, it was also aimed to develop a model 
that provides satisfactory predictive performance when there 
is no information about the quartz mineral percentage.

Firstly, lateral effective stress was calculated using only 
one feature from two data sets (with quartz mineral per-
centage and without quartz mineral percentage) based on 
the parameters defined above. It has been obtained that the 
vertical effective stress is the most important characteristic 
selected by the PSO technique in order to estimate the lateral 
effective stress using the ANN, SVR and RF models in the 
best performance.

Then, the two, three, four and five most important features 
were selected from the feature set, which includes quartz 
mineral percentage, in order to model the lateral effective 
stress. By the same way, the two, three and four most impor-
tant features were selected from the data set without quartz 
mineral percentage using PSO in order to model the lateral 
effective stress using ANN, SVR and RF.

After the selection of the first most important feature from 
the feature set containing quartz mineral percentage, the sec-
ond and the third most important features were determined 
as relative density and quartz mineral percentage with the 
proposed optimization-based model. The fourth and fifth 
most important features were determined as  D60 and  D10 
parameters, respectively. Using the proposed approach, the 
second, third and fourth most important features obtained 
from the data set that do not contain quartz mineral percent-
age were determined as  Dr,  D60 and  D10 parameters, respec-
tively, for all models (PSO-ANN, PSO-SVR and PSO-RF).

As seen in Tables 4 and 5, the first and second most 
important features in both data sets with and without quartz 

Table 4  Performance 
parameters obtained from PSO- 
ANN, PSO-SVR and PSO-RF 
models for modelling of lateral 
effective stress using data set 
containing quartz mineral 
percentage

Input number Features Models MSE MAE R R2

1 �
′

v
   PSO-ANN 0.1453 0.2799 0.9755 0.9517

PSO-SVR 0.1695 0.2917 0.9718 0.9444
PSO-RF 0.1536 0.2865 0.9725 0.9431

2 �
′

v
  

Dr

PSO-ANN 0.0132 0.0846 0.9977 0.9953
PSO-SVR 0.0253 0.1159 0.9955 0.9911
PSO-RF 0.0293 0.1234 0.9950 0.9864

3 �
′

v
  

Dr
Quartz (%)

PSO-ANN 0.0080 0.0658 0.9987 0.9974
PSO-SVR 0.0174 0.0985 0.9971 0.9943
PSO-RF 0.0199 0.1063 0.9967 0.9927

4 �
′

v
  

Dr
Quartz (%)
D60 (mm)

PSO-ANN 0.0076 0.0617 0.9987 0.9975
PSO-SVR 0.0118 0.0767 0.9981 0.9961
PSO-RF 0.0211 0.1087 0.9965 0.9920

5 �
′

v

Dr
Quartz (%)
D60
D10

PSO-ANN 0.0067 0.0585 0.9988 0.9977
PSO-SVR 0.0195 0.0920 0.9968 0.9935
PSO-RF 0.0183 0.1014 0.9970 0.9933

6 �
′

v
  

Dr
Quartz (%)
D60
D10
γs

ANN 0.0078 0.0636 0.9986 0.9972
SVR 0.0199 0.0984 0.0969 0.9937
RF 0.0185 0.1022 0.9972 0.9938
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mineral percentage are the same as �′

v
 and  Dr features. When 

the third most significant feature is studied, it is discovered 
that quartz mineral percentage is the third most important 
feature among the feature set having the quartz mineral per-
centage, while  D60 is the third most important feature among 
the feature set without quartz mineral percentage. The per-
formance parameters are seen in Table 4 for modelling of 
lateral effective stress using data set containing quartz min-
eral percentage and in Table 5 for modelling of lateral effec-
tive stress using data set without quartz mineral percentage.

In the one-featured lateral effective stress modelling 
approach, MSE, MAE, R and R2 performance parameters 
were obtained as 0.1453, 0.2799, 0.9755 and 0.9517 for the 
PSO-ANN model; 0.1695, 0.2917, 0.9718 and 0.9444 for the 
PSO-SVM model; and 0.1536, 0.2865, 0.9725 and 0.9431 
for the PSO-RF model, respectively.

In the two-featured lateral effective stress modelling 
approach, MSE, MAE, R and R2 performance parameters 
were obtained as 0.0132, 0.0846, 0.9977 and 0.9953 for 
the PSO-ANN model; 0.0253, 0.1159, 0.9955 and 0.9911 
for the PSO-SVR model; and 0.0293, 0.1234, 0.9950 and 
0.9864 for the PSO-RF model, respectively.

In the three-featured lateral effective stress modelling 
approach from feature set having quartz mineral percent-
age, MSE, MAE, R and R2 performance parameters were 
obtained as 0.0080, 0.0658, 0.9987 and 0.9974 for the 
PSO-ANN model; 0.0174, 0.0985, 0.9971 and 0.9943 
for the PSO-SVR model; and 0.0199, 0.1063, 0.9967 and 
0.9927 for the PSO-RF model, respectively.

In the three-featured lateral effective stress model-
ling approach from feature set without quartz mineral 

percentage, MSE, MAE, R and R2 performance parameters 
were obtained as 0.0084, 0.0695, 0.9986 and 0.9971 for 
the PSO-ANN model; 0.0175, 0.0968, 0.9969 and 0.9938 
for the PSO-SVR model; and 0.0193, 0.1045, 0.9968 and 
0.9936 for the PSO-RF model, respectively.

In the four featured lateral effective stress modelling 
approach with �′

v
 ,  Dr, quartz mineral percentage and  D60 

features, MSE, MAE, R and R2 performance parameters 
were obtained as 0.0076, 0.0617, 0.9987 and 0.9975 for 
the PSO-ANN model; 0.0118, 0.0767, 0.9981 and 0.9961 
for the PSO-SVR model; and 0.0211, 0.1087, 0.9965 and 
0.9920 for the PSO-RF model, respectively.

In the four featured lateral effective stress modelling 
approach with �′

v
 ,  Dr,  D60 and  D10 features, MSE, MAE, R 

and R2 performance parameters were obtained as 0.0076, 
0.0624, 0.9987, 0.9973 and 0.9975 for the PSO-ANN 
model; 0.0120, 0.0793, 0.9980 and 0.9960 for the PSO-
SVR model; and 0.0211, 0.1079, 0.9965 and 0.9922 for 
the PSO-RF model, respectively.

Lateral effective stress estimation performance param-
eters obtained with ANN, SVR and RF models with five 
features extracted from PSO algorithm were 0.0067, 0.0585, 
0.9988 and 0.9977 for the PSO-ANN model; 0.0195, 
0.0920, 0.9968 and 0.9935 for the PSO-SVR model; and 
0.0183, 0.1014, 0.9970 and 0.9933 for the PSO-RF model, 
respectively.

Furthermore, as shown in Tables 4 and 5, when all fea-
tures were applied to ANN, SVR, and RF models with or 
without quartz mineral, the 5-featured PSO-ANN model did 
not increase the predictive performance, regardless of the 
number of features that was increased.

Table 5  Performance 
parameters for modelling of 
lateral effective stress using 
data set without quartz mineral 
percentage

Input number Features Models MSE MAE R R2

1 �
′

v

PSO-ANN 0.1453 0.2799 0.9755 0.9517
PSO-SVR 0.1695 0.2917 0.9718 0.9444
PSO-RF 0.1536 0.2865 0.9725 0.9431

2 �
′

v

Dr

PSO-ANN 0.0132 0.0846 0.9977 0.9953
PSO-SVR 0.0253 0.1159 0.9955 0.9911
PSO-RF 0.0293 0.1234 0.9950 0.9864

3 �
′

v

Dr
D60

PSO-ANN 0.0084 0.0695 0.9986 0.9971
PSO-SVR 0.0175 0.0968 0.9969 0.9938
PSO-RF 0.0193 0.1045 0.9968 0.9936

4 �
′

v

Dr
D60
D10

PSO-ANN 0.0076 0.0624 0.9987 0.9973
PSO-SVR 0.0120 0.0793 0.9980 0.9960
PSO-RF 0.0211 0.1079 0.9965 0.9922

5 �
′

v

Dr
D60
D10
γs

ANN
SVR
RF

0.0084
0.0128
0.0190

0.0673
0.0809
0.1033

0.9983
0.9982
0.9961

0.9969
0.9963
0.9917
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When these results are examined, it is clearly seen that the 
performance of the PSO-ANN model is better than the PSO-
SVR and PSO-RF models according to MSE, MAE, R and R2 
performance parameters. Figure 7 shows the estimated data 
for each fold with the PSO-ANN model as an example. As 
can be seen from Fig. 7, it is obvious that the proposed PSO-
ANN model can predict the lateral effective stress parameter 
with outperform performance.

The order of importance relevance of parameters for esti-
mating the lateral effective stress can clearly be recognized 
based on the obtained results. For example, an estimation 
with a coefficient of determination of 0.9517 is obtained 
with the PSO-ANN model using only �′

v
 parameter.

Figure 7 presents the measured lateral effective stresses 
versus predicted lateral effective stresses by PSO-ANN 
model with R2 coefficients for different fold numbers. As 

Fig. 7  5 Input PSO-ANN model (MSE = 0.0067, MAE = 0.0585, R = 0.9988, R2 = 0.9977)
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seen in Fig. 7, the PSO-ANN model is an effective tool to 
estimate accurately σ΄h in cohesionless soils.

Taylor diagram investigates the fit of model predictions 
with measured values and provides the opportunity to make 
more comparisons between models (Taylor 2001). In this 
study, Taylor diagram was used to compare PSO-ANN, 
PSO-SVM and PSO-RF models. Taylor diagram is the 
graphic which shows the error distributions and model per-
formances with respect to the various performance param-
eters (Başakın et al. 2021). The Taylor diagram of the PSO-
ANN, PSO-SVM and PSO-RF models which includes some 
of the performance parameters such as correlation coefficient 
(R), standard deviation (Sd) and root-mean-square deviation 
(RMSD) is illustrated in Fig. 8 as a single chart.

The PSO-ANN model presented in this study was used 
to estimate the internal friction angles of sands and thus 
the predictability of the internal friction angle depending on 
the physical properties of the sand was investigated without 
experimental studies.

The physical and strength properties of the model sand 
soils used in the laboratory 1 g model experimental stud-
ies in the literature (Quadir 1990; Krabbenhoft et al. 2012; 
Nasr 2014) have been used with PSO-ANN model devel-
oped within this study to predict the lateral effective stress 
values corresponding to the selected vertical effective stress 
values. Then, the  K0 coefficient was calculated by the ratio 
between the lateral effective stress obtained from the PSO-
ANN model and vertical effective stress used as input data. 
Vertical effective stress values vary from 1.0 to 9.0 kg/cm2. 
The values of the internal friction angle corresponding to the 
calculated  K0 values were obtained using the Jaky (1944) 
formula by back-calculation. The values of the ϕ angles esti-
mated were compared with the experimental values of the ϕ 
angles belong to the model sand soils. The experimental ϕ 
values given in Table 6 have been obtained by performing 

triaxial compression tests. The physical and strength prop-
erties of sand soils used in model test studies are given in 
Table 6 with comparative results.

The average absolute difference between the experimen-
tal and predicted ϕ values is 2.238°. There is no a distinct 
relationship between the absolute difference and relative 
density values.

Triaxial compression tests were carried out on different 
sand samples under different confinement pressure condi-
tions. The sample sizes used in the experiments were also 
not the same. However, the experimental results may also 
include errors during sample preparation and testing.

In any model development process, familiarity with the 
available data is very important. Generally, different vari-
ables comprise different ranges. In the data sets used in 
the development of the PSO-ANN model, the coefficient 
of uniformity of the sand soil was between 1.0 and 1.30, 
while the values of the uniformity coefficient of the sand 
soils in the experimental studies have been varied between 
1.75 and 2.47.

The results indicate that the PSO-ANN model has the 
ability to predict the internal friction angle indirectly. The 
ϕ values predicted with this way closely match with the 
experimental results. It is suggested that the model might 
serve more generally as a guide to estimate the ϕ values 
in cohesionless soils. In order to make the prediction more 
accurate and reliable, some more data would need to be 
included for different types of sand with various densities 
and physical properties.

The parameter selection related to the problem has sig-
nificant effect on the PSO-ANN model performance. It 
is seen that the quartz mineral percentage has a positive 
effect on the results obtained considering the MAE and 
MSE values shown in Tables 4 and 5. However, it is not 
always possible to know the quartz mineral percentage for 
all sand samples. For this reason, ϕ angle estimations were 
made according to the results of the model, which did not 
include the percentage of quartz mineral, while verifying 
with the literature data.

As shown in Fig. 9, under normal loading conditions, 
there is a linear relationship between vertical effective stress 
and lateral effective stress, and the slope of the line is equal 
to the  K0 coefficient. Also, the most important parameter 
controlling the  K0 coefficient under normal loading condi-
tions is the initial void ratio of the sand.

ANNs benefit from their powerful mapping capabilities 
as well as their naturally parallel and distributed processing 
features. Due to their flexible nature, ANNs can be con-
sidered to be particularly versatile in different classifica-
tion tasks and having satisfactory modelling performance. 
However, the more complex the network typology in ANNs, 
the higher the computation time will be required during the 
training phases. ANNs are difficult to interpret intuitively 

Fig. 8  The Taylor diagram of the PSO-ANN, PSO-SVM and PSO-RF 
models
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due to their large number of parameters and complex 
structure, and parameter tuning requires expert knowledge 
(Sebastiani 2002).

SVR allows to determine the allowable error is acceptable 
in the model and will match the data with a suitable line (or 
hyperplane in higher dimensions). Computing the optimal 

Table 6  The physical and strength properties of the model sands with comparative results

References Sand Dr ϕ-experimental
(°)

emax emin γs
(gr/cm3)

cu ϕ–ANN
(°)

Absolute
difference (°)

Mohammed
Abdul
Quadir
(1990)

Jamuna Sand 0.927 38.9 1.150 0.670 2.69 2.47 41.636 2.736
0.671 37.3 36.734 0.566
0.581 36.9 35.317 1.583

Meghna Sand 0.951 39.2 1.100 0.655 2.70 1.75 42.859 3.659
0.755 38.0 38.697 0.697
0.566 37.2 35.479 1.727

Teesta
Sand

0.932 39.4 1.040 0.630 2.68 2.18 42.875 3.475
0.807 38.7 42.742 4.042
0.644 37.7 40.882 3.182

Krabbenhoft et al
(2012)

Esbjerg Sand 0.20 31.8 0.733 0.449 2.621 2.32 27.026 4.774
0.59 38.9 40.271 1.371
0.84 41.3 40.564 0.736

Nasr (2014) Commercial
Sand

0.35 34.5 0.571 0.399 2.65 1.97 34.953 0.453
0.78 40.3 37.974 2.326

Fig. 9  Vertical effective stresses versus predicted lateral effective stresses by PSO-ANN model
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distinctive hyper plane and support vectors’s parameters is a 
convex optimization problem, which can be time-consuming 
depending on the sample size and number of features (Cortes 
and Vapnik 1995). SVR has been used to solve a variety 
of modelling and prediction issues. Their restricted repre-
sentation, on the other hand, limits their capacity to model 
nuanced patterns in training data. SVM is also thought to be 
less prone to overfitting (Joachims 1998).

Because of its hierarchical design, RF is more tolerant 
to noise and outliers. It can also learn complex relation-
ships between features, perform automated feature selection 
and model highly nonlinear data. Finally, the RF's training 
time scales linearly with the ensemble’s number of decision 
trees. The process may be simply paralleled because each 
tree grows at its own pace (Breiman 2001). This makes RF 
scalable and computationally efficient, allowing for rapid 
training of the classifier. It performs satisfactory in terms 
of classification, contrary not well in terms of regression, 
since it does not provide exact continuous nature prediction. 
In addition, small variations in the training set can result in 
different trees and different predictions for the same valida-
tion examples in RF.

In terms of computational costs, the SVR algorithm took 
significantly longer than the ANN and RF techniques. The 
computational costs including parameter optimization of the 
SVR model were more than 28 times than that of the ANN 
model and more than 120 times than that of the RF model. 
Furthermore, the ANN algorithm required more time on 
average than the RF approach. Specifically, the computa-
tional costs including parameter optimization of the ANN 
model were approximately 30 times more than the compu-
tational costs of the RF model.

It was observed that when the value and number of used 
model parameters increased, the computing costs of machine 
learning models increased as in SVR and ANN models. In 
addition, longer computing durations do not appear to pro-
duce better outcomes. Therefore, the three machine learning 
models can be rated in terms of general modelling predic-
tive performance as: ANN, followed by SVR, and RF. The 
performance of the SVR method is similar to that of the RF 
model but worse than more flexible methods like ANN.

It is suggested that feature selection with PSO and model-
ling with ANN model would be promising approach in terms 
of MSE, MAE, R and R2 and computational efficiency for 
modelling of lateral earth pressures.

Conclusions

The values of the lateral effective stress �′

h and the coef-
ficient of lateral earth pressure at rest,  K0, were investigated 
using artificial intelligence techniques with the data obtained 
from oedometer tests on Kilyos, Ayvalık, Yalıköy and Şile 

sands. For this purpose, the most important features from the 
feature set consisting of sand parameters for lateral effective 
stress estimation were selected using the PSO method and 
modelled using ANN, SVR and RF models. Based on the 
investigation the following main conclusions can be drawn.

• Under normal loading conditions, there is a linear relation-
ship between vertical effective stress and lateral effective 
stress, and the slope of the line is equal to the  K0 coefficient.

• The PSO-ANN model is an effective tool to estimate 
accurately σ΄h in cohesionless soils.

• The parameter selection related to the problem has sig-
nificant effect on the PSO-ANN model performance. It 
is seen that the quartz mineral percentage has a positive 
effect on the results obtained.

• The results indicate that the PSO-ANN model has the 
ability to predict the internal friction angle indirectly. 
The ϕ values predicted with this way closely match with 
the experimental results. In order to make the prediction 
more accurate and reliable, more data would need to be 
included for different types of sand with various densities 
and physical properties.

• It is clearly seen that the performance of the PSO-ANN 
model is better than the PSO-SVR and PSO-RF models 
based on the MSE, MAE, R and R2 performance param-
eters.

• It has been obtained that the vertical effective stress is 
the most important characteristic selected by the PSO 
technique for predicting the lateral effective stress using 
the ANN, SVR and RF models in the best performance.
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