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Abstract
In recent years, production optimization becomes one of the key issues in the oil and gas industry. Production optimization is one
of the most sophisticated activities from the operational point of view. It is defined based on a set of activities that converts
measured and gathered data into optimal managerial decisions. In this study, production optimization of a hydrocarbon field in
Iran was performed considering the operational constraints on production and injection using second derivative methods named
Davidon-Fletcher-Powell (DFP) and symmetric rank 1 (SR1). The results of simulation and optimization showed that the SR1
method increases net present value about 2.79% compared to base case over a 12-year period. The DFPmethod can also increase
the net present value by 0.54% over a 5-year period, but this method is not suitable for long-term production optimization of the
field. Oil and gas cumulative production could increase if the SR1method is used for a period of at least 12 years compared to the
base case, but greater production of the reservoir by using the optimizer will result in a higher pressure drop than the base case.
That is why water cumulative production will gradually increase in the last years of reservoir life.
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Introduction

Oilfield development are continually progressing, and new
technologies such as chemical flooding are being developed
to increase oil production (Taheri-Shakib et al. 2018; Wang
et al. 2021). Long-term production from the reservoir leads to
gradual pressure drop. The pressure loss as the driving force of
the fluid flow in the porous media and the well declines the
production rate. After some time, the reservoir pressure will
reach to abandon pressure so that no fluid is produced from
the reservoir. In recent years, production and injection rate
optimization in wells are a subject to delay this phenomenon
(Khishvand and Khamehchi 2012).

In general, optimization methods are divided into two cat-
egories of direct and indirect methods. Direct methods solve
nonlinear programming problems without turning to one or
more linear programming problems using direct search

methods. While in indirect methods, the problem is solved
by examining one or more linear programming problems de-
rived from the initial problem. Linear searching that was de-
veloped for the function of one variable commences by spec-
ifying an interval containing the optimum point. This interval
called the uncertainty range is systematically shortened to ac-
quire relative approximation of optimal response in order to
minimize length of interval. The direct methods associated
with optimizing multivariable functions are divided into two
categories: (a) derivative-free optimization and (b) gradient
base methods.

Derivative-free optimization methods such as the cyclic
coordinate method (Vassiliadis and Conejeros 2008),
Hooke-Jeeves method (Hooke and Jeeves 1961) and
Rosenbrock method (Rosenbrock 1963) are based on the ab-
solute search on the response surface; thus, extensive dimen-
sion issues require time and cost to reach optimal response.
Gradient base methods are an optimal control strategy for
finding the settings for production and injection wells in order
to maximize some of the economic parameters of the reser-
voir; thus, production optimization provides us a tool for
decision-making about optimal control input. These input pa-
rameters can include well injection or production rate, bottom
hole pressure, and valve/surface choke settings.
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The objective function in production optimizing issues de-
pends on the net present value (Wang et al. 2009; Volcker
et al. 2011; Naderi and Khamehchi 2017), recovery factor or
production rate (Denney 2003; Lake et al. 2007; Naus et al.
2004), producing gas oil ratio (Razavi and Jalali-Farahani
2008), or allocated gas to each well (Hamedi et al. 2011;
Mahdiani and Khamehchi 2015). The number of decision var-
iables that determines the control input dimension depends on
the number of wells, production period, and the parameteriza-
tion of the well settings. Gradient-based optimization methods
are usually used in production optimization when gradients
are available at an affordable cost (Suwartadi 2012). Earlier,
many researchers have optimized the production of a field
using derivative-free methods (Conn et al. 2009).

An oil reservoir model is considered as an implicit con-
straint in terms of optimization approach. The methods that
are not derivative-based follow black box optimization
methods and do not need much more detail within the simu-
lator. These methods provide only input for the simulator and
use the simulator to get results from given input. These algo-
rithms are predominantly iterative and stop after fulfilling
stopping criteria and achieving optimal response. However,
gradient-based methods use the finite difference method to
calculate the value of first derivative. This method causes
the simulator calculations to move towards the optimal value.
However, this method can be vulnerable to numerical noise
and local extrema. Also, the derivative commonly does not
exist in simulators, and it must be computed by synchronizing
the simulator with one of the numerical software such as
MATLAB (Jansen et al. 2009).

If the first derivative is available in the optimization prob-
lem, then it must be decided to use one of the conventional
gradient-based methods. The most common methods in this
area are the steepest gradient (Fliege and Svaiter 2000), con-
jugate gradient (Birgin and Martínez 2001), and quasi-
Newton (Savioli and Bidner 1994). These methods all use
first-order derivatives and quasi-newton methods to estimate
the Hessian matrix. In terms of convergence rate toward opti-
mal response, quasi-Newton methods are faster than first-
derivative base methods and the Newton method.

Second-order derivative-based optimization methods often
use two major strategies: (a) line-search; (b) trust-region. So
far, derivative-based methods have used line-search strategy,
and implementation of the trust-region strategy in the simula-
tor environment is not feasible in order to calculate the first-
order derivative (Biegler 2010).

Decision parameters in a production optimization problem
often have operational constraints. Well flow rates, wellhead,
and bottom-hole pressure have their own limitations.
However, if the produced fluid is assumed incompressible,
the total amount of injected and produced fluid should be
equal. There are many non-linear constraints such as water
production rates in wells that are complex (Naderi and

Khamehchi 2016). The presence of nonlinear constraints in
the production optimization problem disrupts applicability of
adjoint method to calculate the first derivative, which can be
considered either by limiting the simulator or by using
methods such as the Lagrange algorithm (Chen 2011).

In this study, two methods of Davidon-Fletcher-Powell
(DFP) and symmetric rank 1 (SR1) were used to optimize
the production in one of Iran’s fields. These two methods
are among the quasi-Newton methods. With the synchroniza-
tion of the Eclipse simulation software with MATLAB soft-
ware, Jacobian matrix is calculated using the adjoint method.
Then, Hessian matrix is estimated, and the objective function
is calculated based on decision parameters. Net present value
was selected as objective function in this study, and operation-
al constraints were applied to each decision parameters in the
simulator environment.

Field specifications

The oil field is located in Abadan plain, west of Karun
River and 45 km from north of Khorramshahr. Square
structure is a symmetric anticline with a length of
24 km and a width of 10 km and has a north–south
orientation. This field consists of three reservoirs in dif-
ferent formations. So far, 33 wells have been drilling
and the status of the wells is as follows: 19 active
production wells, 4 injection wells, and 1 active water
injection wells. Surface equipment have capability to
produce 165,000 barrels of oil per day and 350 million
cubic feet of gas per day. Wells produce under the
constant bottom hole production rate constraint. After
reducing the bottom-hole pressure below the constraint
limit, the constant-rate production converts to constant-
pressure production. Table 1 shows the fluid properties
in one producing well. The reservoir’s general informa-
tion such as reservoir pressure and temperature, water
cut, gas oil ratio, and drainage area are presented in
Table 2. The well and reservoir model were finally con-
structed using the Ellipse simulator software.

Table 1 The fluid properties of producing wells

Solution gas oil ratio 1.721 Mscf/
STB

Oil density 33.71 °API

Gas density 0.83 Sp.gravity

Water salinity 99113 Ppm

H2S molar percent 0.67 %

CO2 molar percent 3.61 %

N2 molar percent 0.02 %
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Methodology

Production optimization is one of the most complex activities
from the operational point of view, due to its various physical
properties, tool errors, and the lack of measurements of future
times which is also affected by uncertainty. Optimization is
defined as finding the best available value from an objective
function in a given domain of variables. The net present value
(NPV) was selected as the objective function in this study.
Equation (1) is applicable to calculating NPV. Our goal is to
determine the decision factors of the problem. The net present
value (in the presence of optimizer) is greater that the net
present value in the base case.

NPV i:t:Ts:u:po:pg:cw:cginj
� �

¼ −NPVt¼0 CAPEXð Þ þ ∫
0

Ts

1þ ið Þ−t

poQo uð Þ þ pgQg uð Þ−cwWp uð Þ−cginjQginj uð Þ−OPEX
� �

dt

ð1Þ

To calculate net present value, parameters such as capital
expenditures (CAPEX), operating costs (OPEX), water man-
agement costs per well (cw), gas injection rate per injection
well (cginj), interest rate (i), gas (pg), and oil (po) price gas (cg),
and oil (co) production costs are effective in the market. These
parameters are decision factors. According to Eq. (2), the pa-
rameter u is known as the control parameter and is a function
of the produced fluid flow rate from each well and the injec-
tion fluid flow rate per well.

u ¼ qo1:qo2:…:qon:qg1:…:qgm
h i

ð2Þ

Our goal is to maximize the NPV objective function, but in
this relatively large oil field, there is no explicit relationship
between the net present value function and the flow rate of the
19 production and 3 injection wells. In other words, the NPV
cannot be expressed in terms of the parameter u. In this opti-
mization problem, in addition to the objective function, sev-
eral operational constraints are also applied in order to achieve
optimal production under ideal conditions. The cumulative oil
production from productionwells, according to the capacity of
the wellhead equipment should not exceed 160,000 barrels a
day (Eq. 4). Also, due to the amount of produced gas and

available natural gas reserves as well as capacity of wellhead
equipment like wellhead compressor to compress injected gas,
the amount of injectable gas should not exceed 280 million
cubic feet per day (Eq. 5).

The produced oil flow rate in each well (qoi) should not
exceed 15,240 barrels per day (Eq. 6). The fraction of pro-
duced water per well (WCTi) should be less than 50%; other-
wise, due to the impossibility of managing water production at
the surface, the well will be closed (Eq. 7). The produced gas
oil ratio in each well (GORi) should not exceed 15,000 cubic
feet per barrel of oil produced since there is no possibility of
separating gas from oil in the separators (relationship 8).
Finally, the pressure limit is also considered to be the pressure
applied to each well. The bottom hole pressure (BHPi) should
be more than 100 psi; otherwise, the well will be closed be-
cause the fluid will not have the energy required for produc-
tion (Eq. 9). The optimization problem will be as follows:

maximize NPV uð Þ Subject to : ð3Þ
0≤∑n

i¼1qoi≤160000
STB�

Day

� �
ð4Þ

0≤∑m
i¼1qginj; j≤280000

�
Mscf =

Day

�
ð5Þ

0≤qoi≤15240
STB

�
Day

� �
ð6Þ

0≤WCTi≤0:5 ð7Þ
0≤GORi≤15000 CF

�
STB

� �
ð8Þ

BHPi≥100 psið Þ ð9Þ

Considering the implementation of the well and res-
ervoir model in the Eclipse simulator, cumulative oil
production, cumulative water production, and cumula-
tive gas production and the gas injection rate will be
achieved in each simulation runtime. The existing con-
straints on equipment are also applied to the simulator.
The value of the net present at each step can be obtain-
ed using Eq. (1). This value is NPV0, which is derived
from the history of the reservoir and previous produc-
tion conditions. The following algorithm is used to ob-
tain the optimal NPV point by Davidon-Fletcher-Powell
(DFP) method:

1. One point using the production history of each well is
considered as the initial assumption of the control param-
eter u. The NPV at this point is obtained using Eq. (1) and
called NPV0.

2. The converging parameter (ε) value is selected as
the stopping criteria. If the norm of gradient matrix
value is less than the converging parameter in each
step, the algorithm stops, and the resulting response
is optimized.

Table 2 Reservoir characteristics

Reservoir pressure 8660 Psia

Reservoir temperature 294.65 °F

Water cut 0 %

Total gas oil ratio 1.721 Mscf/STB

Reservoir permeability 41.6 Md

Reservoir thickness 347.8 Ft

Drainage area 2322344 Ft3

Mechanical skin factor 5.61 -
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3. Consider the K (iteration number) as 0 and the matrix V0

equal to the identity matrix. The initial assumption of the
Hessian matrix must always be a positive definite matrix.

4. The Jacobian matrix value is calculated using the Eq. (10)
at the NPVk point.

Gk ¼ NPV uk þ skð Þ−NPV uk−skð Þ
2sk

ð10Þ

where uk is equal to the control matrix consisting of the
production flow rate of the production wells and the injection
rate of injection wells in the repetition k. The parameter sk is
called the perturbation size, whose value varies from 0.9 to 1.1
in optimization problems.

5. Stopping criteria is checked after calculating the Jacobian
matrix. If it does not, the next step will be done.

6. The search direction parameter is computed from Eq. (11):

pk ¼ −Vkgk ð11Þ

where V is the inverse Hessian matrix.

7. Linear optimization is performed to find the best value for
the step length parameter (αk) in each step. Since the
dimensions of the optimization problem are large, linear
optimization is neglected to find this parameter and two
values of 1 and 0.5 are embedded in the problem. The
reason is that linear optimization will significantly in-
crease the volume of the computations.

8. The current point is updated using Equation (12).

NPVkþ1 ¼ NPVk þ αkpk ð12Þ

This equation is the same as the Newton–Raphson method.

9. The values of sk and yk are obtained in accordance with
Eqs. (13) and (14), using the search direction and the
gradient difference at two calculated points.

sk ¼ αkpk ð13Þ
yk ¼ Gkþ1−Gk ð14Þ

By calculating the two parameters Ak and Bk and replacing
in Eq. (17), the inverse of the Hessian matrix will be updated
using the Davidon-Fletcher-Powell (DFP) method.

Ak ¼ Vkyky
T
k Vk

yTk Vkyk
ð15Þ

Bk ¼ sksTk
sTk yk

ð16Þ

Vkþ1 ¼ Vk−Ak þ Bk ð17Þ

10. By placing the value of k=k+1, back to the beginning of
the algorithm, and the calculations are repeated. If the
stopping criteria algorithm is met, the algorithm is
stopped, and the result will be the optimal response.

The DFP method is also part of the rank-2 method for
estimating the Hessian matrix, since according to Eq (17),
the Hessian matrix is updated using two terms named Ak

and Bk in each replication. The symmetric rank-1 update
(SR1) is also part of the quasi-Newton method for estimating
the Hessian matrix. To optimize the NPV objective function
by the SR1 method, the algorithm provided for the DFP meth-
od is strictly followed; only the Eq. (18) must be used to
update the Hessian matrix:
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Bkþ1 ¼ Bk þ yk−Bkskð Þ yk−Bkskð ÞT
yk−Bkskð ÞT sk

ð18Þ

The SR1method is part of the rank-1method for estimating
Hessian matrix. Since, according to Eq. (18), the Hessian ma-
trix is updated only by adding a term. If the initial assumption
for the Hessian matrix is positive definite, the Hessian matrix
estimation by the DFP method will definitely be positive def-
inite. However, in the SR1 method, only the Hessian matrix
estimate is positive definite only if condition (19) is satisfied:

yTk sk−Bkykð Þ�� ��≥r skk k yk−Bkskk k ð19Þ

In this study, both DFP and SR1 methods were implement-
ed in the MATLAB. Then, by synchronizing the Ellipse sim-
ulator and MATLAB software, the optimal result of the ob-
jective function is obtained using two methods quasi-Newton
rank 1 (SR1) and quasi-Newton rank 2 (DFP).

Results and discussion

There are numerous quasi-Newton-based (QNM) methods
such as DFP (Davidon-Fletcher-Powell) and SR1 (symmetric
rank 1) used to optimize twice-differentiable functions. The
difference between them are the exact methods that they use to
approximate the inverse Hessian matrix (H-1) that is used in
the full Newton’s method. The primary benefits of QNMs
stem from the fact that they do not need to iteratively calculate
the inverse Hessian, thus the different types of QNMs are
highly dependent on what approximation is used. The most
simplistic approximation uses the same value of the inverse
Hessian for each iteration. Obviously, this is not ideal, but is

illustrative none the less. QNMs could be computationally
cheap and fast computable. There is no need for second de-
rivative to solve linear system of equations. They also have
more convergence steps and less precise convergence path
(Liu et al. 2019; Liu and Chen 1999).

Synchronizing two MATLAB and Eclipse software, and
implementing DFP and SR1 methods in the MATLAB, pro-
duction optimization of the oilfield with the aim of maximiz-
ing the net present value objective function is performed. The
amount of produced fluids is measured each time the reservoir
simulator run, and the objective function is calculated using
Eq. (1). The optimal cash flow was calculated using the two
methods over a 17 years period (from 2018 to 2035), and was
drawn in the presence of the base case and in the absence of
optimizer, the results of which are shown in Fig. 1. Quasi-
Newton methods are generally a class of optimization
methods that are used in non-linear programming when full
Newton’s methods are either too time consuming or difficult
to use (Liu et al. 2019). The lack of precision in the Hessian
calculation leads to slower convergence in terms of steps.
Because of this, quasi-Newton methods can be slower (and
thus worse) than using the full Newton’s method. This occurs
for simple problems where the extra computation time to ac-
tually compute the Hessian inverse is low (Naderi et al. 2020).

According to Fig. 1, the cash flow graph from the SR1 meth-
od until the year 2030 shows a positive balance and the values
calculated are above the base case diagram. From the year 2030
onward, the chart is downtrend and cannot converge to more
than the base case. Thus, SR1 will show its best performance
by 2030. The net present value associated with the SR1 method
is reported in Table 3. According to these results, the SR1 meth-
od by 2030 would increase about 2.8% of the total net present
value compared to base case, which is about $ 1.2 billion.
Therefore, until 2030, the SR1method will significantly increase
the profitability of the project. Now, if the data from 2030 to
2035 are also considered in the calculations, it is observed that
for a total of 17 years, the SR1method lost its efficiency, and the
calculated net present value is reduced by about 5% compared to
the base case, which is estimated about $3 billion. Therefore, this
method will not be responsive in the long term.

According to Fig. 1, the DFP method until time step 4
(2022) is able to predict optimal values for the field cash flow.
Then, at time step 5, this method cannot converge to the op-
timal field cash flow. As a result, its ability to optimize relative
to the SR1 method is more limited. According to previous
studies, the ability of the second derivative methods is
completely problem-dependent and will be determined only
after optimization. The calculated parameters of the DFP
method are given in Table 4. This method is able to increase
the net present value of the field by up to $ 112 million over a
period of 5 years (about 0.6% increase compared to base
case); therefore, it is suitable for short-term optimization in
short term.

Table 3 The variations of net present value measured by SR1 compared
with base case

Calculated parameter Value

Total change in NPV value up to 2030 ($) 1210178163

Change in NPV compared to base case (up to 2030 (%) 2.798

Total change in NPV value up to 2035 ($) −3244508548
Change in NPV compared to base case (up to 2035 (%) −5.736

Table 4 The variations of net present value measured by DFP
compared with base case

Calculated parameter Value

Total change in NPV value up to 2023 ($) 112029078

Change in NPV compared to base case (up to 2023 (%) 0.574
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The producing wells are producing based on constant pres-
sure. Therefore, the production flow rate from any well (19
active production wells in this field) is controlled using sur-
face choke. As shown in Fig. 1, the cash flow calculated by the
SR1method over the 12-year period and the DFPmethod over
the 5-year period were greater than the base case resulting
from the simulation. One of the main factors affecting the
value of the objective function is the net present value is the
amount of cumulative oil produced from active wells in the
field. Oil, given its daily price, appears in the NPV formula
(Eq. 1).

Figure 2 shows the trend of changes in cumulative oil pro-
duction over the period of 12 years from 2018 to 2030, calcu-
lated from the SR1method, as compared to the base case of the
simulation. The optimum cumulative oil production was calcu-
lated only over 5 years using the DFP method, because in the
long-term this method does not converge to optimal response.
As can be seen, during the 12-year period, the amount of cu-
mulative oil production using the SR1method is more than the
base case calculated by the simulator. According to this
figure, at the beginning of 2018, 558,849,660 barrels of

oil from the field have been cumulatively produced
from all wells.

Now, if the control parameters set by optimizer (SR1meth-
od) are used over the next 12 years, the amount of cumulative
oil production will reach one billion and twenty million bar-
rels (from the beginning of the production life of the field) at
the end of 2030, while at The normal and non-optimal mode
will be around 1 billion barrels, which is about 20 million
barrels less than optimized state (2.48% increase in the
amount of oil produced by the use of the optimizer). If the
DFP method is used, the amount of cumulative oil production
will increase by about 500,000 barrels over a period of 5 years.
However, by the end of 2022, the amount of oil produced
from wells will be reduced. These methods are not perfect,
however, and can have some drawbacks depending on the
exact type of quasi-Newton method used and the problem to
which it is applied. Despite this, quasi-Newton methods are
generally worth using with the exception of small-scale
problems.

Figure 3 shows the amount of cumulative gas production in
the nineteen wells studied. Produced gas is important from
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two respects. First, gas in Eq. (1) has an economic value and
an increase in gas production in a field will increase the net
present value. Secondly, the studied field has three injection
wells. These wells are used to inject gas into the reservoir and
consequently to increase production (recovery methods).
Considering these issues, Fig. 3 shows that, in the lifetime of
the field production by 2030, the application of optimal pa-
rameters in the production of the reservoir by the SR1 method
would increase the cumulative gas production to two billion
and two hundred and seventy million (103 ft3). In non-optimal
condition, the amount of cumulative gas production from the
reservoir will be equal to two billion and two hundred and
fifty-seven (103 ft3) by 2030. Therefore, using the SR1 meth-
od in optimizedmode, the amount of cumulative gas produced
would be about 20 billion cubic feet more than the non-
optimal state (about 0.95% cumulative production increase).

However, it should be noted in Fig. 3 that after 2027
(around time step 10), cumulative gas production is gradually
declining using the optimizer condition and will approach to
the amount of cumulative gas production in a non-optimal
state. Table 5 shows the exact amounts of cumulative gas
production optimized using the SR1 and non-optimal state.
The above claim is clearly specified in the table data. Also,
the process of producing gas is not strongly ascending. In
some time-steps, ascending and descending trend is also ob-
served. In the DFP method, there was little change in the
amount of cumulative production by 2022, thus neglected to
be drawn.

More specifically, these methods are used to find the global
minimum of a function f(x) that is twice-differentiable. There
are distinct advantages to using quasi-Newton methods over

Table 5 The cumulative gas produced over 12-year period under
optimal and non-optimal mode

Time step Period Day Base case Optimal state (SR1)

0 2018 6368 919367810 919367810

1 2018-2019 6733 1005396600 1010000000

2 2019-2020 7099 1096369400 1100000000

3 2020-2021 7464 1190235500 1210000000

4 2021-2022 7829 1290995300 1310000000

5 2022-2023 8194 1399482400 1420000000

6 2023-2024 8560 1513889500 1540000000

7 2024-2025 8925 1632771800 1660000000

8 2025-2026 9290 1756448900 1780000000

9 2026-2027 9655 1881678300 1910000000

10 2027-2028 10021 2008080400 2020000000

11 2028-2029 10386 2131105900 2150000000

12 2029-2030 10751 2257364200 2270000000
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Fig. 4 Trend of changes in
cumulative water production
during the 12-year period
calculated in optimal mode and
base case

Table 6 The cumulative water produced over 12-year period under
optimal and non-optimal mode

Time step Period Day Base case Optimal state (SR1)

0 2018 6368 1602177 1602177

1 2018–2019 6733 1636212 1854082

2 2019–2020 7099 1676353 1854780

3 2020–2021 7464 1719445 1874395

4 2021–2022 7829 1763047 1975297

5 2022–2023 8194 1805386 2196798

6 2023–2024 8560 1845152 2555786

7 2024–2025 8925 1881764 2819101

8 2025–2026 9290 1915908 3027993

9 2026–2027 9655 1948112 3377686

10 2027–2028 10021 1979081 3706596

11 2028–2029 10386 2008987 3933019

12 2029–2030 10751 2037813 4029756
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the full Newton’s method for expansive and complex non-
linear problems (Naderi et al. 2020). Figure 4 shows cumula-
tive water production in the 12-year period for a base case and
optimal state. As can be seen, by applying the optimizer in
model in 2018, the amount of cumulative water production
increases simultaneously with the increase in oil production.
However, after some time step, the cumulative water produc-
tion diagram shows a smooth and straight-line process. After
time strep 4 thereafter, the cumulative water production has
been re-emerging, which is observed to the end of the studied
interval (2030). It seems that at time step 4, an increase in oil
production (in the presence of the optimizer) has led to a
higher pressure drop on the system, resulting in the influx of
water from the porous space inside the reservoir and the ap-
pearance of more amounts of water at the surface.

The cumulative water production graph in the base case is a
relatively linear with a positive gradient, which is increasing
over time with a smooth slope. Applying the optimizer has

caused the amount of cumulative water production to increase
over time than the base case. Therefore, it can be concluded
that the presence of optimizer, despite the significant increase
in oil and gas production, has negative aspects, such as in-
creasing water cut, which will impose additional costs on the
system. However, additional costs due to water production are
considered in Eq. (1) (to calculate net present value).

At the beginning of 2018 (early stage optimization by
SR1), the cumulative water production from the beginning
of the production life of the reservoir was about one million
and six hundred thousand barrels. This value reached to more
than four million barrels at the end of the 12-year period by
applying optimizer that has been doubled compared with the
base case over the same period. Data related to the amount of
cumulative water production fromwells from the beginning of
production life up to 2030 are presented in Table 6. Also, the
time step zero refers to the cumulative water production from
the beginning of the production life of the reservoir (opening
of wells) by the beginning of 2018 (the beginning of
optimization).

As mentioned earlier, wells are producing with a constant
rate. If the pressure greatly drops, the scenario will be changed
and production will be carried out under constant pressure.
According to the fundamental relationships governing in po-
rous media, the pressure difference and the production flow
rate have a positive relationship, so that the higher the produc-
tion flow, the greater the loss of pressure inside the porous
space and, as a result, depletion of reservoir energy in long-
term. In the presence of an optimizer such as the SR1 method,
it is expected that during the 12-year period, the amount of oil
and gas produced from the reservoir will increase. Increasing
water production is the first effect of increasing fluid produc-
tion from porous media in the long term. The second effect of
increasing production is the reduction of reservoir pressure
and, consequently, earlier reservoir abandon pressure. This
issue is critical because in the presence of the optimizer, we
will be able to produce oil faster and less cost in long term.
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Fig. 5 Trend of reservoir pressure
changes during the 12-year period
calculated in optimal mode and
base case

Table 7 The reservoir pressure over 12-year period under optimal and
non-optimal mode

Time step Period Day Base case Optimal state (SR1)

0 2018 6368 6982 6982

1 2018–2019 6733 6871 6858

2 2019–2020 7099 6769 6741

3 2020–2021 7464 6674 6629

4 2021–2022 7829 6586 6520

5 2022–2023 8194 6493 6405

6 2023–2024 8560 6396 6239

7 2024–2025 8925 6298 6107

8 2025–2026 9290 6197 5994

9 2026–2027 9655 6100 5877

10 2027–2028 10021 6008 5807

11 2028–2029 10386 5925 5737

12 2029–2030 10751 5844 5698
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Figure 5 shows the changes in pressure over the 12-year
period (from 2018 to 2030) in the reservoir. The figure is
composed of two graphs, both of which start at the base
pressure of 6982 psi. This pressure was recorded at the
beginning of 2018. The blue graph shows the square
points of the pressure drop over the production time in
the presence of the SR1 optimizer. In the 12-year period,
the pressure dropped to 1284 psi and reaches 5698 psi at
the end of the surveyed period (2030). The red graph with
round points also shows the pressure drop in the absence
of the optimizer and under the base case. This graph has a
downward trend like the blue graph, but its gradient is
lower than the blue graph. In the base case, the pressure
at the end of the studied period (2030) reaches to 5844
psi. It is clear that the pressure drop in the base case is
lower than the previous one, and the reservoir still main-
tains its energy.

Correlating the Figs. 4 and 5 that up to time step 4, the
pressure drop in the presence of the optimizer and the base
case is not significant (about 60 psi). For this reason, cumula-
tive water production, is slightly different (about 200,000 bar-
rels). After the time step 4, the pressure drop has becomemore
intense in the presence of the optimizer, which has led to an
increase in the amount of water cut in the surface. The record-
ed pressure values at the end of each time step in the base case
and in the presence of the optimizer are reported in Table 7.

Conclusions

In this paper, two methods of SR1 and DFP, both components
of second derivative optimization methods were used. The
SR1 method increases about 2.79% of the net present value
compared to the base state over a 12-year period. By continu-
ing to optimize by 2035 (a period of 17 years), this method
loses its efficiency in convergence towards optimal response.

In DFP, it was able to increase the net present value
of the field by 0.54% during the 5-year period, but this
method is not suitable for long-term optimization of the
production of the field.

The amount of cumulative production of oil and gas would
increase if using the SR1 method over a period of 12 years
compared to the base case, but it should be assumed that
greater production of the reservoir by using the optimizer
would result in a higher pressure drop than the base case. As
a result, cumulative water production will gradually increase
in the final years.
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