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Abstract
The identification and reconstruction of karst fracture networks have always been an important and difficult research topic in the
field of karst groundwater resources and geological environment protection. Based on the original surface fracture data obtained
in Zhangfang, Fangshan district in southwest of Beijing, and the surface fracture records processed through the Kriging inter-
polation method, we propose a method for the construction of a flow path based on a disk model. We focus on identifying the
flow path in a three-dimensional fracture structure and underground fracture data obtained by the Monte Carlo method. The flow
path along the fracture generalized by the disk model is simulated using a directed graph data structure and is stored in an
adjacency matrix. To meet the demands of fast intersection operation with large-scale fracture data and to improve the operating
efficiency of a karst fracture simulation system, this paper first divides the study space into smaller blocks and then uses a three-
dimensional R-tree index algorithm to reduce the time required to traverse each sampling point. Finally, based on the sampled
surface fracture data from Zhangfang, this paper studies the distribution model for a three-dimensional fracture space with the
assistance of a remote sensing geological survey, fine geological survey of key karst areas, and sampling analysis. The algorithm
for building the path of karst fractures was also simulated. It provides a visualization analysis approach to study the karst
development mechanism and numerical simulation of karst water fractures in Zhangfang.
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Introduction

Karst fractures, the groundwater conduits, play an important
role in groundwater flow. Therefore, the study on the spatial
distribution of fractures is essential to understand groundwater
migration (Berkowitz 2002). The karst fracture network mod-
el constructed by the integration of both surface fracture data
and underground fracture data is the basis for simulating the
migration of fissure water and pollutants in the fracture media.
The discontinuity, inhomogeneity, and anisotropy in the de-
velopment of karst fractures result in greatly different

conditions of groundwater flow, which poses huge challenges
to research groundwater seepage along fractures (Batu 2009;
Brkic et al. 2018; Ford andWilliams 2007). This paper aims at
simulating crack seepage in karst areas and establishing a
three-dimensional fracture network model to provide a solid
theoretical basis for computer simulations of groundwater
flow along with karst fractures.

Establishing an underground fracture seepage network mod-
el in a karst area is key to understanding the intensity and
development mechanism of karst fractures (Karimzade et al.
2017), as well as underground transport of pollutants
(Gellasch et al. 2013). Moreover, establishing a model can help
decision-makers identify the development and distribution of
fractures within the study area. The dispersion rate and diffu-
sion edge, contaminant plume, and effects of groundwater flow
on environment can be calculated and estimated by combining
simulations with external factors like hydrogeological condi-
tions in study field (He 1997; Chen 2011).

In the process of constructing large-scale fracture networks
by computer, fractures characterized by connectivity which
are important components of the seepage path must be found
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before determining seepage paths (Hyman et al. 2016; Medici
et al. 2016). Huamei Liu provided the theoretical basis for
fracture intersection determination using analytic geometry
in which plane equations for two fractures were established.
According to the knowledge on analytic geometry, if the two
disks intersect, the sum of the distance between their centers to
the intersecting line must be less than the sum of their radii,
and their distances from the center to the intersection must be
less than each radius; this can be used to determine whether
two crevices intersect (Liu and Wang 2010). However, some
fractures are isolated, meaning that they do not intersect with
any other fractures. Further judgment is required every time
these fractures are involved in the evaluation, which costs
more time in calculation and reduces efficiency. To solve this
problem, an R-tree index algorithm is used to exclude the
isolated fractures and evaluate whether they truly intersect.
Meanwhile, the consumption of computer memory begins to
increase in the process of constructing an R-tree index, but it
remarkably saves computing time. Zhiyu Li proposed and
optimized an algorithm termed Bbounding box^ for rapid
judgments of intersections, which also improved the efficien-
cy of the system. The final judgment results were stored in an
adjacency matrix or adjacency list and illustrated in a form of
directed graphs, thus paving the way for groundwater seepage
simulations in a karst area (Li et al. 2014).

To demonstrate data graphically and intuitively, three-
dimensional visualization technology seen as a bridge to link
multiple disciplines is a useful tool for analyzing, understand-
ing, and duplicating data. A large amount of data can be used
by it to check the continuity and authenticity of the material
and find anomalies (Wang 2016). Different concrete or ab-
stract fracture network models can be vividly presented in real
time using 3D visualization technology to simulate a three-
dimensional fracture network. Eliminating abnormal values
and analyzing meaningful abnormal values allow one to better
understand their results.

Generalized disk model for karst fractures

To intuitively present the karst fracture networks, the in situ
data about fractures such as the coordinates, length, trace
length, and separation distance, as well as the occurrence in-
cluding dips and dip angles obtained from field measurements
must be displayed in a three-dimensional form in visualiza-
tion. Based on the acquired data mentioned above, fractures
demonstrated on a spatial level by an appropriate and easily
simulated model chosen for the study area provide a prereq-
uisite for recognition of the flow path along the crevices.

The fracture surface morphology must be taken into
account when it comes to the three-dimensional simula-
tion of joint fracture, three-dimensional stability analysis
of rock mass mechanics, underground fluid flow field,

and material migration path characteristics, to name a
few. In the field, the shape of the fracture plane varies
and it is usually difficult to directly observe the specific
geometry of an intact fracture surface. Therefore, comput-
er simulation of the fracture data is required; otherwise, it
is almost impossible to completely display a fracture sur-
face through computer visualizations. First of all, it is
necessary to simplify the structural plane to a regular
shape such as a circle, an ellipse, or a polygon. Then,
the relatively accurate structural parameters could be ob-
tained through the method of probability statistics and
spatial analysis.

The studies on fracture models began in the 1960s. A de-
terministic orthogonal model was first proposed, but this mod-
el is imprecise due to the limited number of random parame-
ters and the assumption that the fracture is unbounded (Snow
1965). Bounded fracture models were later proposed, for in-
stance, the three-dimensional seepage model of a disk fracture
network by Long (Long et al. 1985), polygonal fracture net-
work model by Dershowitz, Poisson plane model, andMosaic
board model by Einstein (Dershowitz and Einstein 1988). At
present, researchers have been attaching importance to the
uncertainty of the fracture surface and using probability
modeling to simulate the fracture properties, such as its shape,
length, and trace length, to name a few. As a result, the Monte
Carlo method is widely used in karst fracture models gradu-
ally, bringing the method from pure mathematical analysis to
practical application.

Studies show that fractures have a tendency to form a circu-
lar shape, and the real shape of a fracture is probably a rough
oval (Baecher 1977). There is also evidence showing that the
space length of a fracture along the strike direction is basically
similar to that along dip direction (Robertson 1970). The disk
model has its own unique advantages regarding construction of
the fracture network in the study area (Zhangfang, Fangshan
district in Beijing). Firstly, the fractures in this area are close to a
disk shape. Secondly, the disk model can clearly display the
fracture parameters. In other words, the center of the disk rep-
resents the location of the fracture in space and the radius of the
disk indicates the size of the fracture. The length of the tangent
line between the disk and the surface is the trace length, and the
occurrence of the fracture can also be represented by the under-
ground distribution of disks. Finally, the disk model is easy to
simulate with a computer, thus reducing complexity.

Figure 1 shows the structural planes of fracture represented
by disks, where the center of the disk is the location of the
fracture; the radius of the disk is equal to that of the fracture;
and the distribution direction in the underground space repre-
sents the occurrence.

At present, the disk fracture network model is most widely
used to study karst fractures. Although fractures generally
diverge from a circular shape when they expand to the bound-
ary (e.g., ground surface, lithologic interface, etc.), this does
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not have a serious impact on the application of the disk model
because the model puts emphasis on the entire fracture, ignor-
ing the local deformation.

Many assumptions must be made in advance for a comput-
er simulation due to the limitations to computer operation and
display, measuring techniques and conditions, and differences
in the development of the fracture structure in space.
According to previous research results on karst fractures in
Zhangfang, Fangshan district in Beijing (Dong et al. 2014;
Qiao et al. 2014), the disk model was used to carry out a
generalized simulation of the structural plane of fractures
based on the merits of the disk model compared to the other
fracture models. That is to say, fractures in the rock mass are
assumed to be thin disk-shaped, and its growth level and spa-
tial distribution are represented by the disk radius and
occurrence.

Each fracture in the disk model is regarded as a thin space
disk. The required data to three-dimensionally visualize frac-
tures is stored in a database, which mainly include the center
coordinates O(x, y, z) of the fracture disk, disk occurrence (α,
β; where α means direction and β dip angle), disk radius R,
and fracture density ρ. These parameters are shown in Fig. 2.
Dip and dip angle are the primary elements of the occurrence
of fractures. The dip indicates the inclination of the fracture
surface and the dip angle indicates the degree of inclination.
The parameters (α, β) need to be transformed into polar co-
ordinates (θ, φ) when drawing a fracture disk. The corre-
sponding relationship is shown in Eq. (1).

A simulation of a three-dimensional fracture network pro-
duces many intersecting thin circular disks with different sizes
and orientations on three-dimensional space level. As it is
impossible to directly measure all of the intact fracture planes,
some properties of fractures are determined by probability
distributions chosen, which include logarithmic normal distri-
bution, uniform distribution, Fisher distribution, exponential
distribution, and gamma distribution. After knowing the types
of possible probability distributions for geometric parameters
of the fracture system, random sampling by the Monte Carlo
method is used to obtain the geometrical parameters to form a
concrete fracture network. Consequently, a specific fracture
network which has statistical hydraulic equivalence with the
actual rock mass is generated in the study area.

Theoretically speaking, the combination of structural sur-
face simulation and computer graphic technology can visual-
ize the geological structure. Although many scholars have
conducted a large amount of researches on 3D modeling of
rock mass structures, these models are still not systematic or
mature because the structural surface exists in the interior of
the rock mass, indicating that measurements on the geometric
parameters of the joint can only be taken in the area where
bedrock is exposed. Therefore, local geometry parameters of
joint were collected and used to construct an image of the joint
network.

Based on the original data, Kriging interpolation was used
to obtain surface fracture data for the entire karst area prior to
the process and reconstruction by 3D simulation because in
reality, the entire study field could not be sufficiently covered
by sampling. As for underground data, the Monte Carlo meth-
od was used to simulate about 10,000 pieces of fracture data
500 m from surface down to underground. Afterwards, a seep-
age network can be built with a water flow path recognition
algorithm.

ϕ ¼ π
2
−α;α≤

π
2

ϕ ¼ 2:5π−α;α≥
π
2

θ ¼ β

ð1Þ

Optimization of fracture intersection
judgment

Intersection judgment between two fractures

In the study of fluid flow in fractured rock masses, the mutual
positional relationship of the fractures determines the continu-
ity of fluid flow. The amount of seepage calculation exponen-
tially increases with the number of fracture plane increases. As
the number of fractures in nature is huge, when the number
reaches hundred thousand levels, the corresponding seepageFig. 2 All parameters in the disk model (n is the normal vector)

Fig. 1 Disk model
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calculation is very time-consuming. However, the disjoint frac-
tures do not contribute to the seepage and only the intersecting
fractures draw our attention, meaning that the efficiency of the
seepage calculation can be improved by retaining the intersecting
cracks and eliminating the isolated fractures. Thus, fracture inter-
section judgment is the basis of seepage calculations.

To simplify the question, the intersection algorithm of two
fracture disks is considered in this paper, Fig. 3 shows the
sketch map of two intersecting fractures. In order to judge
whether disks 1 and 2 are intersected in the space, assuming
the geometric parameters of disk 1 and 2 as follows: the center
coordinates of disk 1 is (X1, Y1, Z1), dip angle α1, dip β1,
radius r1 and the center coordinates of disk 2 is (X2, Y2, Z2),
dip angle α2, dip β2, radius r2. The plane of the fracture disk
can be described as eq. (2).

aX þ bY þ cZ þ d ¼ 0 ð2Þ

where
a = sinα × sin β; b = sinα × cos β; c = cosα; d = − (aX +

bY + cZ).
So, the plane of two fracture disks in Fig. 3 can be

expressed as formula (3).

a1X þ b1Y þ c1Z þ d1 ¼ 0
a2X þ b2Y þ c2Z þ d2 ¼ 0

�
ð3Þ

The angle θ between two disk planes can be expressed by
formula (4).

cosθ ¼ a1a2 þ b1b2 þ c1c2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a12 þ b12 þ c12
� �

a22 þ b22 þ c22
� �q ð4Þ

When θ ≠ 0, the intersection of the plane can be calculated.
The distance from the center point of the disk to intersec-

tion line can be obtained by formula (5).

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yi−y0ð Þp− zi−z0ð Þnð Þ2 þ zi−z0ð Þm− xi−x0ð Þpð Þ2 þ xi−x0ð Þn− yi−y0ð Þmð Þ2

m2 þ n2 þ p2

s

ð5Þ

where x0, y0, z0 is any point in the intersection line, m, n, p
is the direction vector of the intersection line, which can be
represented as formula (6).

m ¼ b1c2−b2c1
n ¼ a2c1−a1c2
p ¼ a1b2−a2b1

8<
: ð6Þ

According to the knowledge on analytic geometry, the two
disks are not intersected if D1 +D2 > r1 + r2. Otherwise, the
relationship between distance from the center point of two
disks to the intersection line D1, D2 and their radius r1, r2
should be judged separately. The two disks are intersected
only if D1 < r1and D2 < r2.

Highly efficient fracture intersection judgment
method

Partition algorithm can further improve the seepage calculation
efficiency. At present, the basic mechanism behind the com-
monly used partition algorithm is to reduce the size of the map
and break it into parts. The purpose of a sub-block in this case is
to reduce the number of fractures in every operation and speed
up computation through batch processing, i.e., the unconnected
graphs are artificially divided in space to reduce the value of n,
which is the number of fractures in a sub-block. A study area is
divided into several blocks, and the number of center points
contained in a block is the size of a block. Although the com-
putation time increases due to partitioning and splicing of the
graph, the complexity of the original problem can be greatly
reduced. However, because of the different structure of frac-
tures, it is not possible to determinewhich block the intersection
between fractures located at the boundary of two blocks be-
longs to during an actual calculation. The space can be divided
into three-dimensional space, or it can be divided along one
direction. Different block schemes have different impacts on
the results of the algorithm, as shown in Fig. 4.

The partitioning relies on parallel computation, i.e., the
entire model is broken into sub-blocks and the largest calcu-
lation time among all blocks is taken as the time complexity.
Moreover, a blocking method is usually combined with the
other optimization algorithms like axial bounding box algo-
rithm which will be introduced in detail in BSimplification of
path traversal^, because intersections between fracture disks
also need determining in each individual block. The time com-
plexity of the algorithm is O(n2) if the method of exhaustion is
used in a sub-block, and the time complexity is O(n) if the
axial bounding box algorithm is used in a sub-block. If the
method of exhaustion and the axial bounding box algorithmFig. 3 Sketch map of two intersecting fractures
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are used in a sub-block, then the time complexity of the entire
algorithm is max(O(n2), O(n)).

Another algorithm is the R-tree algorithm. R-tree is a type
of highly balanced tree which is a natural expansion of a B-
tree in K-dimensions. It uses a minimum bounding rectangle
(MBR) to approximately represent an object in space. The
object occupying a certain volume in space can be directly
indexed with the R-tree algorithm based on the object’s
MBR. The R-tree index algorithm can effectively exclude
isolated fractures and quickly determine the set of fractures
that may intersect to further evaluate intersections. In princi-
ple, the R-tree index algorithm is a type of combination of the
axial bounding box algorithm and the block algorithm.

Figure 5a, b shows schematic of the fracture disk
bounding box distribution in space and the corresponding
R-tree graph. Each node in the R-tree index structure is a
fracture disk corresponding to an MBR. All non-leaf
nodes are MBRs of its child node. The R-tree index gen-
erally traverses down from the root node layer by layer
and can quickly exclude features that do not meet the
screening requirements and reduce unnecessary calcula-
tion. The time complexity of the R-tree index algorithm
is O (log2n), which is greatly reduced compared with the
blocking and axial bounding box algorithms. Especially
when the amount of fracture data is huge, the R-tree
indexing algorithm will greatly accelerate execution of
the program.

Seepage identification of water flow
along the fractures

After acquiring surface fracture data by Kriging interpo-
lation and the underground fracture data with the Monte
Carlo method, the fast intersecting algorithm was used to
judge whether the two fracture surfaces intersect and a
karst fracture seepage simulation based on the fast

intersecting algorithm was applied to dynamically simu-
late groundwater flow direction and directly describe the
distribution of underground fractures. In the data struc-
ture, a large-scale fracture network can be expanded to
an unconnected graph in which each crevice point (center
of circle) is the vertex of the graph, and the seepage path
is the edge of the graph. Considering the groundwater
flow direction, a directed graph can be used to simulate
the entire underground fracture network.

Directed graphs to identify and store fractured
networks

The arrow between two connecting fractures is the water flow
path, as shown in Fig. 6. In the data structure, the directed
graph is stored and traversed with an adjacency matrix or
adjacency list. The connecting path between the fractures is
shown in Fig. 7, and the lines between adjacent disks in the
diagram indicate that adjacent disks are connected.

The adjacency matrix represents adjacency between verti-
ces. Supposing G = (v, e) is a graph, where v = {v1, v2,..., vn}.
The connectivity between nodes can be stored in a two-
dimensional array, which is the adjacency matrix. The length
of each row (or each column) of the adjacency matrix is the
number of vertices in the graph. Figure 8 shows a directed
graph. According to the definition of the adjacency matrix, an
adjacencymatrix is created for this directed graph using Eq. (7).

For two connecting vertices in the directed graph, the ver-
tex where the arrow starts is the starting point, and the vertex
pointed by the arrow is the ending point. Each position in the
adjacency matrix indicates whether or not two vertices at that
position are connected. For example, A, B, C, D, and E in Fig.
8 denote vertices; a, b, c, d, e, f, g, and h denote paths. There is
a path between C and D, so 1 is placed at CD in the corre-
sponding adjacency matrix. In contrast, there is no path be-
tween B and A, so 0 is stored at BA in the adjacency matrix.
The adjacency matrix is stored in a linear table structure.

a Block division in three directions b Block division in one direction   

Fig. 4 Intersection evaluation in
different block schemes. a Block
division in three directions. b
Block division in one direction
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A B C D E
A
B
C
D
E

0 1 1 0 0
0 0 0 0 1
0 1 0 1 0
0 1 0 0 0
1 0 1 0 0

8>>>><
>>>>:

9>>>>=
>>>>;

: ð7Þ

The seepage path for fractures can also be stored in a form
of an adjacency list, which is a single linked list. Although the
application of an adjacency list can save storage space and is
more convenient for basic graph operations such as adding
and deleting vertices, the adjacency matrix is used to store
the directed graph because the edge table relationship is

Fig. 7 Centers of intersecting disks acting as path nodesFig. 6 Underground fracture network generalized as a directed graph
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Fig. 5 a Fracture disk bounding
box distribution in space. b R-tree
corresponding to a
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involved in the adjacency list structure, which is not known in
the system and can be a barrier to the usefulness of the subse-
quent algorithm.

According to the fast intersection algorithm for fractures,
the intersected fractures are used to build paths between ver-
tices in a directed graph. And based on the knowledge on
hydromechanics, the fluid flows from high hydraulic head to
low hydraulic head, determining the flow direction in net-
works. Intersection of fractures is evaluated and the results
of judgment are stored in the adjacency matrix. If two frac-
tures intersect, the hydraulic heads of the fractures are com-
pared and the number B1^ is placed at the position where
vertex corresponding to fractures with higher hydraulic head
and fractures with a lower one intersect in the adjacency ma-
trix. After building the adjacency matrix, a seepage path is
formed by connecting the two fractures with a value of 1 in
the adjacency matrix.

Simplification of path traversal

During simulation of the seepage paths, there are more likely
to have tens of thousands of fracture data records sampled in
the field, not to speak of the random fracture data generated
with Kriging interpolation and Monte Carlo stochastic simu-
lation. Evaluating whether these fractures intersect with each
other requires a considerable amount of time and consumes all
available computer memory in an ordinary computer.
Therefore, simplifying the calculation process can greatly im-
prove the efficiency of the computer.

The fracture disk is intricate. There are many types of
intersecting morphologies of fracture disks, including the ex-
istence of isolated fractures which do not intersect with other
fractures. Isolated fractures are involved in the intersection
evaluation process prior to seepage path identification algo-
rithms. That is to say, if the number of fracture data is assumed
to be n, there will be n-1 invalid operations for each isolated

fracture, which means that the temporal and spatial complex-
ity of the entire fracture recognition algorithm will increase by
a power of 2 if the number of isolated fractures becomes large.
In conclusion, the main measure for simplifying the seepage
path and reduce the calculation of the intersection of fracture
disks is to exclude isolated fractures as much as possible.

The method of exhaustion is the most direct intersection
evaluation algorithm. Assuming that the number of fractures
is n, the number of judgments to be performed is n2, and the
time complexity is O(n2), which means that if the number of
fractures is huge, the processing time of the computer can be
tens of hours, or even days. Figure 9a shows the method of
exhaustion for evaluating intersections. As a result, the most
commonly used algorithm in 3D geology appears, which is
referred to as the axial bounding box algorithm. The axial
bounding box algorithm is considered a rough intersection
evaluation algorithm. Each fracture disk has a minimum axial
bounding box, i.e., their smallest external cube. If two fracture
disks intersect, their minimum axial bounding boxes must
intersect. The axial bounding box intersection evaluation al-
gorithm is shown in Fig. 9b. The minimum axial bounding
box algorithm can be used as an optimization algorithm to
judge intersection because it is easier to determine the inter-
section of bounding boxes than to directly determine the in-
tersection of fracture disks, thus reducing the calculation time.
The time complexity of bounding box is O(n).

Simulation of seepage water flow

In the graph structure, the center of fracture is represented as
the vertex of the graph, and the seepage path is the edge of the
graph. As shown in Fig. 10, the lines between the two
intersecting fractures are the seepage paths.

Take the length of each fracture segment lj(j = 1,2,…,m) in
the fracture network as the weight of the seepage flow in the
fracture network, and the m-order diagonal matrix D repre-
sents the adjacency matrix of the weighted fracture network.

D ¼
l1 0 …
0 l2 …
… … …
0 0 …

0
0
…
lm

2
64

3
75

Based on the fracture network model, the seepage velocity
of each fracture segment is

v ¼ K*D−1*MT*ΔH ð8Þ

where K represents the hydraulic conductivity, ΔH is the
hydraulic-head difference between two points, and M is the
adjacency matrix shown in eq. (7).

In addition to the hydraulic conductivity K, the seepage
simulation also requires the use of water flow q, flow velocity

v, permeability k, and permeability coefficient tensor k
!
.

A

B C

D E

a b

c

d
e f

g

h

Fig. 8 Directed graph
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The hyd rau l i c conduc t i v i t y i s an impo r t an t
hydrogeological parameter. In isotropic media, the value of
K which is a scalar and independent of the direction of the
percolation is defined as the unit flow rate per unit hydraulic
gradient, indicating how easy the fluid passes through the
porous media. The K value depends not only on the properties
of the rock (i.e., particle size, texture, particle arrangement,
filling condition, and development degree, etc.), but also on
the physical properties (i.e., capacity, viscosity, etc.) of the
osmotic liquid. Theoretical analysis shows that the size of
the void plays a major role in the K value. Permeability is
the penetration rate of a liquid in media with a dynamic vis-
cosity coefficient of 1 and the pressure gradient of 1.
However, in anisotropic media where the direction of the per-
colation is arbitrary, the K value is related to the direction of
seepage. Since the hydraulic gradient disagrees with the seep-
age direction, a permeability coefficient tensor is introduced.

The methods to obtain these parameters mainly include in
situ hydraulic experiments, fracture geometry measurement,
and the numerical inversion of seepage in discrete fracture
networks. This article uses the second method.

The hydraulic conductivity of fractures with width b can be
obtained by

K f ¼ ρg
12μ

b2 cosað Þ2 ¼ g
12vw

b2 cosað Þ2 ð9Þ

And the flow volume is

qf ¼ v f *b ¼ gb3

12vw
J ð10Þ

Flow velocity

v ¼ KJ ð11Þ

Permeability coefficient

kff ¼ b2

12
cosað Þ2 ð12Þ

From above equations, the relation between K and perme-
ability coefficient(k) is

K ¼ ρg
μ

k ¼ g
vw

k ð13Þ

In this paper, the Cartesian coordinate system is used, and

the permeability coefficient tensor k
!

is set up based on the
flow movement in a single fracture:

K
!¼

kxx kxy kxz
kyx kyy kyz
kzx kzy kzz

2
4

3
5

¼ Ke

1− cosβsinγð Þ2 −sinβcosβ sinγð Þ2 −cosβsinγcosγ
−sinβcosβ sinγð Þ2 1− sinβsinγð Þ2 −sinβsinγcosγ
−cosβsinγcosγ −sinβsinγcosγ 1−cosγ2

2
4

3
5

ð14Þ

For the above equations, μ is the dynamic viscosity coef-
ficient, J is the hydraulic gradient, vw is the viscosity coeffi-
cient for water, g is the gravity acceleration, a is the angle of
fracture and water flow direction, b is the fracture width, ρ is
density, β is the dip, and γ is the dip angle.

Case study of the algorithm

The karst area in Zhangfang, Fangshan district in
Beijing, is a typical representative of northern karst,
and fracture data was systematically collected to provide
a reliable basis for accurately constructing the fracture
network model and evaluating karst development. A to-
tal number of 2069 sets of joint data were obtainedFig. 10 Generalized underground fracture network as a directed graph

Fig. 9 Evaluating intersections
using axis-aligned bounding
boxes
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during field survey. Most fractures in the karst area are
classified as joints, and the acquired joint data are as-
sumed to give a comprehensive description of the prop-
erties of the fracture. These data include spatial attri-
butes such as joint name, rock characteristics, dip, dip
angle, frequency, silt width, extension length, latitude,
and longitude. Surface fracture data covering the entire
study area were obtained by interpolation. By compari-
son, data generated from Kriging interpolation highly
coincide with the measured data. After that, the Monte
Carlo method was used to extend the fracture data from
surface into the ground to form a complete spatial dis-
tribution of the fracture in the karst area.

Zhangfang and its periphery area of Fangshan district
in Beijing were chosen as the study area. The
Zhangfang karst-water distributed area, as one of the
seven karst distribution areas in Beijing, is a relatively
independent hydrogeological unit. The study area is
shown in Fig. 11 is about 20,000 m * 12,000 m and
the karst fractures distribute from surface to 500 m un-
derground. The processed remote sensing image from
this area was used as the base map, where the yellow
line denotes the fault zone, the blue part on the left
being the lamprophyre vein, and the purple part on the
right being the monzogranite vein. The surface fracture
data was obtained mainly by fine outcrop exploration in
the study area. The red part in Fig. 11 is the sampling
routes, where the parameters of fractures such as the
direction, dip, dip angle, width, length, and development
density were sampled every 5 m. In total, more than
8000 sets of fracture data were measured.

Interpolation of surface fractures

After sampling, the fractures on the surface can be in-
terpolated by a quadrat based on Kriging method. In
terms of the idea of quadrat, this paper proposed a
fracture quadrat model dividing the study area into grid
cells with specific size, as shown in Fig. 12. Fracture
data statistics were carried out for each single grid cell.
The cell was set up to null if no fractures were ob-
served, otherwise the fracture data in the cell was
counted. The statistical method was consistent with the
method of drawing the fracture-density-rose diagram:
The sampled data of fracture occurrence and density
were grouped by spatial azimuth interval (such as 5°
or 10°), and statistical information (i.e., the number of
fractures, average dip, average width, and length) of
each group was summarized. In this way, each grid cell
containing the fracture data corresponds to a rose chart
and this grid cell can be used as a known point to
interpolate the other grid cells in the unknown area.
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Fig. 11 Simulation map of the study area (with remote sensing base map)

Fig. 12 Quadrat model of fractures data and its statistics
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In the interpolation, each direction group in the
fracture-rose-chart can be interpolated individually and
sequentially, and statistic information mentioned above
was used. Thus, the fracture-rose-charts for each of the
other grid cells can be obtained by Kriging interpola-
tion. The interpolated rose diagram is shown in Fig. 13.

Simulation of underground fractures

This paper assumes that uncertainty exists in the karst under-
ground space. In the modeling process, only the original mea-
sured data of the outcrops near the surface and the interpolated
surface fracture data were utilized. There is evidence showing

Fig. 13 Spatial distribution of surface joints

Fig. 14 Underground fractured joint spatial distribution
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that there is a spatial correlation between fractures in the un-
derground space. The fact that the fractures are not indepen-
dent, but have a certain spatial relation with each other pro-
vides a possibility for speculating underground fractures from
surface data. This paper took the feature of dip angle as an
example to illustrate the property simulation for the subsurface
fracture. In this paper, the known geoscience knowledge, sta-
tistical methods and engineering experience can be regarded
as the prior knowledge to speculate underground fracture data.
The combination of prior knowledge with the measured data
was achieved by the Bayesian theory and the problem of sam-
pling fractures with spatial variability was solved by the
Markov chain and Monte Carlo method.

The distribution of the dip angle of the underground frac-
tures satisfies the normal distribution and the probability den-
sity function is

f xð Þ ¼ 1

σ
ffiffiffiffiffiffi
2π

p e−
x−μð Þ2
2σ2 −∞ < x < ∞ ð15Þ

where μ and σ are the expectation and the standard devia-
tion of the dip, respectively, of which a rough estimate of the
range can be given by the priori knowledge. For example, the
expectation and standard deviation of the dip can be roughly
estimated by the fracture-rose diagram.

There are many combinations of μ and σ, and each com-
bination is possible. According to the maximum entropy the-
ory, the more the uncertainty is retained in the probability
model, the better the model will be. Given the a priori knowl-
edge and the field data, from the total probability theorem, the
probability of dip is

P dipjprior; testð Þ ¼
∫μ;σP dipjμ;σð ÞP μ;σjprior; testð Þdμdσ ð16Þ

where P(dip| μ, σ) is the probability density distribution of
the dip given a set of μ and σ. Since it conforms to the normal
distribution, it can be expressed by the formula (1). P(μ, σ|
prior, test) indicates the probability density distribution of μ
and σ under the conditions of prior knowledge and measured
data.

In statistics, the joint probability distribution of an event is
equal to the product of the conditional probability and the
marginal probability. Assume event A, B, event A represents
the ground-truth probability distribution of model C, and
event B represents the probability distribution obtained from
measured data, then there is:

P A;Bð Þ ¼ P AjBð Þ*P Bð Þ ¼ P BjAð Þ*P Að Þ ð17Þ

Fig. 15 The simulation of the
fracture in the whole study area

Fig. 16 Local fracture map
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Thus:

P AjBð Þ ¼ P BjAð Þ*P Að Þ=P Bð Þ ð18Þ

Since event B is the probability distribution of event C
obtained through field observation, the marginal probability
P(B) of event B is a fixed value, then there is

P AjBð Þ∝P BjAð Þ*P Að Þ ð19Þ

where P(A| B) is the posterior probability distribution of the
model C, that is, the original probability distribution of the
model C given the observation value; P(A) is the prior distri-
bution of model C; P(B| A) is the likelihood distribution.

Thus:

P μ;σjprior; testð Þ ¼
KP prior; testjμ;σð ÞP μ;σð Þ ð20Þ

where K ¼ 1
∫μ;σP prior;testjμ;σð ÞP μ;σð Þdμdσ is the constant。.

P(μ, σ) is the distribution probability without anymeasured
data, that is, the prior probability distribution, or the joint
probability distribution of μ and σ. This paper assumes that
μ and σ conform to uniform joint distribution, and the prob-
ability distribution is

P μ; σð Þ ¼ 1

μmax−μminð Þ σmax−σminð Þ μ∈ μmin;μmax½ �;σ∈ σmin; σmax½ � ð21Þ

Therefore, P(μ, σ) can be calculated by obtaining the range
of μ and σ based on priori knowledge.

P(prior, test| μ, σ) is the likelihood probability which can
be obtained by maximum likelihood estimation. The maxi-
mum likelihood method argues that if only one test is per-
formed and the result A occurs, the condition is considered
to be favorable for the result A. This paper assumes that each
fracture sample is independent, and its likelihood probability
is consistent with:

L θð Þ ¼ L x1; :::xn; θð Þ ¼ ∏
n

i¼1
f xi; θð Þ θ∈Θ ð22Þ

where θ is the parameter to be estimated, Θ is the range of
possible values of θ, x1, x2,… … ,xn are sample values of

events X1, X2,… … ,Xn, ∏
n

i¼1
f xi; θð Þ is the joint probability dis-

tribution when events X1, X2,… … ,Xn takes value x1, x2,…
… ,xn, f(xi; θ) is the probability density function, i.e.,
P(dip| μ, σ) in this case. Finally, P(dip| prior, test) is specified.

To simulate the unknown properties of underground frac-
tures from the measured fracture data, a random sampling
based on the posterior probability distribution of the under-
ground fracture is required. Since the process of generating
random numbers by computer, which depends on certain al-
gorithms, is not a random process in the actual sense, the
generated random number is a pseudo-random number. And
the Monte Carlo method is an important method to generate
such a pseudo-random number.

In geostatistics, there is a correlation between fractures of
which the spatial distribution exhibits inhomogeneity and
complexity and conforms to certain spatial variability charac-
teristics. That is to say, the properties between the fractures are
mutually related. Monte Carlo random sampling based on
Markov chain provides an effective way to deal with the com-
plexity in sampling. The core idea is to construct a Markov
chain in the initial state space, of which the stable distribution

0

500

1000

1500

2000

A B C

O
pe

ra
tio

n 
tim

e 
(s

)

Algortithms

Fig. 17 Result on efficiency of different algorithms

Fig. 18 Dynamic groundwater
flow path in the fracture network
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is the probability distribution of the target, and then transfer
the current state to the next state by the state transition function
(the next state only related to the current state). After a period
of sampling, the probability distribution is approached to the
distribution of target in the real situation, and the sample from
this probability distribution is finally selected (Zhao 2014).

The fracture data is sampled based on the Gibbs sampling
algorithm. Assuming that the k-dimensional sample
spacex = (x1(0), x2(0),……, xn(0)), and the probability distri-
bution of its initial state is π(x1(0), x2(0),… … , xn(0)). Then,
according to the conditional transition probability P(xk + 1|
x1(0), x2(0),……, xk(0)), the (k + 1) th value is obtained,
which is denoted as xk + 1(1). The (k + 2) th value, which is
denoted as xk + 2(1), can also be obtained by the conditional
transition probability P(xk + 2| x1(0), x2(0),……, xk(0), xk +
1(1)) and repeating this process. According to the law of large
numbers, when the number of samples is large enough, the
probability distribution of the sample approximates the target
distribution under real conditions (Li 2008).

The spatial distribution map of the speculated underground
joints is shown in Fig. 14.

Results

Open Scene Graph (OSG) was used to construct the Bkarst
fracture simulation system^. Terrain data was loaded as the
base map in BKarst fracture simulation system of Zhangfang,
Fangshan district in Beijing^ as shown in Figs. 15 and 16. The
number of fractures generated with the Monte Carlo simula-
tion was around 65,000.

Moreover, the efficiency of the algorithm proposed in this
paper, R-tree index algorithm combined with the optimization
of block algorithm, is compared with the exhaust algorithm
and the R-tree index algorithm in terms of operation time.
Figure 17 shows the result of different algorithms, where A
represents exhaust algorithm; B represents R-tree index algo-
rithm; C represents the optimized algorithm combining the R-

tree index algorithm with block algorithm. The efficiency of C
is higher than other two algorithms obviously.

A dynamic flow direction diagram can be obtained by eval-
uating fracture intersections and the seepage flow path
(Figs. 18 and 19). The arrows in the figure are dynamically
updated by the callback function in OSG. The position of the
arrow indicates the position of the fluid, and the direction of
the arrow indicates the fluid flow direction.

Conclusions

Seepage simulations are an important aspect in the study of
three-dimensional underground fractures and their permeabil-
ity. Choosing a suitable fracture model is a prerequisite for
accurately simulating the groundwater seepage field under
different geological conditions.

From the seepage simulation results, the following conclu-
sions can be drawn:

(1) In this paper, the disk model was used to simulate the
fracture planes due to its simplicity and efficient evaluation of
fracture intersections. However, this does not mean this model
is better than the others. Nowadays, researches on the con-
struction of a fracture plane have been more and more com-
plicated. But in computer simulation, the convenience of the
disk model makes the disk model more applicable to large
study area and large amount of data.

(2) The fast intersection evaluation algorithm in this paper
is based on the disk model and the associated optimization
algorithm aims at rapidly evaluating intersections. The Bkarst
fracture simulation system^ was implemented and tested. The
number of isolated fractures is large and most fractures were
randomly simulated with the Monte Carlo algorithm.
Therefore, the removal of isolated fractures and reduction of
unnecessary intersections can greatly improve the efficiency
of the system. When the boundary problem is neglected, op-
timization of the block algorithm can also assist with imple-
mentation of the R-tree algorithm.

Fig. 19 Local map of the
dynamic groundwater flow path
in the fracture network
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