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Abstract
The concept of engagement is widely adopted in the human–robot interaction (HRI) field, as a core social phenomenon in
the interaction. Despite the wide usage of the term, the meaning of this concept is still characterized by great vagueness.
A common approach is to evaluate it through self-reports and observational grids. While the former solution suffers from a
time-discrepancy problem, since the perceived engagement is evaluated at the end of the interaction, the latter solution may be
affected by the subjectivity of the observers. From the perspective of developing socially intelligent robots that autonomously
adapt their behaviors during the interaction, replicating the ability to properly detect engagement represents a challenge in the
social robotics community. This systematic review investigates the conceptualization of engagement, starting with the works
that attempted to automatically detect it in interactions involving robots and real users (i.e., online surveys are excluded). The
goal is to describe the most worthwhile research efforts and to outline the commonly adopted definitions (which define the
authors’ perspective on the topic) and their connection with the methodology used for the assessment (if any). The research
was conducted within two databases (Web of Science and Scopus) between November 2009 and January 2023. A total of
590 articles were found in the initial search. Thanks to an accurate definition of the exclusion criteria, the most relevant
papers on automatic engagement detection and assessment in HRI were identified. Finally, 28 papers were fully evaluated
and included in this review. The analysis illustrates that the engagement detection task is mostly addressed as a binary or
multi-class classification problem, considering user behavioral cues and context-based features extracted from recorded data.
One outcome of this review is the identification of current research barriers and future challenges on the topic, which could be
clustered in the following fields: engagement components, annotation procedures, engagement features, prediction techniques,
and experimental sessions.
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1 Introduction

To develop socially intelligent robots, one key issue is to
provide them with the capability to evaluate several aspects
of the interaction [1] and of the user [2]. The user profile
is multifaceted, and the robot should take into account any
aspect to shape the appropriate behavior [2]. Among the
social phenomena that characterize the user profile, engage-
ment is one of the aspects that the robot should be aware of to
personalize the interaction [3]. In most of the studies where
the users interact with technology (i.e. computers, virtual
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agents, and robots), the term engagement is commonly used
without any explicit definition or interpretation [4, 5]. The
concept seems characterized by vagueness and great vari-
ability [6], leaving the reader to fill the void [6, 7]. When
dealingwith this vagueness, several studies analyzed the defi-
nitions and the role of engagementwith technological devices
in specific contexts. In human–computer interaction (HCI),
[5] describes the role of user engagement across computer
science studies, mostly focusing on the conception, theo-
ries, and measurement of engagement. In the human–agent
interaction context, [6] proposes an overview of the different
factors considered when dealing with engagement, distin-
guishing especially between different types of engagement,
the environment, and the involved participants. Similarly,
[4] exploited the interpretation of engagement in human–
agent interaction by highlighting a subset of concepts that
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are interchangeably used, namely: attention [8], involvement,
interest, immersion, rapport [9], empathy, and stance. Some
of these concepts also emerge in the work related to the HCI
[5]. These overlapping factors in different disciplines high-
light the “multi-faceted” nature of the phenomenon [6] as
well as the difficulty of proving a complete definition of the
term, even when just considering a specific interaction sce-
nario. The challenge of providing a proper definition of the
concept increases if additional variables are included, like the
duration of interaction (i.e., short-term vs. long-term engage-
ment [10]), and the number of involved participants in the
scene (i.e., individual vs group engagement [11]).

A common methodology for assessing the engagement of
the participant(s) during a human–robot interaction (HRI) is
through self-reports and questionnaires (e.g., User Engage-
ment Scale [12]). When the administration of self-reports
is unfeasible (e.g., young or older people with cognitive
disabilities are involved), one common strategy relies on
the usage of observational methods, such as observational
rating scales (e.g., Observational Measurement of Engage-
ment [13], the Menorah Park Engagement Scale [14], and
Observed Emotion Rating Scale), ethograms (e.g., Video-
Coding Incorporating Observed Emotions [15], Ethological
Coding System for Interviews [16]), and coding schemes
(e.g., Ethnographic and Laban-Inspired Coding System of
Engagement [7]). To reduce the effort of manually assessing
engagement, several researchers starteddeveloping strategies
for automatically detecting it [17]. Most of the recent works
adopt a “cue-centric” approach [18], identifying the social
cues that may characterize the behavior of an “engaged”
user. The recent advancements in machine and deep learning
strategies led to new possibilities for improving automatic
engagement detection in terms of accuracy and computa-
tional time. As computer vision-based techniques are usually
adopted for assessing student engagement in online learning
[19], the engagement state of the user can be used by the
robot to adapt its behavior during the ongoing interaction
[20]. Even if the concept itself is not well-defined and the
multiple aspects composing it are still vague, engagement is
considered a core aspect of human–robot interaction. It is
part of the broad spectrum of factors that influence the qual-
ity of interaction, thus the acceptability and the perception
of the robotic platform.

There have been previous efforts in investigating the
engagement topic and its assessment in human–machine
interaction (HMI) [21], human–agent interaction (HAI) [4]
and human–computer interaction (HCI) [5]. In those studies,
robots are indented as technology [5] and physical embodied
agents [4, 6, 21]. We believe that social robots are more than
just a technology tool, due to their capabilities of undertaking
a large variety of complex human-like tasks such as naviga-
tion, object manipulation, and social interactions [22], thus
expressing human-like social behaviors. Similarly, we sup-

port the idea that the embodied interaction with a robot may
provoke different social phenomena in the interaction with
respect to virtual agents or other machine interfaces [21], due
to its physical presence. This is why we decided to address
the engagement topic by focusing on human–robot interac-
tion only. In HRI settings, [23] analyzed the socially aware
engagement concept that characterizes human–robot first
encounters, while [22] presented the latest works address-
ing engagement in children during child-robot interactions in
educational and therapeutic settings. The current systematic
review aims to provide a broad overview of the engagement
concept, covering every phase of interaction and enlarging
the spectrum of interaction contexts and settings. In detail,
we are interested in investigating the definition of engage-
ment used in HRI studies when a physical robot is present,
identifying the components and any relationship with the
interaction domains. Additionally, we would like to inves-
tigate the influence of the recent advancements in machine
and deep learning solutions on the methodology used for the
automatic engagement assessment. In this manuscript, we
reviewed the literature with the intention of answering the
following research questions:

1. Which are themost commondefinitions of engagement in
the HRI research field? Which aspects of engagements
are considered? Does the interpretation of engagement
and its components change based on the application sce-
nario?

2. Which methods and features are commonly used to auto-
matically detect and assess user engagement?

2 Methods

2.1 Search Strategy

Anelectronic database searchwas performed in January2023
using Scopus and Web of Science databases to identify arti-
cles concerning the automatic assessment of engagement
in HRI. Specifically, the terms and the keywords used for
the literature research were (autom* OR continuous) AND
(assess* OR detect* OR recogni* OR estimate* OR evalua*)
AND engage* AND robot* located within the title and/or
abstract. Only original, full-text articles published in English
that reported automatic techniques for engagement estima-
tion were included in this review. According to the research,
there were 376 references from Scopus and 214 references
fromWeb of Science. During the screening phase, two inde-
pendent reviewers were involved. In cases of disagreements,
meetings and discussions were organized to solve them.
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2.2 Selection Criteria

First, duplicated documents were eliminated. Thereafter, the
abstracts of the papers, retrieved by the electronic search,
were examined to identify which deserved a full evaluation.
During the screening procedure, the papers were excluded
if (i) they belonged to a different research field (e.g., UAV,
agriculture support, autonomous driving, aerospace applica-
tions); (ii) they were an abstract, a short communication, a
review article or chapter published in a non-scientific book;
(iii) they addressed research problems out of the scope of this
review (i.e., speech recognition, localization, human activ-
ity recognition, affect recognition with no robot, automatic
speaker verification). Among the 123 selected for the evalu-
ation procedure, several papers were excluded if (i) they did
not involve a robot; (ii) they did not focus on the engage-
ment estimation with automatic techniques; (iii) they did not
appear appropriate for this review after the reading of title
and abstract; and (iv) they were not full access. Addition-
ally, if multiple papers with similar content were published
by the same authors, the ones published in journals were
selected instead of papers presented at conferences. In cases
where similar studies by the same authors were presented at
conferences, the most recent paper was selected. Finally, the
reference lists of included papers were examined to identify
relevant studies that the electronic search might have missed
(total number of papers: 8). At the end of the screening and
evaluation phase, 28 papers were included in this review (see
Fig. 1).

3 Results

3.1 Application Overview

The idea of automatically assessing engagement in HRI is
quite new. As shown in Fig. 2a, the first work on this topic
dates to 14 years ago. Of the reviewed papers, 22 papers
(75.86%) were published in the last six years (2017–2022).
It suggests that the interest in automating the engagement
assessment gained more popularity in recent years.

Analyzing the context of interaction, it is possible to dis-
tinguish five application contexts in which engagement has
been investigated (see Fig. 2b): game activity, conversation,
cognitive therapy, working roles, and education. The main
areas in which automatic engagement has been investigated
are the game activity and the conversation categories (25%
each). In the game category, we included the scenarios in
which the individual is playing under the supervision of the
robot (e.g., the child is playing chess and the robot monitors
his/her moves [24–27]) and when the robot is an active par-
ticipant in the game, e.g., poses the question of a quiz [28],
plays a pointing game [29] or performs a handover task [30].

In the second category, we clustered the studies in which
humans and robots are involved in a conversation, e.g., the
robot is a storyteller [31], the robot explains some paintings
[11], the robot speaks with the users [32–35], fostering the
interaction between them [36]. Another scenario in which
the detection of user engagement is quite relevant regards
cognitive therapy, where a robotic platform is used to elicit
certain behaviors in childrenwithAutism SpectrumDisorder
[20, 37–40]. Despite the recent trend of assessing students’
engagement in online learning [19], automatic engagement
detection in the education context with the robot is still not
very popular (18%of the reviewedworks).On the other hand,
the engagement concept is present in a consistent way, when
the robot is assigned to perform human working roles, like
bartender [18, 41], museum guide [42] and salesperson [43].

3.1.1 Experimental Sessions

Overall, there is a balanced number ofworks involving young
users (children: 12 studies; children with ASD: 5 studies)
and adult individuals (13 works). The work of [42] is the
only one that addressed both children and adults as target
users. In most of the works, the interaction occurs between
one participant and one robot (dyadic interaction:60.71%).
To a lesser extent, the robot deals with a group of participants
simultaneously (multi-party interaction: 28.57%). Theworks
of [41–43] investigate engagement in dyadic and multi-party
interactions (i.e.„ 10.71%).All the reviewed studies analyzed
engagement in short-term interactions. It means that most of
the time the users are requested to interact with the robot
once, namely in a short time frame. Since the interaction
relies on constructed protocols, user engagement is usually
analyzed in 10–15min, according to the reviewedworks. The
duration varies according to the context and the task. The
maximum duration reported is 25min in [38, 39], when the
NAO robot is used in autism therapy. The minimum duration
is 3 and a half minutes of interaction in the bartending sce-
nario reported in [18]. It is worth noticing, that the duration
is not always reported in the study (see Table 2 of the Sup-
plementary Material). From the reviewed works, it emerged
that, in some cases, the users were requested to interact over
multiple sessions over a longer period (i.e., long-term inter-
action). One example is the work of [20], where the robot is
installed at home for one month. Analogously, in the work
of [44], the users were involved in six experimental sessions
(threewith the robot, threewith the tablet) daily over 2weeks.
The work of [45] presents the results of children interacting
with the TEGA robot in 6–8 experimental sessions over 3
months. Considering the overall duration of the experimental
sessions, the longest one lasted for 278 days [42]. Excluding
the works that did not specify it (i.e., 9 out of 28), in one case
the robot was tested at home [20], in two cases the robot was
tested in public places (e.g., museum [42] and shops [43]),
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Fig. 1 PRISMA flow chart of the study selection process

Fig. 2 Statistics of the application overview: a number of the reviewed papers, clustered by the year of publication; b cake graph of the application
scenarios

and in 6 cases the interaction took place at school (i.e., ele-
mentary school [24–27, 44, 46, 47], kindergarten [45]). In
the remaining work, the interaction occurred in a laboratory
setting (i.e., office [33, 48] and university environments [29,
35, 36, 41, 49]). Based on the duration and the settings cho-
sen for the interactions, the number of involved participants
largely varied among theworks (maximum: 227 participants;
minimum: 2 participants). A complete overview is reported
in Table 2 of the Supplementary Material.

3.2 Definition of Engagement

Our analysis reports that the definition of engagement ismiss-
ing in 6 out of 28 studies. It means that in 6 studies, there

are no references or explicit statements on the engagement
concept. In the remaining cases, two main interpretations of
engagement emerge (reported in Table 1). The first defini-
tion is proposed by [50], which states that engagement is
“the process by which two (or more) participants establish,
maintain, and end their perceived connection. This process
includes initial contact, negotiating a collaboration, check-
ing that other is still taking part in the interaction, evaluating
whether to stay involved, and deciding when to end the con-
nection” [50]. The proposed interpretation of engagement
identifies engagement as a continuous and synchronous pro-
cess that has a clear beginning and an end [5].1 Additionally,

1 Similarly, [51] referred to it as a process “subsuming the joint,
coordinated activities by which participants initiate, maintain, join,
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the interpretation of [50] assumes a dynamic nature (i.e.„
changing over time and between interactions), which can be
framed by user actions [5].While the first definition describes
engagement as a process, the second most common defini-
tion is theorized by [52] and it defines engagement as “the
value that a participant in an interaction attributes to the goal
of being together with the other participant(s) and of contin-
uing the interaction”. It interprets engagement as a quality
metric of the interaction.

In other studies, the authors mentioned different defini-
tions of the concept. Thework of [30] refers to the definitions
of [52] and of [53], giving the reader some insights on
engagement without specifying the connection between the
two theories. The definition proposed by [53] identifies four
main discrete events in the dynamics of engagement: point
of engagement, period of sustained engagement, disengage-
ment, and re-engagement. Even if [53] depicts engagement
as a dynamic process, in their formal definition they refer to it
as a “quality of user experience characterized by attributes of
challenge, positive affect, endurability, aesthetic and sensory
appeal, attention, feedback, variety/novelty, interactivity, and
perceived user control”. In their work, [30] recognized the
complexity of the engagement concept, and they focused on
the “with-me-ness” concept proposed by [54], which is the
extent to which the human is with the robot during an interac-
tive task. On the contrary, the studies conducted by [26, 27]
associate the definitions of engagement provided by [50] and
[52]with the description of the concept of social engagement.
Following the taxonomy theorized by [55], social engage-
ment represents the involvement of the person with a robot
capable of sociable and friendly interaction. They stated that
social engagement differs from task engagement and social-
task engagement, due to the different conscious focus during
the interaction. In the first case, i.e.„ task engagement, the
human finds himself immersed in the task (enjoying and con-
centrating on the inclusion in the task),2 ignoring the robot’s
presence. In the latter case, i.e., social-task engagement, the
individual finds himself with a socially capable robot, where
both the individual and the robot work together to perform
an explicit task. Similarly, [42] focused on the social dimen-
sion of engagement, mentioning the definition of [52], to
underline the view of interpreting engagement as a quality of
interaction and mentioning the definition provided by [11],
whichdescribes engagement as the “measure of the intention-
to and the quality-of interaction as perceived by the user”.

Footnote 1 continued
abandon, suspend, resume or terminate an interaction”. This interpre-
tation enriches the one theorized by [50], by including the concepts of
abandon, suspension, and resuming the interaction experience.
2 This concept recalls the flow theory proposed by [56], and the concept
of rapport theorized by [9].

Some of the remaining studies rely on definitions of
engagement, which are strongly related to the application
setting and the number of involved participants. In the edu-
cational setting, [47] recalls the concepts of social- and
task- engagement as components of productive engagement,
defined “as the level of engagement thatmaximizes learning”
performances. In the same context, [44] refers to the defini-
tion of collaborative engagement provided by [57], which
states that “engagement refers to a student’s participation in
the learning process, and it is considered an expression of
internal state, such as commitment, motivation, or interest”.
Considering the hosting application scenario, [43] defines
the visitors’ engagement as the probability that the visitor
will reply to the robot’s utterances. In a conversation sce-
nario, the authors of [36] adopted the definition of group
engagement reported in [11], expressed as “the joint engage-
ment state of two participants interacting with each other and
a humanoid robot”. In the multi-party educational scenario
proposed in [48], the engagement concept recalls the defi-
nitions of social/task engagement, but it also refers to “how
interested the learner is in taking part in the interaction or
being an active listener”. It highlights the need to evaluate
the engagement state of the group as well as the engagement
state of each individual, separately.

3.2.1 Engagement’s Components

Besides providing a proper definition of engagement, several
works share the idea that engagement is a complex phe-
nomenon, composed of multiple constructs that are strongly
related to each other while being individually identified
through specific behavioral indicators [44]. The components
we are referring to are affective, cognitive, and behavioral
constructs (see Table 1). The affective component of engage-
ment is usually reflected by emotions and reactions between
the parts (human and robot) involved in the interaction [18].
It encompasses the feelings, enjoyment, attitudes, andmoods
of the involved users [47]. In most of the works, the affec-
tive component of engagement is embodied by the enjoyment
[36] and enthusiastic feelings [26]. The predominant connec-
tion between positive emotions and engagement is enforced
by the theory that “positive emotions give a signal of pur-
pose and excitement to the brain, accelerating learning and
enhancing motivation” [35]. The cognitive facet of engage-
ment includes some conscious components such as the effort
[44, 47], investment [18], and attention [36] of the parts in
the task and in the interaction. To a lesser extent, some works
also include a behavioral aspect in the definition of engage-
ment. Taking the definition from the Pediatric Assessment
of Rehabilitation Engagement scale, [18] defines behavioral
engagement as a proactive tendency to adapt to the changes
and experiences of the interaction, as well as sharing inten-
tions and desire to improve or change the interaction. It can be
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Table 1 Overview of the
definitions and the components
of engagement, explicitly stated
by the authors

Definition Components

Work Sidner et al. [50] Poggi et al. [52] Other Affective Cognitive Behavioral

[46, 47] x x x

[48] x x

[18] x x x x

[20] x x x x

[42] x x

[44] x x x x

[37] x

[34] x

[43] x *

[30] x *

[45] x

[33] x x

[35] x x

[27] x x

[36] x x *

[11] x

[28] x

[26] x x x *

[25] x x *

[29] x

[24] x x *

*Indicates that only attention is considered

simplified as the motivation [58], which mostly encourages
action and participation in the task [5].

In [20, 44], the three constructs are conjoined. Simi-
larly, [18] investigated each construct independently and
conjointly with the others. Even if separating each dimen-
sion is a gross simplification [47], most of the works just
consider one of the aspects when dealing with the defini-
tion of engagement. As shown in Table 1, attention is the
component most often related to engagement. In 4 of the six
works in which attention is mentioned, this aspect is investi-
gated in tandemwith the affective component. Similarly, [47]
includes affective and cognitive components with social/task
engagement for defining productive engagement.

3.3 Automatic Assessment

Engagement detection and recognition task is intended as the
perceptual capability of correctly identifying the user state
during the task and the interaction. It is commonly treated
as a prediction problem, where the performances are eval-
uated by comparing the predicted engagement label/value
with a ground truth one. Based on the categories used for the
assessment, user engagement has been considered a discrete
(i.e.„ binary or multi-class) or continuous state. From this
review, a common pattern of automatic assessment emerged,
composed of three main steps, namely:

• Data annotation: it refers to ground truth assessment, thus
to the process of generating the engagement labels. The
ground truth value could be associated with a self-report
score, or it could be performed manually (i.e, performed
by a group of experts that label the data recorded during
the interaction, based on a common annotation scheme),
or automatically (i.e., generating labels without a human
expert in the loop).

• Features extraction: it relies on automatically extract-
ing the features that describe the engagement concept.
Before feeding the extracted features to the prediction
framework, some studies include a correlation analysis
to evaluate the significance of the extracted features.

• Automatic Prediction: application of ruled-based and/or
machine learning algorithms on the extracted features.

Each phase is detailed in the following subsections.

3.3.1 Engagement Annotation

The annotation procedure is detailed in 21 works out of 28.
The work of [27] is the only one that associated as ground
truth the final engagement score of a self-report question-
naire, based on the following dimensions: quality of the
interaction (adapted by the social engagement domain of
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[59]), friendship (i.e., help and self-validation domains of
[60]), and Perceived affective interdependence (as social
presence measure [61]). In most of the remaining works
(see Table 2), the annotation procedure was manually per-
formed by third-party observers, usually expert coders, who
separately assign the engagement label based on a common
annotation scheme. Infiveworks, the annotation is performed
automatically. Namely, the work of [35] associated engage-
ment values with a cluster of emotions. Similarly, the work
of [47] applied unsupervised learning methods for generat-
ing labels. The work of [45] proposed a personalized active
learning approach to get the majority of engagement labels,
requiring a small sample set of annotated videos.

The annotation process is based on the common trend
of considering engagement detection as a binary classifica-
tion problem. In 10 works, data were labeled as “engage” or
“not engage”, based on whether certain behaviors were (not)
present. In the work presented by [36], the label associated
with group engagement is given based on the similarity of
the degree of engagement of the participants. If both partic-
ipants were engaged in the interaction with the robot, then
the group engagement is similar, otherwise not.

To a lesser extent, automatic engagement detection is
treated as a multi-class classification problem (7 works out
of 28). Besides the two labels reported in the binary classi-
fication, some of these works include a third discrete state
representing “a partial degree of engagement” [30], a “mid-
engagement” [45] or a “neutral” state [35, 40, 48]. Three
labels are also used in [41] to also distinguish a user that
is “not seeking engagement”. Similarly, [34] used four dif-
ferent labels related to the different phases of engagement:
“approaching”, “interacting”, “leaving” and “uninterested”.
A continuous scorewas associatedwith the engagement state
by [39, 42], ranging [0,1] and [-1, +1], respectively. In [46,
47], the labels used belong to the concept of Productive
Engagement (as shown in Table 2). In the remaining cases,
the authors did not specify the labels used for the classifica-
tion task.

Annotated Datasets in HRI Even if some works included
the adopted annotation scheme, the annotated datasets are
usually not publicly available or vaguely described. A com-
plete overview is reported in Table 2 and in the Supplemen-
tary Material. A brief description of the publicly available
datasets is reported below:

• Engagement datasets In thework of [41], several engage-
ment datasets have been created, involving young adults
interacting with the James Robot Bartender. The multi-
modal corpora are composed of annotated video record-
ings and system logs of several participants playing the
role of customers in a drink-ordering scenario, as in [62].

The anonymized and annotated corpora can be down-
loaded as reported in [41].

• PE-HRI dataset The dataset consists of team-level data
collected from 34 teams of two (68 children), where the
children, aged between 9 and 12, are involved in a learn-
ing activity using the JUSThink platform. The JUSThink
platformconsists of two screens and aQTrobot acting as a
guide and amediator. The dataset contains the team-level
multi-modal behavioral data (i.g. log files with speech
behavior, setup, gaze patterns, and affective states), team-
level performance, and learning metrics. More details on
the dataset and download procedure are reported in [63].

• PE-HRI-temporal The dataset is composed of the same
information reported in PE-HRI dataset,with the addition
that the featureswere computed inwindows of 10s.More
information is reported in [64].

• UE-HRI dataset The User Engagement-HRI (UE-HRI)
dataset consists of 195 recordings of humans freely inter-
acting with the robot Pepper, standing in a fixed position.
In the proposed setup, the participants were free to
join the interaction if they wished, free to leave when
they wanted, and were expected to behave in an uncon-
strained way [65]. The recordings belong to a wide range
of heterogeneous sensors, namely: a microphone array,
cameras, depth sensors, sonars, and lasers, along with
user feedback captured through Pepper’s touch screen.
All data streams available on Pepper are packaged in the
open-source Robot Operating System and indexed using
the robot timestamps (to avoid synchronization issues).
A subset of 54 interactions (each one lasting between 4
and 15min) is freely available for download and use.3

• MHHRI The Multimodal Human–Human–Robot Inter-
actions (MHHRI) Dataset [66] was introduced for study-
ing the relationship between engagement and personality
simultaneously in human–human interactions (HHI) and
human–robot interactions (HRI). It is composed of a set
of multi-modal data recorded during 48 interactions, in
whichparticipants askedpersonal questions to eachother.
The recorded data belongs to Kinect depth sensors, ego-
view cameras (worn by the participants), and biosensors.
The engagement state of the users was assessed with
a post-study questionnaire asking the participants about
their perceived enjoyment of the interaction, and by an
external annotator (as reported in [36]). Further informa-
tion is detailed in [66].

• Month-length intervention dataset Despite not having a
proper name, the work of [20] attaches, as supplementary
material, the dataset built and used in their study. It is a
multimodal dataset containing the annotated engagement
value, as well as the visual, audio, and game perfor-
mance features extracted from the recordings of each

3 https://adasp.telecom-paris.fr/resources/2017-05-18-ue-hri/.
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Table 2 Overview of the annotation procedures adopted in the reviewed works

Work Procedure Label type Label list/meaning Collected data Dataset

[48] Manual Discrete Very engaged, engaged,
neutral

Dialog log, survey N.P.A.

(audio data) disengaged, very
disengaged

audio and

Discrete High- and low- engagement image stream

(visual data)

[47] Automatic Discrete Productively engaged Log files, image PE-HRI

Non-productively engageda and audio streams

[18] Manual Continuous High- and low- engagement Image stream N.P.A

[20] Manual Discrete Engaged, disengaged Log file, image Available

and audio streams here

[42] Manual Continuous High engagement (1) Image stream TOGURO (N.P.A.)

Low engagement (0) UE-HRI [65]

[44] Manual Continuous All behaviors detected (45) Image and N.P.A.

No behaviors detected (0) audio streams

[37] Manual Continuous All behaviors detected (1) Image and N.P.A.

No behaviors detected (0) audio streams

[34] Manual Discrete Approaching, interacting Image stream N.P.A.

Leaving, uninterested

[43] Manual Discrete engaged, partially image stream N.P.A.

engaged, disengaged and laser data

[30] Manual Discrete Engaged, partially Image stream N.P.A.

engaged, disengaged

[45] Automatic Discrete Low, med, high Image stream N.P.A.

Engagement

[33] Manual Discrete Engaged, disengaged Image and N.P.A.

audio streams

[38, 39] Manual Continuous Completely engaged (+1) Image and audio N.P.A.

Completely disengaged (-1) stream, physiological data

[35] Automatic Continuous Engaged (1), Neutral (0.5) Image stream N.P.A.

Disengaged (0)

[41] Manual Discrete Not Seeking/Seeking Image and Engagement

engagement, and Engaged audio streams datasets

[27] Self-assessment Discrete High- and Low-
Engagement

Log files N.P.A

[36] Manual Discrete Engaged, Not Engaged
(individual)

Image stream MHHRI

Similar/Dissimilar (group) [66]

[11] Manual Discrete Engagement log files, image and Vernissage

Disengagement audio streams dataset [67]

[28] Manual Discrete Engaged, not engaged Image stream

[26] Manual Discrete Medium-to-high and Log files Inter-ACT

Medium-to-low
engagement

Image stream (N.P.A.)

[24, 25] Manual Discrete Engaged, not engaged Image stream N.P.A

N.P.A.: Not publicly available
aLearner profiles associated with the same concept of productive engagement
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child (seven in total) with a clinical diagnosis of ASD
from mild to moderate ranges, that interacted with Kiwi
robot in several sessions over one month. Further details
are reported in [20].

• Vernissage dataset The Vernissage dataset [67] contains
13 sessions of NAO interacting with two persons. The
robot serves as an art guide, explaining the paintings
to the users and then quizzing them in art and cul-
ture [67]. The dataset comprises synchronized recordings
from multiple auditory, visual, and robotic system infor-
mation channels. These are multi-party interactions that
were manually annotated with several nonverbal cues,
such as speech utterances, 2D head-location, nodding,
visual focus of attention (VFOA), and addressees [67].
The dataset is publicity available upon request.4

3.3.2 Features Extraction

The features used for the automatic assessment of user
engagement can be clustered into two categories: behavioral
features and context-based features. Under the umbrella term
of behavioral features, we grouped the features related to user
behavior and user emotional state. As reported in Table 3,
they mostly rely on the data recorded by the sensors mounted
over the robotic platform and surrounding the environment.
On the other hand, the context-based features refer to the
information stored in log files (see Table 3), which keep track
of the robot’s behavior and/or of the task performed by the
user(s) with the robot.

Behavioral Features From visual data, the descriptors
used to assess engagement are body posture, head pose, eye
gazing, and facial expressions. Of the reviewed works, six
studies adopted only visual features for detecting engage-
ment. The work of [25] represents the first attempt at
detecting engagement considering the body postures and
body motions of the individual. In this work, expressive pos-
tural features (i.e., body lean angle, slouch factor, quantity
of motion, and contraction index) of children playing chess
with iCat robot were extracted from videos recorded from the
lateral view. Since head pose has been proven to be highly
correlatedwith humanengagement in face-to-face interactive
scenarios [1], several works combined the features related to
body activity and the head pose of the users as descriptors
of engagement. One case study is described in [36], which
used the Kinect RGB recordings to extract individual fea-
tures based on body posture and quantity of motion. In the
same work, as descriptors of group engagement, interper-
sonal features (i.e., the global quantity of movement, relative
orientation and distance of the participants, and relative ori-
entation to the robot) are obtained geometrically from the
individual features in tandem with head orientation (i.e.,

4 http://vernissage.humavips.eu/.

Visual Focus of Attention), a geometrical approximation of
the user’s eye gazing. Similarly, [30] extracted 3D body
poses of children freely interacting with the NAO robot to
derive high-level features of body motion and head orienta-
tion (i.e., the angle between the child’s gaze and the robot,
the angle between the child’s body and the robot, and the
distance of the hands from the respective shoulders). In this
work, multiple cameras were installed in the environment
and the authors included a preliminary step for fusing and
interpolating the child’s pose detection from multiple views.
In [30], the head pose was computed geometrically from the
facial key points of interest. Analogously, [34] extracted 55
descriptors of engagement, including an affective compo-
nent (i.e., the user is smiling) into the categories listed so
far (i.e., body posture and head pose). The same authors dis-
tinguished between features associated with head pose and
eye gazing of the user, extracting pitch, roll, and yaw angles
in the first case, and examining the focus of the gaze in the
second case (i.e., the user is looking at the Kinect, the user
is looking away from the Kinect, left eye is closed, right eye
is closed). The work of [37] included three features derived
from the Laban Movement Analysis (i.e., space, weight, and
time) to represent the dynamics of human movement (i.e.,
the effort), as well as 2-dimensional positions of the facial
landmarks to describe the affective state of the participants.
In recent work, [18] used features belonging to facial expres-
sions (e.g., smile, inner brow raise, brow raise, brow furrow,
mouth open), emotions (e.g., joy, anger, fear, disgust, con-
tempt, sadness, and surprise), head pose (i.e., roll, pitch, and
yaw angles), eye gazing (e.g., spatial coordinates), body pos-
tures (i.e., 2D body pose of 25 main joints), and additional
behavioral indices (i.e., attention, disappointment, relax).

From this review, it emerged that another common strat-
egy is to extract descriptors of engagement from visual
and audio data, simultaneously. In a long-term experimen-
tal scenario, [20] investigated the engagement of children
interacting with the Kiwi robot, considering the voice quality
(i.e., harmonicity, intensity, pitch frequency, and periodic-
ity) in tandem with eye gazing, head position, and facial
expressions. Similarly, [44] selected voice quality features
(i.e., intensity and pitch frequency) and alignment features
(i.e., responding to the robot’s question, extending or elab-
orating talks by the peer or the robot, initiating a talk) in
addition to eye gazing, body posture and smiling activity as
social descriptors of engagement. Another frequent approach
is to consider the quantity of speech occurring in the interac-
tion, referred to as speech activity. In [47], visual behavioral
features (e.g., smile, emotions in terms of positive/negative
valence and arousal, eye gazing) were combined with some
features derived by the quantity of speech of the partici-
pants (e.g., speech activity, silence, small pauses, speech
overlaps). Without considering visual data, [32] detected
the less engaged individual by monitoring the total speak-
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ing time. In the work of [41], the speech activity and the
visual data are used to detect the location of who is willing
to interact with the bartender robot James. This information
is adopted in tandem with additional behaviors of the indi-
viduals (e.g., head pose and quantity of motion). Features
related to head pose and eye gazing are merged with features
related to speech activity in the work of [11]. Specifically,
the authors distinguished between the moments in which
everyone was speaking, silence, and laughing sounds. The
works reported so far extract behavioral features from speech
quality and speech quantity. Another common approach is
to detect specific utterances in the spoken text. The type
of utterances pronounced by the participants were used to
define the type of social signals expressed by the child (e.g.,
question, answer, greeting, suggestion introduction, request),
descriptors of engagement together with facial expressions,
body posture, eye gazing and the presence of other anno-
tated behaviors (e.g., headshake, hand-writing touching-hair,
touching-face). Similarly, [29] identified as descriptors of
sustained engagement, the observable behaviors occurring in
the so-called connection events, namely: direct gaze, mutual
facial gaze, adjacency pairs, and backchannels. Each event
is modeled as a finite state machine, where the transition
from one state to another depends on the occurrence (and
detection) of specific human (and robot) behaviors. While
the direct gaze event occurs when the responders look at the
object gazed at or pointed by the initiator, mutual face gaze
happens when both responder and initiator look at each other
faces. The adjacency pair consists of two utterances by two
speakers, with minimal overlap or gap between them (e.g.,
turn-taking), and the backchannels are events in which one
individual (e.g., the responder) communicates to the other
party (e.g., the initiator) comprehension and/or desire to keep
listening (e.g., expressions of backchanneling are “hmm”,
“yeah”, “uh-huh”) [29]. Behavioral features related to back-
channeling are also considered in [31], in tandem with body
and head pose analysis, and in the work of [33], together with
eye gazing, head nodding features, and the presence of laugh-
ing events. In twodifferent contexts (i.e., [40, 43]), proxemics
is also included as a descriptor of the interpersonal distance
between the user and the robot. As shown in Table 3, [38]
included heart rate, electrodermal activity, and body temper-
ature recorded by wearable devices as additional features to
detect engagement in children with ASD. One of the latest
trends is to use deep learning features as behavioral features.
Another approach is to feed the image frames of the human–
robot interaction through a pre-trainedCNN(i.e., ResNet-50)
to extract automatically the facial features [39, 45] as well
as surrounding events [42] related to engagement, without
deriving them geometrically or analytically. One advantage
of deep learning approaches is that the features of interest
do not have to be explicitly defined a priori, but they need
annotated data [42].

Context-Based Features From the analysis of log files, it is
possible to assess engagement keeping track of the user task
performances, and the robot behaviors. Theworks of [24, 26]
represent the first attempts to introduce context-based fea-
tures in engagement detection, considering children playing
chess with iCat robot. In their first work, the authors modeled
children’s engagement by integrating features describing
user behavior (i.e., the user is smiling, the user is looking at
the robot) and two different levels of contextual information:
game state and the presence of the robot’s facial expressions
[24]. In [26], the authors included additional features related
to the user task’s performance, namely: game evolution (i.e.,
the difference between the current and the previous value of
the game state), captured pieces (i.e., to specify if the child
or the robot or both captured a chess’ piece), user emotivec-
tor (i.e., the result of the mismatch between expectation and
actual outcome of the user’s progress in the game) and user
anticipation (i.e., whether the user looks at the robot imme-
diately after making a move and before the robot generates a
reaction). In the latest work, [27] proposed a new set of fea-
tures for detecting engagement, which did not include any
behavioral feature of the user. The authors reduced the set of
context-based features related to the game, selecting thegame
state, game evolution, and emotivector as in [26], and adding
game result, number of moves, and duration of the game to
the list. In the same work, the authors increased the number
of robot behaviors (that could affect the engagement of the
participant), including four different empathetic behaviors:
encouraging comments, scaffolding (i.e., providing feedback
on the user’s last move), offering help (i.e., suggesting a good
move for the user to play), and intentionally playing a bad
move to favor the child.

Reconsidering the features related to the task perfor-
mance, [20] included the duration of the game, the challenge
level of the task, the number of task repetitions, and the num-
ber of incorrect mistakes of the user. Similarly, [47] defined
some context-based features related to productive engage-
ment, computing the number of times the children were
performing certain actions (e.g., a team opened the instruc-
tions manual, a team added or removed an edge on the map)
and the total number of actions performed in each session.

Focusing on the robot’s behavior, [29] considered some
human-like robot’s behavioral cues, namely robot gazing
(e.g., if the robot is looking at the user or the object), and
speaking. Similarly, [28] considered the speech capabilities
of the robot (e.g., asking questions, answering, greeting),
which are identical to the speech features extracted from the
behavior of the human partner. The speech activity, as well as
the topic of the speech, and the person the robot is referring
to in the speech, are the robot’s features that are considered
by [11].
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3.3.3 Automatic Prediction

Three methodologies characterize engagement assessment
models: rule-based, machine-learning-based, and deep
learning-based.

Rule-Based Methods As shown in Table 4, three works
adopt a rule-based model, selecting different rules among
them. The work of [29] relies on the presence of four main
social signals (i.e., direct gaze, mutual facial gaze, adjacency
pair, backchannelling), each one detected by a dedicated
state machine, that sends to a general integrator the final
engagement score. In their work, [44] adopted a formula to
compute engagement at each timestamp. Namely, engage-
ment is obtained by summing the values of behavioral,5

cognitive, and emotional engagement, each one described
by specific behavioral features (reported in Table 1). On the
other hand, [32] adopted a threshold-based rule for detect-
ing the passive subject in the interaction, by monitoring
the number of turn-takings of each individual. A rule-based
method is also present in theworks of [25, 41], in comparison
with other machine-learning approaches. In [25], four dif-
ferent algorithms are compared to the rule-based approach,
namely: an alternating decision tree, an additive logistic
regression, a metaclassifier for handling multi-class datasets,
and a multinomial logistic regression model. The best per-
formance in terms of average accuracy was obtained by the
rule-based approach and the alternating decision tree (aver-
age accuracy=82%). Similarly, [41] compared the rule-based
approach with several training and classification procedures,
reported in Table 4. In detail, the authors underlined the need
to treat engagement detection more like a sequence label-
ing problem, than a frame-level classification task since the
evaluation of engagement should consider current and pre-
vious estimates of engagement. In general, the work of [41]
concludes that the performances of the rule-based and the
machine learning methods are comparable in terms of accu-
racy in both offline and online classification tasks, even if the
rule-based method tended to be less precise in detecting the
changes of engagement state.

Machine-Learning Methods The Support Vector Machine
(SVM) algorithm with Radial Basis Function (RBF) is
the most used machine-learning algorithm for engagement
detection. When used alone, the authors reported different
recognition rates, obtained by combining different feature
sets. In the chess game scenario, the SVM recognition
rates achieved the best performance when a reduced set
of affective features (i.e., valence and interest) in tan-

5 The author mentioned behavioral engagement as bodily engagement
as expressed by the following children’s behaviors: eye contact, gaze
orientation (looking at the robot), body orientation (facing peer or
robot), posture (e.g., leaning forward), gestures or enactments of ideas
(e.g., representing a concept), and facial expressions (e.g., smile).

dem with one contextual feature (i.e., user anticipation)
were selected (accuracy=93.75%) [26], and when a subset
composed by game-based and turn-based features were con-
sidered (F-measure=0.80) [27]. In the individual engagement
assessement in a group scenario, [11] compared the classi-
fication performances of SVM fed with individual features
(e.g., features of the primary user), interpersonal features
(e.g., features of another person present), and of robot’s fea-
tures. The results show that the best accuracywas obtained by
testing the algorithm with only the individual features (accu-
racy=75.91%). Regarding group engagement, [36] compared
the performances of two supervised algorithms: SVM with
linear kernel and the Random Forest (RF). In this case, the
best performances of detecting individual and group engage-
ment were achieved by using the RF algorithm. The best
classification result for detecting individual engagement was
achieved using individual features with personality labels
(F-measure=0.81). Similarly, the best classification result
of group engagement was achieved adopting only individ-
ual features, and in conjunction with interpersonal features
and personality labels, respectively (F-measure=0.60). In
learning a second language context, a combined SVM classi-
fication was proposed to assess emotional engagement from
video, obtaining the best detection performance for low
engagement level(accuracy=79%) [48].

Another popular technique for detecting engagement is
the Bayesian network. The outcomes of [24] confirm that
a multimodal feature set (behavioral and context-based
features) improves the recognition of the engagement of chil-
dren playing with iCat robot (ROC Area=0.96). Similarly,
[40] designed a dynamic Bayesian network for recognizing
engagement in children affected byASDs interactingwith the
NAO robot, by transforming the qualitative evaluation from
professional caregivers as parameters of the model by fuzzy
logic. The outcomes of the proposed model coincided with
the expert’s ratings, with an accuracy of 93.60%. A Bayesian
model is also adopted by [31] for assessing engagement in
users listening to the story told by the Reeti robot, and by
[33], for detecting user engagement during the conversation
with ERICA robot. In the latter case, the authors included,
in the Bayesian model, a latent character representing the
perception of engagement of the annotator. The hypothesis
behind this strategy is that the annotation process is influ-
enced by the subjectivity of the perception of engagement
from the annotator’s point of view. Comparing the proposed
hierarchical Bayesianmodelwith othermachine learning and
deep learning models (reported in Table 4), the results con-
firmed that the inclusion of the latent character improved
the overall engagement recognition performance (accuracy=
70%) [33].

For estimating the engagement of visitors entering a shop,
[43] adopted a logistic regression model, obtaining an 88.9%
accuracy rate in online fashion. The logistic regressionmodel
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also appears in the list of algorithms tested by [20] for
detecting engagement in long-term scenarios. Among the
seven algorithms used for the classification task, the best
performance was obtained by the gradient boost decision
tree algorithm (AUROC=88%). Interestingly, [20] compared
different classification algorithms, fed with different sets of
features (i.e., visual features, audio features, game perfor-
mance features, and all features together), proving the visual
features outperformed the classification task. As shown in
Table 4, the work of [18] also compared different classifica-
tion strategies, applied to different feature sets. In [18], the
group of features was obtained by applying different feature
selection techniques (e.g., Best First, Correlation Attribute
Evaluation, and Random Search). The Random Forest got
the best classification performances for almost every con-
sidered dataset. On the other hand, testing the model on a
specific set of features, the results of [28] confirmed that the
decision tree C4.5 algorithm outperformed the other tested
approaches (recall= 84.83%).Only theworks of [47] adopted
an unsupervised algorithm (i.e., K-means) for clustering the
behavioral and context-based features associated with Pro-
ductive Engagement. Interestingly, the results suggest that
individual and merged features could be used for automatic
labeling and, thus for automatic assessment.

Deep-Learning Methods The third cluster of classifica-
tion models regards deep learning techniques, detailed in
Table 5. In someworksmentioned above, deep learningmod-
els were included in the list of classification methods, as in
[18, 20, 28, 33], without specifying the details of the net-
work. On the contrary, [37] proposed a multi-channel and
multi-layer convolutional neural network (CNN) for their
temporal multi-label classification problem, and then com-
pared the performance of the proposed model with some
standard machine learning algorithms. The proposed net-
work is composed of two convolutional layers, to identify
temporal data patterns, and three dense layers for the classifi-
cation [37]. The evaluation results returned that the proposed
model achieved an accuracy comparable to the machine
learning algorithms, without outperforming. The best result
in detecting children engagement while freely playing with
the robot was the RF algorithm (accuracy= 81%). Simi-
larly, [35] proposed a multi-layered convolutional neural
network, composed of five convolutional layers and three
fully connected layers, which obtained a classification accu-
racy equal to 82%. A convolutional module is also present in
the deep learning architecture6 proposed by [42] for detect-
ing the engagement of themuseum’s visitors. In the proposed
architecture, the role of the convolutional module (i.e., a pre-
trained ResNetXt-50) is to extract the frame features from
the video. These features are then passed to a recurrent mod-

6 The trained model and the software is publicity available at https://
github.com/LCAS/engagement_detector.

ule, composed of a single layer of Long Short TermMemory
(LSTM) with 2048 units, which extracts the temporal behav-
ior of humans within the considered time window. In the
end, a 2048 × 1 fully connected layer returns the predicted
engagement value. The model was trained and tested on the
TOGURO dataset. Additionally, the same model was also
tested on the UE-HRI dataset [65], achieving high accu-
racy (AUC = 0.89). It is worth mentioning, that the work of
[42] is the only work in HRI in which the same engagement
detection model is tested on different datasets, belonging to
different interaction contexts. A convolutional module is also
included in the architecture proposed by [45] for extracting
the engagement values of children interacting with TEGA
robot. Namely, the authors chose a pre-trained CNN for
extracting the video features. These features are then fed
into the Temporally Consistent Deep Q-Learning (TC-DQL)
model, composed of LSTM cells followed by linear fully
connected layers. Deep Q-learning is here used to select
the most appropriate action to perform, namely: store the
video for further labeling or estimate the engagement level
of the child. The same authors proposed a novel personalized
deep learning architecture, i.e., CultureNet, for estimating
the engagement of children with ASD by using their faces
and information about their culture in [39]. This architecture
is composed of a CNN layer for extracting the most dis-
criminative (deep) facial features (i.e., Faster R-CNN [68])
and five fully connected layers, that exploit the cultural label
information in learning the engagement levels. Namely, the
culturalization step is performed using culture-specific data
to fine-tune the last fully connected layer of the network [39].
In the same context, the same authors propose an additional
personalized deep learning architecture, i.e., PPA-net (Per-
sonalized Perception of Affect network), to automatically
perceive children’s affective states and engagement during
robot-assisted autism therapy [38]. In this work, the person-
alized approach relies not only on cultural information but
also on other contextual information (e.g., demographic and
behavioral info), specific to each individual.At features layer,
the PPA-net handles missing and noisy data by adopting
supervised auto-encoders, which convert signals into hid-
den representations. At the second level (i.e., context layer),
the feature representation is augmented by the expert’s input,
which represents the complete assessment of the child. In the
last layer, a multitasking learning phase is included to predict
emotional valence, emotional arousal, and engagement. An
auto-encoder method is also adopted by [34] to estimate user
engagement. Single- and multi-task learning personalization
based on Efficient Neural Architecture Search is proposed
by [46] to personalize productive engagement models. The
results of [46] highlight that personalized models performed
better than the non-personalized ones and that the speech
modality was the most informative feature for predicting
productive engagement. In the child-robot interaction con-
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Table 5 Overview of deep-learning models adopted for engagement classification

Work MLP Multilayer Neural CNN Autoencoder Recurrent Multi-Task Other/
motsuCgninraeLsNNkrowteNnoitpecreProssergeR

[46]
[48]
[18]
[20]
[42]
[37]
[34]
[30]
[45]
[33]
[39]
[38]
[35]
[28]

While the black cells mean that the specific model is used alone, the gray cells mean that the highlighted models are combined

text, [30] proposed an alternative approach based on deep
learning for estimating engagement. The proposed neural
network is composed of three fully connected layers, a sin-
gle LSTM layer in the middle, and a fully connected layer
coupled with a softmax function on the output. The classi-
fication performance of the proposed network outperformed
the other popular classifiers, achieving an accuracy of 77%.
A bidirectional LSTM is also adopted by [48] for assessing
the arousal level of the speech data, only.

4 Discussion

One of the outcomes of this review is to identify challenges
and opportunities for future research works, by considering
the limitations mentioned in the reviewed works. In Table 6,
we clustered the current barriers, reporting some suggestions
for future improvements.

4.1 Engagement Concept

From the analysis of the current literature on engagement in
human–robot interaction, we can conclude that the defini-
tion of engagement is still not clear. The main definitions of
engagement that emerged in this review were also reported
in [33, 42]. While [33] specifies that the great difference
between the definitions relies on the included components
(i.e., the definition provided by [50] is mostly related to the
concepts of attention and involvement, while the interpreta-
tion of engagement as metrics of the quality of interaction
recalls also concepts like interest and rapport), [42] sug-
gests that the definition influences the classification task (e.g.,
adopting the definition of [50], the engagement detection

aims to detect the different phases that compose engagement
process). In this review,works ranging over different applica-
tion scenarios and classification strategies mention the same
engagement definition, suggesting that the context of inter-
action and the annotation procedure have no link with the
adopted definition. This is why future research works should
provide a better and more precise definition of engagement,
which will guide the researchers in designing appropriate
prediction strategy to detect it automatically. More emphasis
should be also invested in specifying the concept of group
engagement, moving the focus from the individual to the
overall group. As reported in [36, 49], deriving the engage-
ment of a group member from the analysis of individual
engagement and the interpersonal interaction with the other
members is not effective. By formulating a precise defini-
tion of group engagement, an alternative approach could be
designed. The same approach should be used to clarify the
role of engagement in long-term interactions since the cur-
rent definitions mostly refer to short-term interactions.

This lack of clarity makes also it difficult to identify the
components and the aspects that we should consider when
trying to assess engagement automatically, as well as their
relationship. Merging the data reported in Table 1 (i.e., com-
ponent definition) and Table 3 (i.e., list of the extracted
features), it is hard to find a clear and strong correspondence
between the two, highlighting that the lack of clarity in the
engagement definition is reflected also in the feature selec-
tion process. Additionally as reported in Table 1, most of
the works consider attention and the affective component of
engagement as two separate aspects, without investigating
their relationship (i.e., how they are related, when they are
related, etc.). It may suggest that engagement is present when
the values associatedwith both categories are high. Addition-
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Table 6 Challenges and opportunities on engagement definition and assessment

Keyword Barrier/limitation Challenge/opportunity Research topics

Engagement concept Vagueness of the
definition [30, 44]

Propose a new definition of
engagement, which considers the
application scenario, the robot’s task,
the target users, and the type of
interaction

Revise the definition of engagement based on
the involved participants, the context, and
the robot’s capabilities

Highlight the relationship between the
meaning of the concept and its automatic
assessment

Clarify the concept in multi-party and
long-term interactions

Limited interpretation of
the components [26]

Propose a precise taxonomy of the
engagement components

Clearly uncover the potential relationships
between engagement and its components

Investigate the relationships between
components and the context of interaction

Annotation Manual and offline
procedure [20, 27]

Labelling throughout ongoing
interaction

Define a standard approach or shared policy
for assessing ground truth values during the
ongoing interaction

Introduce novel labelling procedures to select
the most informative instances that need
labelling, and reduce annotator workload

Increase variance in data, deploying the
frameworks in real-world settings

Quality of datasets [37,
38]

Design secure data-sharing framework
for improving the quality of the
annotated data

Obtain balanced datasets, integrating more
annotated data

Conceptualize a secure data-sharing
framework to host databases belonging to
similar interaction context

Engagement features Limited number of
features [25, 30, 35,
37, 40]

Fusion of multimodal features for
improving the quality of the
assessment, by selecting appropriate
cues

Include multiple data modalities

Define the trade-off between quantity and
quality of features

Correlate features of interest with the
definition of engagement as well as with its
components

Low quality of features
extraction tools [11,
28, 32, 35, 38, 40, 44]

Improve hardware and software
technology to obtaining reliable
engagement features, that can be
tested in real-world settings

Design more robust, not invasive, ecological
hardware solutions

Improve software tools accuracy for
behavioral analysis, integrating
pre-processing techniques

Design not invasive alerts that make the user
aware of any technical issue that may
happen during the interaction

Context-dependent
features [25, 26]

Contextual features could not be used,
exactly as they stand,in a scenario
that is substantially different

Investigate the relationship between
engagement and additional users’
characteristics (i.e., age, culture, nationality)

Spawn the possibility of adapting existing
engagement model on different contextual
factors
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Table 6 continued

Keyword Barrier/limitation Challenge/opportunity Research topics

Automatic Prediction Static framework [37,
38]

Design engagement estimator as a
dynamic framework

Include temporal parameters

Learning and adaptation over time

Off-line deployment of
engagement models
[18, 20, 30, 33, 34,
40–42, 47]

Deploy prediction framework online,
in real-time interactions improving
the learning capacity of the model

Transform the features of interest into
time-series

Usage of engagement prediction for
rewarding the robot’s action

Parameter tuning not
performed [26, 41]

Design an optimized framework able
to handle previously unseen
individuals

Fine-tuning the parameters of the engagement
estimator

Determine the complementarity of the
classification result and the classification
confidence

Lack of interpretability
of machine-learning
and deep-learning
models [47]

Identify novel techniques to monitor
the learning performances of the
models

Adopt eXplainable AI tools for highlighting
hidden patterns

Introduce and define objective measures to
validate the obtained output

Experimental sessions Limited sample set [18,
25, 27, 29, 30, 39, 40,
43]

Design experimental sessions
involving a larger set of participants,
characterized by different age, and
social-cultural background

Enlarge the number of participants

Investigate engagement expressions of
different target users performing the same
task

Single experimental
episode [31, 38]

Include multiple interaction episodes
with the same participant on a longer
timespan

Accessing multiple sessions

Investigate more engagement in long-term
interaction cases

Analysis on the relationship between
short-term and long-term engagement

Laboratory setting [32,
35, 36, 38]

Move the experimental settings in
real-world settings to improve the
reliability of the proposed model

Design less constrained interaction settings,
for a more naturalistic user behavior
expression

Improve the positions of the sensors in the
scene for a more ego-centric view of the
user

Enlarge the possible interaction scenarios

The list of works reported in the second column refers to the works in which the corresponding limitation is pointed out

ally, [26] highlights that each component, especially interest
and affective state, does not fully explain engagementwhen it
is taken alone. The relationship between engagement and its
components should be investigated in relation with the con-
text [26]. From a deep analysis of the relationship among the
components, it may be possible that additional dimensions
of engagement emerge, which may be more appropriate to
the context (e.g., imitation, behavioral contingency, and syn-
chrony).

4.2 Annotation Procedure

Themain limitation of the annotation procedure is associated
to the manual annotation. Besides being the most adopted
strategy,the drawbacks of this technique are multiple. On one
side, it is a laborious and a subjective procedure. To overcome
the former aspect, future works should foster the adoption of
automatic annotation techniques (as in [35, 45, 47]), reduc-
ing the burden oh human annotators, while guaranteeing the
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quality of the annotations. Additionally, the manual annota-
tion is strongly affected by the subjectivity of the annotators,
as highlighted in [33, 48]. Even if the annotators involved in
this task share the same annotation procedure, it requires the
additional step of verifying the agreement between annota-
tors each time to obtain reliable labels. To overcome this
limitation, objective measurements of engagement should
be defined and shared among the different works. Shared
and standardized annotation tools (e.g., based onwell-known
inventories, such as the Pediatric Assessment of Rehabilita-
tion Engagement introduced in [18] or the Temple Presence
Inventory used in [36]) couldmay reduce this bias. This strat-
egy may open other opportunities, like the improvement of
the quality of the datasets, which are often unbalanced and
not available for further studies. Due to privacy issues related
to the type of data (i.e., images), a secure data-sharing frame-
work should be conceptualized to simplify the comparison
and evaluation of the same prediction model over different
datasets, as highlighted in [37, 38].

Besides being manual or automatic, most of the reviewed
annotation procedures were performed offline, namely at
the end of the interaction. Thus, one possible improvement
is to identify a way to associate ground truth values with
engagement dimension(s) during the ongoing interaction [20,
27]. One attempt in this direction has been made by [45],
which designed a deep reinforcement learning framework
for active learning. Future research works should exploit this
technique in other application scenarios. Additionally, the
adoption of categorical labels may prevent the identifica-
tion of engagement variations over the interaction [48]. Thus,
whether choosing between categorical and continuous labels
for engagement requires further discussion.

4.3 Engagement Features

The predominant presence of behavioral features extracted
by the camera suggests that engagement is mostly described
by nonverbal behaviors. Namely, comparing the perfor-
mances of the same engagement detector with multiple sets
of features, it often emerged that the non-verbal behaviors
extracted by the visual sensors are more discriminating than
the other alternatives [20, 38]. Similarly, previous studies
showed that engagement detection performances improves
when more than one feature is considered [25, 30, 35, 37,
40]. This is the reason why future works should define the
trade-off on the quality and the number of features. Besides
adopting correlation analysis and features selection strategies
to identify the most representative features, future “cue-
centric” strategies should focus more on investigating the
relationship between the features of interest and the com-
ponents or the engagement concept itself they are interested
in. Recent trends tend to accept the quality of the features
extracted in a black-box manner by deep learning networks,

which could be pre-trained with different purposes. This
approachmaybe affected by lack of interpretability, and from
the evaluation results, it emerged that deep learning strate-
gies mostly failed when compared with traditional machine
learning algorithms [18, 20, 28, 33, 37]. We believe that by
clearly identifying the relevant features, as well as clarifying
the theoretical background behind them, the quality of the
deep learning strategies could improve as well.

In addition, several works list in their limitation the low
performances of the features’ detectors (see Table 6). As
an example, when working frame-wise, the skeleton tracker
may not easily differentiate the skeleton of the participant
of interest (e.g., children) and the skeleton of an additional
individual present in the scene (e.g., members of the research
team and/or parent), causing unreliable geometrical features
as results [36, 37]. Erroneous speech analysis performances
are caused by internet malfunctioning problems since most
of the speech recognition tools require it [34], as well as
the hardware’s quality [20] and the presence of background
noise in real-world settings [38]. In future works, it is advis-
able to include preliminary audio pre-processing, based on
background noise reduction, speaker diarisation, and a bet-
ter selection of audio descriptors [38], as well as clear alerts
on the robot for making the user aware of the problem [34].
The latest reported limitation of engagement features is that
they strictly depend on the context and the application sce-
nario. As reported in [27], the list of context-based features
needs to be defined, validated, and proved in every con-
text, reducing the portability and the generalization ability
of the proposed model. Additionally, the influence of user
characteristics on the expression of engagement should be
further explored [44]. In this direction, the works of [31, 36]
investigate the role of personality in the detection of user
engagement, obtaining promising results. Similarly, [38, 39]
included the users’ cultural background in their engagement
detection model. The combination of social aspects with
user characteristics may lead to a different interpretation of
engagement, and thus, to a new category of engagement fea-
tures.

4.4 Engagement Prediction

The main drawback of the proposed frameworks is that they
are static, which means that temporal information is not
included. Few works, i.e., [41, 42, 46] consider the temporal
information, thus investigating the evolution of the parame-
ters along the interaction. The introduction of the temporal
domain, in the engagement detection is important to validate
that the offline results (i.e., global) are also reflected by the
pattern over time (i.e., local) [47]. One improvement of the
engagement detection models is to become dynamic, learn-
ing over time and adapting to the user. For properly adapting
the behavior of the robot to user engagement, future studies
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should focus not only on the prediction accuracy of the pro-
posed methods but also on the interpretability of the results.
Deep-learning models have the advantage of not explicitly
defining the features of interest a priori, since they only
require thephenomenon tobe annotated [42].However, deep-
learning methods may lack interpretability [47], especially
when used as black-box tools, which complicate the design
of appropriate and effective robot interventions. In this direc-
tion, techniques of eXplainable Artificial Intelligence (XAI)
could used to enforce the usage of deep-learning models,
while identifying the cues and/or information of interest that
could be used in the adaptation process. Similarly, XAImeth-
ods could be also exploited to properly validate the selected
features of interest in machine-learning models.

Another limitation is related to the fact that most of the
prediction models are trained and tested offline. The predic-
tion models investigated in this review highlight that there
is a general tendency to train and test the models at the end
of the interaction, thus investigating their performances on
recorded data. The only exceptions are represented by some
works that adopted rule-based approaches (e.g., [31, 32]), in
which the engagement value is computed based on the pres-
ence of certain behaviors of interest (or based on other simple
logics) in real-time. Similarly, the works of [40–43] include
an online deployment of the (trained) model. The shift from
the offline to the online model deployment is important not
only to foster the integration of detection module as part of
the behavioral model of the robot, but also to check the valid-
ity of the proposed approach. In the work of [41], the authors
claim that online (i.e., run-time) evaluation is fundamental for
properly rating any classifier performance in the engagement
detection task. In their work, the performances of the offline
validation stage and frame-by-frame evaluation testing were
not indicative or representative of the online performances.
This is a core point for developing robust engagement detec-
tors, together with fine-tuning the inference models.

4.5 Experimental Sessions

Most of the reviewed works highlight the conduction of the
experimental session as the main limitation. This is mostly
due to the low number of recruited participants (as reported
in Table 6), which may not be a good representation of the
overall population. The largest number of participants (≥ 60)
is present when the interaction involves a team (i.e., in [47])
andwhen the robot is tested for amonth-length time in public
spaces, like in museums [42] or shops [43]. Excluding those
cases and the works in which the number of participants is
not specified (i.e., 2), 42.30%of the reviewedworks recruited
less than 10 participants. Aside from the small number of
participants, most of the works highlight as an additional
limitation the fact that the involved participants belong to a
certain category of users, which also restricts the generaliza-

tion of the proposed procedure. One of the proposals is to
improve the detection capabilities of the model by leverag-
ing data from users of different ages and different levels of
cognitive abilities [40] and from multiple cultures [39].

According to some authors, additional limitations of data
gathering rely on the fact that the experimentation scenario
is performed in a single-interaction episode and a controlled
setting. Regarding the first point, some authors propose to
plan several sessions with the same participant, to detect
engagement over a longer period, like in [37, 44, 45]. This
approach could also provide elements for investigating the
dependency between short-term and long-term engagement
natures. Regarding the controlled settings, which constrained
the participant to sit on a chair facing the robot, recent works
started moving towards a free scenario, especially in the
child-robot interaction, allowing the user to freely move in
the environment and interact with the robot (see [30, 37]).
The free scenario allows the detection of more naturalis-
tic behaviors and expressions. One main concern about the
experimental setting is the sensors’ position, which are fre-
quently installed in the environment or on the tablet, based on
the best perspective for recording the interaction. As reported
by [36, 38], a more naturalistic and ego-centric view could
be obtained by posing a camera on the robotic platform.With
this strategy, the same experimental setup could be used to
evaluate multiple application scenarios, which can extend
the trial dimensions, as suggested by [32]. In this direction,
future works should also validate the reliability of the col-
lected dataset, as highlighted in [69].

5 Conclusion

This review study aimed to investigate the concept of engage-
ment and its connection with the automated frameworks
currently developed for assessing it. Considering the research
questions reported in Section 1, this analysis reported that,
despite the engagement definition is not always pointed out,
there are two main interpretations of the concept, sometimes
interconnected. The first interpretation intends engagement
as a process with a clear begin and an end, orchestrated by
the connectedness between interactors [50], conversely the
second definition depicts engagement as a quality metrics
(i.e. being together and continuing the interaction). Both
interpretations refer to a connection between two agents,
e.g. user(s) and robot, in an interactive scenario, without
specifying the context of interaction (i.e. target users, robot
task, duration of the interaction). As result, works address-
ing different interaction contexts adopt the same definition,
suggesting that the vagueness related to the concept could
be attributed to the usage of the term, more than to the term
itself. Since the modality of interaction could be influenced
by the user profile and context of interaction, the concept of
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Fig. 3 Current state of the art and expected improvements in the engagement concept and assessment

engagement should consider these details to provide a more
clear and precise interpretation. To overcome the vagueness
barriers, some of the reviewedworks propose alternative def-
initions (e.g., Social/Task engagement [55], and Productive
engagement [47]) that remark the aspects of this concept that
should be taken into account according to a specific context
of interaction (i.e., involved users, robot task, duration of the
interaction).

In our view, the engagement phenomenon in HRI reflects
the user intent to establish and maintain a connection with
the robotic agent for the duration of the task as well as with
the task, which depends on the achievement of a personal or
a shared goal (if any). It may not be limited on the user pos-
itive feelings and attention during the interactive task (i.e.,
affective and cognitive components), as long as there is a
commitment in achieving the task with the other, sharing
intentions and desire to improve the interaction (i.e., behav-
ioral component). When the “other” is a robot, the presence
of the robot should return an advantage to the user experi-
ence, so that the user is prone to engage again or to keep
the interaction, driven by an intrinsic interest and a per-
sonal reward. Performances and experience’s improvements,
related to the presence of the robot, should be considered
as additional components of the engagement phenomenon,
since they could remark the user intent and interest to con-
nect with the robot. This aspect is also strictly relatedwith the
context of use and the role/strategy associated to the robot.
In educational settings, the role of the robot is to support the
learning performances of users as well as to motivate and
“optimize” the learning outcome. In the cognitive therapy,

the robot is perceived as a tool for fostering and improving
the treatment adherence in patients. In game scenarios, the
antagonist role of the robot could be used to incentivize and
encourage the users to win.

In a more general overview, our idea is that the intentions
of the users reflect the intentions of the robot, and vice versa,
in a continuous loop that stops (i.e. disengagement) when the
robot is not perceived as useful to reach the goal, or when the
goal is reached. In this direction, more exhaustive definitions
of engagement related to the context of the interaction should
be provided.

Considering the methodology for engagement estimation,
there is a growing trend of adopting advanced deep-learning
solutions for ad-hoc scenarios. At the current time, annotated
datasets for general purposes are not available. Since it is
missing a clear interpretation of the concept, also the features
used for the automatic assessment are several and they have
no relationwith the definition aswell as its components (most
of the time). As in human–human interaction there is a con-
tinuous exchange ofmessages between the involved partners,
the perception of user engagement must rely on amultimodal
and not-invasive approach (see Fig. 3). The descriptors of
the engagement should be selected based on the interaction
and expected improvements of the user in the task, which
may vary among the users. Thus, the engagement assessment
should stress more on the continuous aspect of engagement,
which could better cover any shade of the user’s intention.
An additional step is to integrate the information on the user
engagement in the decision module of the robotic platform
to customize and adapt the robot’s behaviors accordingly.
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