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Abstract
Recent studies in the field of Human–Robot Interaction (HRI) confirm the positive effects of robots’ empathic behaviors in
HRI. Most HRI studies investigating empathy, apply an empirical approach to implement empathy, i.e., the empathic model is
derived directly from observations of empathic actions. This resulted in the emergence of numerous different empathic models
that are only valid for a particular scenario that is highly tuned and, therefore, a slight modification in the scenario makes the
corresponding empathy model infeasible. In fact, most of the proposed models suffer from a lack of generalizability. Since
empathy is a complex concept that includes different dimensions, a coherent model of empathy that can be used in different
scenarios or even be scenario independent, needs to consider several core concepts of empathy.Thus, the goal of this paper is
to analyze and link different concepts of empathy and bring related existing models together, which can help researchers in
the HRI community to have a better picture of an empathy model that might lead to the development of more general models
of empathy for social robots.

Keywords Empathy · Self-awareness · Theory of mind · Perspective taking · Cognitive architecture · Human–robot
interaction · Social robot

1 Introduction

Nowadays, social robots are investigated to care of elderlies
in elder homes [1, 2], help them to live longer indepen-
dently [3], assist in education [4, 5], serve as tutors at
schools [6], reinforce social behaviors in children with
autism [7], help in rehabilitation tasks [8], promote shop-
ping [9], and serve as guides in museums [10, 11]. As robots’
interactions with humans in real dynamic environments is
increasing, they need to be able to interact naturally with
humans. Oneway to enable robots to establish a natural inter-
action is by developing human norms in them[12]. Among
different proposed robot behavior models, those that adjust
their behavior based on humans’ social norms are more pre-
ferred [13].

The idea of developing robots that explicitly show human
social behaviors emerged in the early 1990s. Bartneck and
Forlizzi [14] defined a social robot as: “an autonomous
or semi-autonomous robot that interacts and communicates
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with humans by following the behavioral norms expected by
the people with who the robot is intended to interact”. Thus,
besides accomplishing assigned tasks, social robots should
also be able to interact and communicate with humans in a
socially appropriate manner.

One commonway to improve interaction between humans
and robots is to first study Human–Human Interaction
(HHI) characteristics, and later apply them to social robots.
Although in some cases this is not successful, e.g., “uncanny
valley”, which shows HRI is not the same as HHI and often
needs particular consideration, in many cases the HHI results
extend properly to the HRI cases. For instance, humans with
different personality types have different preferences, e.g.,
introvert people mostly prefer talking with lower volume,
lower speed, and prefer praising comments, while extrovert
people mostly prefer talking louder, faster, and challenging
comments. Thus, Tapus and Mataric [15] and Esteban et al.
[16] applied the effects of personality in HHI into a social
robot’s behavior model and evaluated it in an HRI scenario
to verify whether considering personality for social robots
improves their interaction with humans.

In another case, Ivaldi et al. [17] andCao et al. [18] consid-
eredHHI engagement approaches tomake social robotsmore
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engageable. In fact, when disengagements happen, humans
try to adapt their behavior to regain others’ engagement.
Ivaldi et al. [17] and Cao et al. [18] applied these human
behaviors (verbal and non-verbal) to social robots to enable
them to regain users’ engagement.

Another example of applying HHI characteristics to HRI
is determining robot’s social distance. Giddings [19] argued
social acceptance can be seen as a process in which people
evaluate, generate, reevaluate, and refine their social dis-
tance from others. Similarly, Kim and Mutlu [20] argued
that humans might engage in a similar process with robots
and Human–Robot social distance might serve as a mul-
tidimensional construct that shapes people’s acceptance of
robots. Another example of mapping HHI characteristics to
HRI studies is emotion expression. Sacks et al. [21] showed
that expressing emotions is expected at certain conditions
in an interaction and Fischer et al. [22] argued emotional
expression plays a considerable social role in the regulation
of interpersonal relationships, which led Fischer et al. [22] to
enhance a robot’s emotion expression behavior by following
human social norms. In another study, to enable robots to
apply empathic behaviors towards humans, findings by De
Vignemont and Singer [23] about how and when humans’
empathic behaviors can be more accepted by other humans,
are used to determine the level of robot’s empathic behav-
ior [24].

Previous studies revealed that applying HHI norms and
characteristics mostly improves the interaction between
humans and robots. In addition, it is shown that, among all
HHI norms and characteristics that are applied toHRI, robots
that show empathy are considered as more acceptable, likely,
trustworthy, supportive [25], friendly [26], engageable [27],
and have a higher chance that humans make long-term inter-
actions with them [28].

Empathy is one of the major elements in humans’ social
interactions [29] by which humans assess another person’s
situational context and then respond to it by expressing
empathic behaviors [30]. Accordingly, once a robot under-
stands the emotional state of another person, it can change its
behavior to adjust it to the other’s affective state and express
empathic behaviors.

To develop a coherent empathic model we need to under-
stand the concept of empathy, however, empathy is an
interdisciplinary concept that is studied in different fields
such as psychology [29], neuroscience [31], and philoso-
phy [32]. In this paper, the main focus is on explaining
the psychological components of empathy. The most related
psychological concepts to empathy are self-awareness, The-
ory of Mind (ToM), and perspective taking, such that Asada
[33] argued empathy may only occur in animals with self-
awareness, and both affective and cognitive empathy (Sect. 2)
require a distinction between one’s own and others’ mental

states and a representative form of one’s own embodied emo-
tions.

Regard to the relation of empathy and ToM, Baron-Cohen
et al. [34] and Meltzoff [35] stated that children with autism
have deficits in ToM and empathy, and Meltzoff [36] said
that an infant’s ability to imitate others lies at the origins
of ToM, perspective taking, and empathy. In respect to the
importance of perspective taking, Goldstein andWinner [37]
showed that activities that need stepping into others’ shoes,
i.e., perspective taking, lead to growth in both empathy and
ToM.

Due to the relation between these concepts, they are even
used interchangeably, for instance, Hynes et al. [38] defined
empathy as an emotional perspective taking, and ToM as a
cognitive perspective taking, and Baron-Cohen and Wheel-
wright [39] and Blair [40] used ToM as synonymous with
cognitive empathy. Baron-Cohen et al. [41], Gillberg [42],
Kaland et al [43] and Roeyers et al. [44] used ToM inter-
changeably with empathy and Kalbe et al. [45] used ToM
instead of empathy. Charlop–Christy and Daneshvar [46]
broke down ToM into an operationally defined behavior of
perspective taking, and Maurage et al. [47] used cognitive
empathy as synonymous with perspective taking. However,
Davis [48] has considered each concept as an individual
component of empathy and highlighted differences between
them. FollowingDavis, this paper also analyzes each concept
as an individual component and introduces them from a psy-
chological point of view. In addition, to illustrate how these
concepts can be developed and later combined to propose a
general empathy model, the state-of-the-art models that tried
to develop these concepts in the field of HRI are reviewed.

This paper is structured as follows: Sect. 2 discusses the
concept and definition of empathy from a psychological
point of view. Section3 focuses on self-awareness and starts
with explaining the concept of self-awareness in psychol-
ogy and then explaining proposed models of self-awareness,
reviewing relatedwork, and finally proposingmethodologies
to include self-awareness in an empathy model. Section4
defines and outlines the concept of ToM, reviews its related
state-of-the-artmodels, and proposes possible approaches for
integrating ToM into an empathy model. Section5, similar
to the two previous sections, describes perspective taking,
explains its types, and reviews its related state-of-the-art
models. Since the reviewed models of self-awareness, ToM,
and perspective-taking, are focused only on one topic and
not integrating these concepts, in Sect. 6 characteristics of a
comprehensive model of empathy are discussed and cogni-
tive architectures, which aim to model humans’ minds, are
reviewed to investigate their potential usage in developing a
general model of empathy for social robots. Finally, Sect. 7
concludes this paper.
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2 Definition of Empathy

2.1 Definition and Construct of Empathy

Empathy is a complex componentwithmany different defini-
tions in psychology, for instance, Cuff et al. [50] identified 43
distinct definitions for empathy.Originally, empathyhas been
considered as either a cognitive or an affective phenomenon.
Empathy as a cognitive phenomenon is the process where
the observer, i.e., empathizer, can understand what the other
person, i.e., target, is experiencing by taking her perspec-
tive and detecting her internal state but without necessarily
experiencing any emotional change. Thereby, the empathizer
can provide some reactions more congruent with the tar-
get’s feeling than her own feeling [51]. Hodges and Myers
[52] argued cognitive empathy is more like a skill, in which
humans learn to recognize and understand the target’s emo-
tional state and respond to it appropriately. On the other hand,
empathy as an affective phenomenon, which is also known
as “emotional empathy”, is an unintentional and uncontrol-
lable process, where the empathizer not only can understand
what the target is experiencing but also can feel her emotions
by sharing or experiencing her emotional state [49]. While
emotional empathy might be unpleasant for the empathizer
because of the personal distress and discomfort that happens
to her by observing the target’s negative feelings and condi-
tions [53], cognitive empathy leads to less personal distress
for the empathizer and more concern for the target [54].

The relation between cognitive and affective empathy is
not clear in the literature, for instance, Feshbach [55] con-
sidered cognitive empathy as a prerequisite for affective
empathy, Eisenberg and Strayer [56] believes both emotional
and affective dimensions of empathy are directly related, and
Hoffman [29] believes both types of empathy work together
to produce an empathic response. Some researchers also
suggest that being able to recognize and understand others’
emotions, i.e., cognitive empathy, is a necessary but not suf-
ficient component of affective empathy.

However, Davis treated empathy as a multidimensional
phenomenon that includes both cognitive and affective com-

ponents [49] (Fig. 1). He defined empathy as a set of
constructs that connect the responses of the empathizer to
the experiences of the target. These constructs include both
the “processes” taking place within the empathizer and the
affective and non-affective “outcomes” that result from these
processes. The main constructs in his prototype are:

– Antecedents,which refer to the attributes of the empathizer,
target, or situation;

– Processes, which refer to the process by which empathic
outcomes are formed;

– Intrapersonal outcomes, which refer to the cognitive,
affective, and motivational empathic outcomes that are
formed in the empathizer but are not necessarily shown
to the target;

– Interpersonal outcomes, which refer to the behavioral
empathic outcomes that are shown to the target.

2.2 Output of Empathy

Some researchers like Duan and Hill [57] believe that
empathic output emotions should be the same as emotions
that are experienced by the target. However, equality of the
expressed emotions by the empathizer to those of the target
does not necessarily lead to a positive effect for the target,
e.g., if the target is sad and the empathizer expresses only
sadness, it will not necessarily decrease the target’s sadness,
as Costa et al. [58] showed, if the target is sad due to injus-
tices, people may express anger, which shows more empathy
towards the target than being upset. In fact, it is possible
that developing different emotions (from those of the target)
makes the target eventually less sad. Davis labeled this sim-
ple matching of emotions for responding or reacting to the
target’s feeling as parallel empathy and introduced reactive
empathy as a reaction that goes beyond this and tries to com-
fort the target by expressing different emotional states than
what the target is experiencing [59].

Through parallel empathy, the empathizer mimics the
target’s emotions by synchronizing facial and vocal expres-
sions, postures, and movements with those of the target,

Fig. 1 Proposed prototype of
empathy by Davis [49], which
considers both cognitive and
affective outcomes as a part of
empathy (this figure is
duplicated from [49])
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which can be seen as emotional contagion [60]. Emotional
contagion refers to a process in which the emotions or behav-
iors of a person or a group are influenced by another person’s
or group’s emotional states and behavioral attitudes [61].
Dimberg andThunberg [62] argued peoplewho express emo-
tional empathy are more strongly susceptible to empathic
contagion. This is possible by mirror neurons, which are
fired both when one “acts” or “observes” another one is
acting the same [63, 64], i.e., whether one sees another’s
emotional state or consciously adopts his/her psychological
view, similar neural circuits are activated in the self. Different
researchers argued that the mirror neuron system is involved
in empathy [65–68].

The reactive outcomes of empathy, on the other hand, aim
to alter and enhance the target’s affective state.Different stud-
ies defined reactive empathy as an emotional response that
is unlike what the target is experiencing [69–71]. Todd and
Galinsky [72] believe reactive empathy involves a comple-
mentary emotional reaction reflecting concern for a target’s
well-being. While parallel outcomes of empathy are more
self-oriented [71], reactive outcomes are focused on the tar-
get and require more advanced cognitive processing, e.g.,
perspective taking, thus, the reactive outcome can be consid-
ered as a higher level of empathic behavior [26, 70, 73].

2.3 Modulation Factors on Empathy

De Vignemont and Singer [23] introduced four main cate-
gories of factors that modulate human’s empathic behaviors
as the following:

– Intrinsic features of the shared emotion: the intensity,
saliency, and valence (positive versus negative) of the
emotion that is expressed by the target modulates the
empathic behavior expressed by the empathizer.

– Characteristics of the empathizer: the type of empathic
behavior that empathizer expresses is modulated by
empathizer’s gender [39], personality1 [74], age [75], and
past experiences [76].

– Relationship between the empathizer and the target:
the kind of relationship between the empathizer and the
target, e.g., competitive or cooperative relationship [77].

– Situational context: the context in which the empathizer
observes the target. For instance, if the empathizer is
confronted with several targets who display different
emotions or if the reasons of the expressed emotion by
the target are not clear.

Further, some studies investigated the effect of other factors
like humor on empathy. For instance, Hampes [78] found

1 The effect of targets’ personality on their preferred empathic behav-
iors is also investigated in different studies, e.g., [15, 24, 51].

a positive correlation between empathy and affiliative2 and
self-enhancing3 humor. On the other hand, he found a neg-
ative correlation between empathy and self-defeating4 and
aggressive5 humor.

In addition,Wang et al. [79] showed that expressing empa-
thy and humor improves the interaction between a virtual
agent and students in the context of e-learning.

This section outlined the definition of empathy, its main
components, outputs, and modulation factors. In the follow-
ing sections, the three pillar concepts of empathy that have
been introduced in the introduction, are investigated individ-
ually.

3 Self-Awareness and Empathy

Self-awareness is the ability to reflect on one’s own cogni-
tion [80], which can be in different levels, e.g., being aware of
our body, which enables us to recognize ourself in the envi-
ronment, being aware of our mental states, which enables us
to know our feelings, desires, and beliefs [81], or being able
to monitor and follow our thought process (self monitoring),
which is a metacognitive skill, and enables us to regulate our
strategies (self-organizing) [82].

Self-awareness prohibits the overlap between self and
other representations and prevents confusion between self
and other’s feelings, which can induce emotional distress or
anxiety [83]. By self-awareness, we can consciously know
and understand our own character, feelings, motives, and
desires. Disability in self-awareness can lead to personal dis-
tress, i.e., a self-focused and averse response to another’s
emotional state, and hampers the ability to toggle between
self and other’s perspectives.

Different studies showed that having self-awareness can
improve the efficiency of a robot in open, complex, and
dynamic environments [84], however, there is no unique def-
inition of the way self-awareness could be integrated into a
robot’s behavior [85]. Some researchers believe that even if
a robot has no complete self-awareness, it can have some
characteristics of self-awareness such as the ability to recog-
nize itself in a mirror, being aware of its own health status,
or having emotional states. For example, Michel et al. [86]
developed an infant-like humanoid robot called Nico that can
recognize its moves in its visual field as well as in a mirror.
Nico expects to see a motion in its visual field, whenever
certain motor movements commence, after a certain time.
Thereby, it can distinguish itself from others based on the

2 Telling jokes and saying funny things.
3 Making humor in stressful or adversity situations of life.
4 Allowing others to make humor about oneself, and laughing along
with others when being ridiculed or disparaged.
5 Using humor to attack or tease other people.
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idea of linking motion to time. Another sample of body-
discovery is [87], where Bongard et al. developed a model
that enables a robot to continuously create a concept of its
own physical structure. The proposed self model is used
to generate forward movements for a four-legged machine
that uses actuation sensation relationships to infer its own
structure indirectly. If the robot’s physical structure changes
unexpectedly, e.g., a leg part is removed, it can rebuild its
internal self model to produce new behaviors to cope with
these changes, e.g., generating alternative gaits. In a more
recent work, Saegusa et al.[88] used vision and propriocep-
tion sensory inputs to enable the applied platforms, i.e., iCube
and James, to define their own body parts. To achieve this,
the correlation between the motions in the vision field and
proprioception is calculated to verify whether the moving
object in the visual field is related to its own motor function
or not. Once an object is determined as correlated to motor
activity, it is considered as its own body, and data related to
the body posture and other visumotor parameters are stored
in a memory. This way robot recognized its own body parts.

While Michel et al. [86] and Bongard et al. [87] focused
on physical body self-awareness, Steinfeld et al. [89] and
Anshar and Williams [90] used self-awareness to enable the
robot to have an overview on its physical condition. For
instance, Steinfeld et al. [89] argued that self-awareness is
important to evaluate whether involving a human partner
for assisting a robot is useful or not, i.e., if the robot is
not aware of its capabilities and is not able to recognize
its troubles, it requires a human for monitoring and inter-
vention. Similarly, Anshar and Williams [90] believed that
robots need to be aware of their internal state of well-being,
since if a robot is damaged it may put people around it
at risk of injury, and by self-awareness can prevents it by
informing and warning its human collaborator. They inter-
preted the robot’s damage as its pain and as the concept of
pain in humans is strongly related to the concept of self-
awareness, thus, Anshar and Williams [90] proposed a robot
design framework, i.e., adaptive self-awareness framework
(ASAF), to evolve appropriate self-awareness and pain con-
cepts for robots to enable them to be aware of their damages.
To this end, ASAF has five different components, i.e., con-
sciousness, synthetic pain description, robot mind, action
execution, and database. Robot consciousness is the cogni-
tive aspect of the robot that specifically signifies the focus of
the robot’s attention. Synthetic pain description simulates a
synthetic pain by setting some joint restriction regions that
the robot should avoid. The robot mind allows it to adapt to
the world by predicting its own future states through reason-
ing about the perceived/detected facts. The action execution
module executes one of the three decisions that the robot can
make, i.e., sending an alert (to inform the human about its
damage), modifying the joint stiffness values (to repair the
damage), or shifting the awareness of the robot about its body

parts, which prevents further impact on the robot’s hardware
and possible harm to the human partners in the case of robot
damage.

However, Novianto and Williams [84] argued, if a robot
can only recognize its own motion or itself in a mirror can-
not be considered as a self-aware robot since this kind of
recognition capabilities can be obtained via a specific pro-
gram and does not necessarily need a genuine awareness
capacity. Instead, they considered a robot to be self-aware, if
it can focus its attention on the representation of its internal
states, e.g., emotions, intentions, and beliefs. To achieve this,
they designedASMO(Attentive SelfModifying) framework,
which provides concepts like perception, attention, and self
modification, and offers amechanism for directing and creat-
ing behaviors. To determine what is happening in the system
and the world, ASMO has twofold facing, i.e., outward and
inward facing, while the former senses physical stimuli out-
side the robot’s body, the latter senses inside physical stimuli.
Processing the inward and outward sensations, perceptions
are created.Basedon the created perceptions and also the pro-
vided attention and self modification mechanisms, ASMO
enables the robot to deliberate and re-plan its behaviors. The
model is evaluated in a scenario in which a humanoid robot
is playing an instrument and a human comes and takes the
instrument from the robot. In response, an unhappy feeling
is evoked in the robot, and it starts crying and asking the
human to give the instrument back. Meanwhile, the robot’s
attention may be directed to this stimulus (unhappy feeling),
in this case, it realizes that crying and requesting the instru-
ment does not lead to getting the instrument back. Thus,
self modification mechanism provides two other reactions
for the robot. These reactions are either stopping crying and
asking the human to give the instrument back or inform-
ing the human that it has finished playing and wants to do
something else. In fact, ASMO simulates cognition as a set
of autonomous independent processes, where each process
has an attention value, which is either directly assigned or
learned from experience. Attention values vary dynamically
and affect robot’s actions [91]. Later, Novianto [92] updated
ASMO by adding an attention mechanism, which mediates
the competition between processes, an emotion mechanism,
which biases the amount of attention is demanded by dif-
ferent processes, and a learning mechanism, which adapts
robot’s attention to improve its performance.

Another work towards developing mental self-awareness
model is Kawamura et al. [93] where sense of self is rep-
resented in the self-agent, which contains self-reflection,
self-awareness, and sense-of-self. Self-agent is the location
of planning systems, executive control, self-monitoring, and
task selection. It is continually updated and enhanced to
allow the robot to reason and act based on its status and
the context of its tasks. Self-agent consists of a set of sim-
ple agents interacting with memory systems. The memory
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structure is divided into three classes: Short-Term Memory
(STM), Long-Term Memory (LTM), and Working Mem-
ory System (WMS). STM holds sensory information about
the current environment, while the LTM learns and teaches
behaviors, experiences, and semantic knowledge. The WMS
holds task-specific STM and LTM information and stream-
lines the information flow to the cognitive processes during
the task. By the implemented self-agent, the robot can delib-
erate its emotions based onmemory experience. The emotion
that emerges through an experience is learned and stored
in the memory systems. Later, when a new event occurs,
evoked emotions activate the episodic memory, which in
return activates cognitive control to suppress current behav-
ior and execute required behavior [94].

Although none of the previous developed models utilized
self-awareness for expressing empathy, to have a general
model of empathy, all these individual abilities are impor-
tant and necessary. For instance, it is important that robots
be able to understand their internal state, what is necessary to
do, and the consequence of actions they take on their future
status. In addition, robots need to be able to change their
attention from the task they are doing to their human part-
ners’ states. Also, it is important to have a model, which
enables the robot to be aware of its hardware status, since
if the robot needs to move to a target to show empathy and
it has some disabilities due to a hardware damage (or lack
of electrical power) it should reconsider its empathic behav-
ior. To achieve all this, a model of self-awareness is required
that records all attitudes of the robot, e.g., past experiences,
internal states and hardware condition.

4 Theory of Mind and Empathy

The previous section explained the role of self-awareness
in empathy and showed how being able to distinguish your
mind from others is important to develop empathy. Next,
ToM, which refers to the assumption that others also have a
mind similar to one’s own [95], is required. ToM has three
orders, first order states that everyone has a belief of him/her
self, e.g., A thinks..., the second order is about having amodel
of another’s mind, i.e., A thinks that B thinks..., and the third
order refers towhenAhas amodel of howB is thinking about
A or C, e.g., I knowwhat you are thinking I am thinking [96].

Having ToM allows us to understand and attribute feel-
ings, desires, intentions, and thoughts to others and informs
us that others act according to their feelings and inten-
tions [97], which can be used to explain and predict
their behaviors [95]. For instance, when an empathizer is
observing a target, ToM enables her to model the target’s
mental state and predict her reactions. Dvash and Shamay–
Tsoory [98] argued ToM is a part of a person’s empathic
ability and is typically involved in generating cognitive

empathic responses, such that a deficit in ToM can lead to
a decreased cognitive empathic response, and Holopainen et
al. [99] showed that training ToM, i.e., performing exercises
like emotion recognition, pretense, false belief, and humor
improves the empathy ability of children with autism, who
suffer a deficit in ToM. These studies confirm the correlation
between ToM and empathy.

The importance of ToM in empathy comes from the fact
that through ToM one can predict and understand other’s
internal states and feelings, which are crucial for empa-
thy. However, Goldstein et al. [100] showed that strength
in ToM can exist independently of strength in empathy, as
actors are skilled in ToM but they do not express empathy
more than average in comparison to others, and Winter et al.
[101] found that aggressive offenders who showed reduced
empathic responses to emotional videos of others’ suffer-
ing, had an intact performance of ToM. To be able to do
(at least complex forms of) empathy, ToM is necessary but
having ToM does not lead to empathy necessarily. On the
other hand, Salazar Kämpf et al. [102] compared abilities
of ToM and empathy in two groups of healthy individuals
and people with obsessive-compulsive disorder (OCD), who
exhibited higher levels of empathy in comparison to healthy
individuals. Obtained results show that although people with
OCD express a higher level of empathy, concerning ToM,
no differences are detected between the two groups, which
shows that stronger abilities of empathy do not necessarily
need stronger abilities of ToM.

ToM is mainly studied by two theories, namely “theory-
theory” and “simulation-theory”. Theory-theory asserts that
humans hold a basic or naive theory of psychology to infer
the mental states of others such as their beliefs, desires,
or emotions. This information is then used to understand
the intentions behind others’ actions or predict their future
behavior [103]. This theory supports the affective component
of empathy stronger than simulation-theory [45].

On the other hand, simulation-theory holds that humans
anticipate and make sense of others’ behaviors by acti-
vating mental processes that, if carried into action, would
produce similar behaviors. For instance, children use their
own emotions to predict what others will do [104]. In fact,
simulation-theory states that certain parts of the brain have
dual use, such that they are not only used to generate our
own behaviors and mental states but also to predict and infer
others’ behaviors and mental states [105]. These findings fit
neatly with the mirror neuron’s findings, which state that
behaviors can be simulated by activation of the same neural
resources for acting and perceiving [106]. Simulation-theory
uses more biological evidence [107] and better supports the
cognitive component of empathy [108].

Although in this paper the focus is on the relation between
ToM and empathy, developed models of ToM in HRI,
have focused mainly on applying perspective taking and
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belief management abilities in robots, and there is no work
using ToM to develop empathy. However, summarizing the
reviewed papers, two types of works are mostly performed
for modeling ToM in HRI. The first type tries to show how
ToM is working, e.g., [109] and [110], where in [109] the
effect of robotic appearance is investigated on evoking ToM
in humans and in [110] interaction of agents endowed with
ToM is investigated. In the second type of works, i.e., [111]
and [112], the advantages of endowing a robot with a model
of ToM, in different situations, are investigated. Following,
these works are described in more detail.

Riek et al. [109] investigated the effect of robotic factors
on evoking ToM in humans. To this end, a 30s film clip fea-
turing five protagonists of varying degrees of human-likeness
are shown to participants to see how people make empathy
with them.Results showedpeople aremore empathic towards
human-like robots and less empathic towards mechanical-
like robots, which is compatible with the simulation-theory
that states people mentally simulate the situation of others
to understand their mental and emotional state, such that the
more robots are human-like, the better humans can project
their situations into their own mental states. Additionally,
the results showed that the more the robot is human-like, the
stronger the expressed empathy is perceived, which supports
findings byKrach et al. [113]who arguedpeople viewanthro-
pomorphize robots as more like themselves. Unfortunately,
the effect of other factors like the robot’s gender, age, size,
language, background culture, etc. is not investigated. Also,
it would be interesting to investigate the effect of endowing
the robot with ToM on the behavior of people towards it,
i.e., does seeing a robot with ToM change people’s behavior
towards it?

Similarly, Devin and Alami [111] tried to use ToM to
enable a robot to understand the mental state and intention of
its interactant and adjust its behavior towards her. To achieve
this, Devin and Alami [111] proposed a framework which
consists of six different modules, including (a) a situation
assessmentmodule, which evaluates the world’s current state
from all agents’ point of view based on the spatial perspective
taking (Sect. 5), (b) a high-level task planner, which allows
the robot to synthesize shared plans containing the actions of
all agents involved in a given task, (c) a supervisor module,
which manages the execution of the shared plans, (d) a geo-
metric action and motion planner, for computing trajectories
as well as objects’ placements and grasps to perform actions,
(e) a dialoguemanager to verbalize information to the human
and to recognize basic vocal commands, and finally (f) a ToM
module, which takes the models computed by the situation
assessment module and also the status of goals, plans, and
actions from the supervisor module to estimate and maintain
the mental state of each agent involved in the cooperation.
Thereby, the robot knows if the human’s mental state is not
up to date.

The scenario in which the model is tested is a “clean the
table” scenario in which a robot and a human have to clean
a table together by first, removing all items from it, second,
sweeping it, and third, replacing all items on it. The objects on
the table are either reachable only by one of the agents or by
both of them. If the human removes all the objects that only
she can remove and then leaves the room or starts talking on
the phone, the robot continues the task and removes the rest
of the objects, sweeps the table, and puts the items (that are
reachable for it) back on the table. When the human partner
comes back, she sees some items that she did not move are
still on the table and she may think that the robot had stopped
working after she left and the table is not swept yet. However,
as the robot is able to estimate her mental state, it can update
her about the current state of the world, and prevent her from
sweeping the table.

In another work, Peters [112] used ToM to understand
others’ interest in interacting with a robot. To this end, he
proposed a model consisting of different modules including
synthetic vision, visual attention, direction of attention detec-
tor, mutual attention detector, and theory of mind. Through
these modules, he investigated users’ interaction character-
istics like greeting gestures, gaze, head, and body direction
to obtain their interest level in an interaction. The proposed
model has been tested in a virtual world and showed that the
applied ToM module is able to determine an agent’s interest
level in interaction, and coordinates the other agent’s behav-
iors accordingly. However, humans’ behaviors may change
in different situations or even in the same situations but at
different times. To cope with these variations, Hiatt et al.
[114] used ToM to identify what different beliefs, desires,
or intentions can lead to different behaviors in similar situa-
tions. To figure it out, Hiatt et al. [114] designed a patrolling
task in which the robot has two main approaches for select-
ing a path: first, using a probabilistic simulation analysis, and
second, using a hypothetical generation model. The former
analyzes the simulation to see what different paths can be
observed by executing the probabilistic model and assigns
each path a probability. With this information, the robot is
able to find the most likely execution path that matches the
human’s action. The second approach, i.e., the hypothetical
generation model, is used when simulation analysis does not
explain the change in human behavior, i.e., the robot asks the
humanwhy she is doingwhat she is doing andmemorizes her
answer. Next time the human does something unexpected,
it checks whether the newly learned knowledge led her to
behave differently.

Previous works showed that considering ToM improves
the interaction between humans and robots by enabling the
robot to adjust and coordinate its behavior with the human
partner. However, in all these experimental settings, the
applied models of ToM aim to model others’ mental states
regarding the defined task and as the goal of the robot and
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its interactant is the same, e.g., both want to avoid a collision
or sweep a table, building a model of the others’ minds for
the specified task comes down to modeling their information
about current task status. However, to apply empathy, a robot
should have a more general model of the other’s mind, which
not only covers what the target is (apparently) focusing on
but also covers their affective state and their reactions. For
instance, while a human and a robot are sweeping a table, if
the human leaves the room and comes back with a different
emotional state, which can be observed in her facial expres-
sion, speech, or body language, the robot’smodel of hermind
should ensure the robot that this change is not related to the
current interaction between them but, most likely, an external
stimuli.

In addition, based on such a model, the robot should be
able to predict what would be her reaction, if the robot tries
to start empathizing with her, considering different empathic
behaviors. In fact, only by such a model, a robot is able to
perform empathy in the right moment and in the right fash-
ion.6

Mainly, to endow a robot with a simple form of ToM,
two steps are necessary to be taken. First, the robot needs to
understand its user’s mental state. This can be achieved by
reasoning on the robot’s contextual information and sensory
input data, e.g., visual and auditory inputs, so that the robot
can predict the user’s mental state and feelings. In the second
step, the robot needs to analyze the user’s mental state to
predict her goals and intentions and her potential reaction to
achieve them. Although this is challenging, assuming having
an accurate model of the user’s mind, affective parameters
on the user, and knowledge of the environment, the robot can
predict the user’s next actions, either by looking into previous
similar situations or by reasoning about effects of the current
stimuli on the user.

5 Perspective taking and Empathy

The last two sections emphasized the importance of (a)
having the ability to distinguish your mind from others (self-
awareness) and (b) having a model of others’ minds (ToM).
This section describes the importance of being able to be in
the other’s shoes, which is known as perspective taking.

Perspective taking is the process by which one sees a sit-
uation from another’s point of view, which has been shown
to strengthen both parallel and reactive empathy [115–117].
Perspective taking has been defined along two dimensions:
perceptual and conceptual [118]. The perceptual dimen-
sion describes the ability to understand how other people
experience things through their senses, e.g., visually or audi-

6 In general, the more the robot knows about the target, the more appro-
priate, accurate, and personalized will be its empathic behaviors.

tory [118]. The literature of the perceptual dimension, has
mostly focused on the visual perspective taking, i.e., the
ability to understand the way another person sees things in
physical space7 [120]. Visual perspective taking has been
applied in different domains, e.g., to improve the accuracy of
activity recognition and recognizing a human’s actions [121],
to resolve ambiguities in an operator’s command [122], to
learn a task from ambiguous demonstrations [105], and to
approach a target while hiding from sight [123].

The conceptual dimension, on the other hand, focuses on
the ability to comprehend and take the viewpoint of another
person’s psychological experience, i.e., thoughts, feelings,
and attitudes [118]. Conceptual perspective taking is used
to simulate the decision making process of others to predict
their next action in competitive [124] and cooperative [125]
scenarios.

Following, two types of recent developed models of
perspective taking are reviewed, first, models that use per-
spective taking to enable a robot to adapt to its user’s
behavior, i.e., [119, 126, 127] and [128], and second, a model
that uses perspective taking to manipulate human’s actions,
i.e., [129].

Lemaignan et al. [119] used perspective-taking to enable
a robot to be aware of geometric reasoning and situation
assessment of its environment, i.e., the robot knows different
capabilities from the perspectives of another agent, e.g., what
the other agent can see, what the other agent is focused on,
and which object is pointed to by the other agent. In a shared
task with a human partner, this knowledge helps the robot
to correctly interpret what the human says, and to plan tasks
that the human partner is able to do. In this manner, the robot
can successfully share space and tasks with a human partner.

Fischer and Demiris [126] equipped iCub robot with a
depth camera to be able to perform two different types of
visuospatial perspective taking.To this end, the robot needs to
first, learn the environment, second, recognize objects within
the environment, third, estimate the gaze and head pose of
the surrounding humans, and finally, determine whether an
object is visible for a human partner. Themodel, also enables
the robot to estimate what the world looks like to the human.
To do so, the environment is mapped in the reference frame
of the human and is then mentally rotated. In fact, through
mental perspective transformation, theworld is reconstructed
from another viewpoint. The model is verified through a sce-
nario in which a human asks the robot to grasp an object,
although the robot can see two objects, through perspective
taking, it understands that only one of them is in the human’s
sight and therefore instead of asking which object to grasp,
grasps the intended one.

7 Another type of perceptual perspective taking is spatial perspective
taking, which refers to the qualitative spatial location of objects (or
agents) with respect to a frame [119].
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Similarly, Pandey and Alami [127] presented an affor-
dance graph, which contains both agent-object, and agent-
agent perspectives, and shows what an agent is able to do
with an object, and also what it can do for another agent. To
achieve this, the proposed model contains different graphs,
e.g., taskability, manipulability, and affordance graph. The
taskability graph encodes what all agents in the environment
might be able to do for all other agents, with which levels of
mutual efforts and at which places. The manipulability graph
encodes what an agentmight be able to dowith an object, and
with which effort level. In fact, while the taskability graph
encodes agent-agent affordances, the manipulability graph
represents agent-object affordances. By combining a set of
taskability graphs and a set of manipulability graphs for a set
of affordances, the concept of an affordance graph is devel-
oped, which reveals the action-possibilities of manipulating
the objects among the agents and across different places, and
also shows information about the required level of effort and
the potential spaces. Hence, the affordance graph enables an
agent to determine the action capabilities of other agents. To
examine the proposed model, a scenario is defined in which
a robot along with two human partners tries to pick objects
on a table. Meanwhile, humans not only move and change
their positions but they also change the position of the objects
on the table. Applying the proposed model, the robot is able
to update its model of the world and determine achievable
objects for different users, and also understand the possible
actions of different users dynamically.

In another work, a simulation-theory based model is pro-
posed to enable a robot to understand the environment from
the perspective of social partners to infer the intention of their
instruction and, once the robot finds the human’s intentions,
it focuses only on the important subset of the problem space,
which helps the robot to learn a task. In this order, Berlin
et al. [128] emphasized the importance of perspective taking
in the concept of teaching new tasks to robots by demon-
stration, i.e., a robot needs to understand a human teacher’s
perspective to learn from her demonstration. To enable the
robot to understand the world from its own perspective and
the teacher’s perspective, two individual components are
proposed for each one, i.e., a perception systemwhich, repre-
sents the world from robot’s perspective and a belief system,
which represents the world from the teacher’s perspective.
The perception system extracts perceptual features from raw
sensory information andgenerates the robot’s beliefs. Togen-
erate the human teacher’s beliefs, the belief system clusters
the perceptual information into discrete object representa-
tions by considering spatial relationships between the various
observations and in conjunction with other metrics of simi-
larity. During a learning episode, the robot records the states
of its own perception system and teacher’s belief system to
infer the goal from observed differences in these two worlds
during this episode. To evaluate the proposed model, a gen-

eral assembly task is designed in which the human teacher
tries to teach the robot to put a peg in the object’s hole. How-
ever, one of the objects is behind a barrier such that the robot
can see it but the teacher cannot, thus, the teacher does not
put a peg in this object’s hole. Yet, using the proposed model,
the robot can take the teacher’s perspective and understand
that this object is out of her sight, otherwise the same rule
was applied to it and a peg was placed in its corresponding
hole.

In a more advanced form of perspective taking, Breazeal
[129] proposed a model to manipulate a human user’s men-
tal state through the robot’s physical actions. To this end,
the robot obtains a model that shows how a chosen action
changes the world and how the changed world changes the
user’s mental state. Using this model, the robot is able to take
the user’s perspective andperformactions thatmanipulate the
users’ mental state in order to achieve its goals. To examine
the proposedmodel a competitive gamewas designed, where
a human and a robot have to take an object from point A and
put it in point B. The robot wins, if the two players place
different objects, and the human wins if the objects are the
same. While points A and B are hidden for the other player,
they can see each other on the way from A to B.

Three scenarios are defined to examine whether the robot
can manipulate the user’s mental state. In the first condition,
the robot aims to hide the main object it wants to play and
meanwhile leads the opponent to believe that it is carrying
another object, thereby, it carries the decoy object openly
while it caries the main object behind itself. In the second
condition, the robot only wants to hide the main object from
the human, therefore, it caries the object behind itself, and
finally, in the third condition, the robot transports the object
while the opponent has a 50% chance to see the object.

The obtained results showed that the proposed perspective
taking model enabled the robot to manipulate the human’s
mental state, i.e., in the first condition, the human selected
the decoy object, in the second condition, a random object,
and in the third condition, the object that could be observed.

Previous works showed that endowing robots with per-
spective taking, enables them to better understand their
human interactant’s intention and reason of their behavior,
which not only smooths their interaction but also decreases
ambiguity in the interaction. Yet, most of the works are
focused on visual tasks, where creating a model of the world
enables the robot to visit it from different view points and
obtain how others see the world, which can enable the robot
to perform some forms of empathy. For instance, in a sce-
nario where the human is upset/angry because of loosing a
personal item (which is not lost but is out of her sight, and the
robot can see it) the robot can use the proposed models by
Berlin et al. [128] and Fischer and Demiris [126] to take the
human’s perspective and apply reactive empathy by show-
ing her the object. However, for having a general model of
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empathy, not only visual perspective is important, but mental
perspective also is important, because there are situations in
which users may not necessarily want to show their feelings
or intentions.

To predict others’ real point of view, two approaches exist,
one, using our model of others’ mind (second order of ToM)
to imaging them in that situation and putting ourselves in
their shoes (taking their perspective), second, using our own
model of world (first order of ToM), in the case there exist no
model of others’ minds, and imagining our self in their situa-
tion [130]. However, due to individual differences, the results
of the former approach might be different than the latter. Yet,
using perspective taking enables us to infer others’ feelings,
intentions, and reason of their actions in the current situa-
tion. And indeed, the more accurate and comprehensive our
model of others’ minds (ToM) is, the better we obtain their
perspective of the world in the current frame of the world.
Similarly, once the robot has a good model of others’ minds,
taking their perspective becomes quite straightforward.

6 Discussion

Empathy is a complex phenomenon that is the result of the
interaction between different cognitive abilities (Fig. 2). The
previous sections shed light on the role of different cognitive
abilities involved in expressing empathy, i.e., self-awareness,
ToM, and perspective taking. To express any formof empathy
(evenmimicking the target’s affective state, which is the sim-
plest form of empathy), a self-awareness module is required
by which the robot is able to distinguish the target’s feelings
from its own (Fig. 2). This module should enable the robot to
find the data related to itself among all its sensory input, e.g.,
its hardware status and abilities, its knowledge about others,
etc.

In addition, the empathy model should be able to find data
related to the target, e.g., her facial expression, speech, body
language, etc. and data related to the surrounding environ-
ment, e.g., data related to her dog sitting in the other corner of
the room, or themovie she is watching on the TV. In addition,
the empathy model needs the target’s model of mind to ana-
lyze sensory data from her perspective to find her attentions
and emotions and reason about them to understand themean-
ing of the current sensory data, e.g., is she crying because she
is sad or happy?, is she angry because of themovie or because
her dog has broken her vase?Only by such amodel it is possi-
ble to understand what led the target to the current state, what
are her current intentions and goals and what can be done to
change her affective state to a better one, if necessary.

Further, the empathy model should be able to analyze the
effect of showing any forms of empathy on the target’s future
emotional state. This helps the model to provide the most
appropriate empathic behavior towards the target, which can

be parallel or reactive and convey similar or different emo-
tions. This ability also is achievable by having the target’s
model of the mind, which enables the model to predict the
target’s reactions to different empathic behaviors and eval-
uates the effectiveness of each proposed behavior before
expressing it towards the target so that after analyzing its
consequences, an adjusted version of this empathic behavior
be expressed towards the target (Fig. 2).

And finally, the model should be able to express the pro-
posed empathic behavior via facial expressions, speech, body
gestures, etc. The way different modalities are combined and
used to express the robot’s empathic behavior, depends on
different parameters including robot’s abilities, target’s age,
culture, personality, strength and type of the target’s emotion.
This procedure should continue until a final state is achieved,
e.g., target feels better, robot goes out of resources, or target
asks the robot to stop empathizing.

Therefore, a general model of empathy that can be used by
social robots (or any other artificial agent) needs to have four
fundamental modules that fulfill the following requirements:

– Sensory input, which collects visual, auditory (verbal
and non-verbal), tactile, gustatory, somatosensory, and
any other form of input data.

– Mental States,8 which represent different types of con-
tents, e.g., cognitive contents such as beliefs, intentions,
goals,memories (episodic, semantic, procedural), aswell
as affective contents such as emotional states.

– Mapping of sensory input to Mental States,9 finding
the current state of the mind, which can be done via per-
ception and attentional mechanisms, e.g.,[131].

– Mapping ofMental states to Actions, finding appropri-
ate action in current mental state, which can be done
through consciously accessible or automatic mecha-
nisms.

To achieve any general enough model of empathy, it is
necessary to develop all these four abilities not only for
self-modeling but also for hetero-modeling, i.e., modeling
of others’ minds. In fact, for higher levels of empathy, where
one needs to understand and estimate other’smental state and
then consciously select an action that will change the other
person’s mental state towards a better state, a representation
of the other person’s mind is required which enables the one
to select the appropriate actions. Thus a "models of minds"
is required, which is often referred to as "cognitive architec-
tures". An example of a cognitive architecture that aims to
model human cognition at the process level is ACT-R (Adap-
tive Character of Thought-Rational)10[132]. ACT-R consists

8 Can be considered as ToM.
9 Can be considered as Perspective-taking.
10 http://act-r.psy.cmu.edu/.
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Fig. 2 The relation between different psychological concepts of empa-
thy and the approaches that can be used and combined to generate
empathic behaviors. To perform empathy, a self-awareness module,
which enables the robot to distinguish between its own feelings and
other’s feelings, a model of ToM, and perspective taking by which the

robot can understand how the target is feeling and predict her emo-
tional state are required. In addition, the robot can evaluate its empathic
behavior through perspective taking and ToM modules to estimate the
target’s reaction to the proposed empathic behavior and adjust it, if
needed, before expressing it to the target

of different modules including visual, aural, vocal, manual,
imaginal, goal, declarative, and a central system as procedu-
ral. Each module is associated with a specific brain region
and has a role, e.g., the aural module is able to search its
auditory environment and recognize sounds and utterances,
the visual module observes elements in the model’s world,
the imaginal module holds external information, the manual
module saves connections to the outsideworld, the goalmod-
ule holds control states, the declarative module stores facts
and critical information, and the procedural system executes
steps of a procedure.Eachmodule has a small capacity known
as buffer that stores a small amount of data to represent the
current attention of the corresponding module. The contents
of the buffers at a given moment in time, represents the state
of the ACT-R at that moment.

However, Birlo and Tapus [85] argued a simple interaction
between the robot’s external states in terms of in and outputs
via the external world is not sufficient for the robot to be able
to act self-aware, instead, a robot has to create its own inter-
pretation of what it perceives and connect this information to
its current internal state as well as to its previous states. To
achieve this, they focused on the representation of internal
states. They usedACT-R and added ameta-cognitionmodule
to it, which represents the self and is an independent unit that
looks over all buffers and memory contents, and decides on
which of these buffers it will pay attention to. The selfmodule
has access to every module and buffer of ACT-R/E (Adap-
tive Character of Thought-Rational/Embodied) to be able to
retrieve information about memories and possible actions,
and also the current robot’s working memory. Based on all
this information, the self module determines the content of
its self buffer. The content of the self buffer represents the
focus of the system’s attention on a meta-level. By having all
the other buffer contents as well as ACT-R/E’s current focus

of attention “inmind", the self is able to interfere with what is
happening inside ACT-R/E’s procedural module. The proce-
dural module determines the system’s behavior and sets the
current focus of attention. As the self module has the capa-
bility to interfere in the processes of the procedural module,
it can deliberate and re-plan ACT-R/E’s behavior.

Later, Trafton et al. [133] adapted ACT-R by adding
two new modules to enable spatial reasoning in a three-
dimensional world andmademodifications to perceptual and
motor modules to allow the tight linkage between percep-
tion and action to function in the embodied world by placing
an additional constraint on cognition, i.e., cognition occurs
within a physical body that must perceive the world, navigate
and maneuver in space, and manipulate objects.

Although existing cognitive architectures are not used for
expressing empathy, they have modules required for devel-
oping an empathy model, e.g., self-awareness, reasoning,
perception detection, attention detection, etc, and can be used
as inspiration for developing general models of empathy.

7 Conclusion

This paper provides a brief and summarized overview of the
psychological background of empathy, which can be used
by HRI researchers to develop a more comprehensive model
of empathy. The types and levels of empathy are explained,
and its related psychological concepts are discussed. The cor-
responding concepts, i.e., self-awareness, ToM, perspective
taking, and also cognitive architectures as a mechanism for
developing a model of the mind, are discussed individually.
In addition, the most accepted definition for each concept,
the relation between them, and their use cases are also out-
lined. Further, the most recent developed models for each
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concept, in the field of HRI, are reviewed and explained in
the corresponding Sections.

To the best of my knowledge, no model uses self-
awareness, ToM, or perspective taking, to apply empathy,
i.e., corresponding HRI models are detached and each model
is focused on the corresponding concept and is examined
in a specific scenario to verify the proposed model. To fill
this gap, the current paper, emphasized on the importance of
incorporating these concepts to build a comprehensivemodel
of empathy and discussed potentials of cognitive architec-
ture to achieve this. In fact, having a cognitive architecture
that includes self-awareness, ToM, and perspective taking, is
able to solve different challenges in applying empathy, e.g.,
finding the right meaning of the expressed emotion, finding
the most effective empathic behavior, finding the appropriate
time for applying empathy, and finally, ability to evaluate the
applied empathic behavior.
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