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Abstract

In recent years, learning-based methods have been increasingly studied to combine social norms with mobile robot navigation,
such as social proxemics, distance to pedestrians, passing ways, etc. In these challenging tasks, existing approaches suffer from
the non-homotopic path problem, resulting in a significant difference between the demonstration path and the generated path.
To address this problem, we propose a nocel socially adaptive path planning framework for mobile robots incorporating a non-
homotopic path penalty strategy with the Rapidly-exploring random Trees Inverse Reinforcement Learning (RTIRL) called
PRTIRL. First, we propose a homotopic feature extraction method for the demonstration path and the generated path. Next,
a series of path features along with the homotopic feature are fed to the Inverse Reinforcement Learning (IRL) framework. A
non-homotopic path penalty strategy is proposed to learn homotopy features and improve the learning process. In the learning
process, the Optimal Rapidly-exploring Random Trees (RRT*) algorithm is adopted to generate paths by applying the learned
features in the sampling process. Inspired by the Turing test, a new metric is provided to evaluate the socially adaptive
navigation capability. We evaluate the proposed method with both comparative experiments and questionnaire analysis and
demonstrate that it outperforms the state-of-the-art approach.

Keywords Socially Adaptive Path Planning - IRL - Non-homotopic Path Optimization - RRT*

1 Introduction

Nowadays, mobile service robots have been successfully
applied to various environments, such as airports, hospitals
and supermarkets. Currently, most mobile robots are only
designed with optimizations related to task execution effi-
ciency, including how to quickly generate the shortest path,
shorten the navigation time, and ensure the control con-
straints of the robot, and hardly consider the compliance with
social norms. The path generated by the robot is usually quite
different from that of pedestrians, which makes it difficult
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for people to understand the behavior of the robot. Pedes-
trians often need to accommodate the movement of robots
and lack a natural and comfortable interactive experience.
As shown in Fig. 1, two pedestrians are talking as they walk
forward, and the robot has several optional paths with the
current target. In this scenario, people tend to choose path 1
to minimize the disturbance to pedestrians, so path 1 is used
as the demo path. Although path 2 can reach the destina-
tion faster, it ignores the feelings of pedestrians during the
interaction process, and does not respect the social rules of
human beings. There may be many social-adaptive paths, we
record some of them for learning to extract the inherent char-
acteristics of social adaptation. Moreover, the demonstration
paths are generated by volunteers, and we find that paths that
are not homotopy to the demonstration path may be shorter,
but are mostly not socially compliant with human behaviors.
Therefore, designing a socially adaptive navigation method
and improving the naturalness of the navigation are of great
significance for mobile robots.

In order to improve the social adaptability of robots, some
scholars have introduced Proxemics [1], an achievement in
the field of social psychology, into the field of human-robot
motion interaction, combining pedestrian-related features
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Fig.1 Schematic diagram of non-homotopic paths and robot-scenario
interaction features

with motion planners through hard programming. The meth-
ods based on Proxemics combine the influence of intimacy
between people on social distance with the path planning so
as to protect the personal space of pedestrians. Except for the
artificial features, some other social norms learning method
are also proposed for socially adaptive navigation, such as the
learning from demonstration methods [2]. Pérez-Higueras et
al. [3] proposed a method of learning social navigation from
the demonstration path, combining IRL [4] and RRT* [5]
to learn the cost function through the offline demonstration
path. The learned feature weights are applied to the real-time
path planning of RRT*, so as to provide robots with social
awareness in the robot navigation process. This work pro-
vides a way for the robot to navigate like a human and makes
the robot with certain socially adaptive capability, however,
still suffers the non-homotopic path problem.

The definition of homotopic class of paths is given in Def-
inition 1.

Definition 1 (Homotopy Class of Trajectories [6,7]) Two tra-
jectories with the same start and the same end are said to be in
the same Homotopy Class if one can be smoothly deformed
into the other without intersecting obstacles. Otherwise they
belong to different homotopy classes.

In this work, we propose to solve the non-homotopic path
problem based on the framework of [3] combined with a
non-homotopic path penalty strategy. The rest of the paper
is organized as follows: We first introduce the related work
in Sect. 1.1. The problem statement of the paper is shown
in Sect. 2. Section 3 explains the details of the proposed
Penalty based Rapidly-exploring random Tree Inverse Rein-
forcement Learning (PRTIRL) algorithm. The experimental
results are reported in Sect. 4. We draw conclusions at the
end in Sect. 5.

@ Springer

1.1 Related Work

Recently, scholars have launched a series of studies on robot
navigation in the human-robot integration environment to
ensure the comfort of pedestrians and improve the natural-
ness and smoothness of the generated path, which can be
roughly divided into four categories [8,9]: path planning
based on pedestrian motion predictors; path optimization
based on known dynamic obstacles; path planning with
hand-designed social variables; and learning-based socially
adaptive path planning.

The first kind of methods combines the path planning
with the motion prediction of pedestrians so as to avoid
the collision with pedestrians. Foka and Trahanias [10] pro-
posed a Polynomial Neural Network to predict the movement
of pedestrians. Ziebart et al. [11] proposed the maximum
entropy inverse optimal control to train a motion predictor
for pedestrians. Garzon et al. [12] collected the trajectories
of a large number of pedestrians in a specific scenario and
adopt the Gaussian process to predict the motion of pedestri-
ans. These methods usually depend on a large training data
set and cannot guarantee their generalization to untrained
scenarios.

The second kind of methods focus on the path optimization
assuming that the precise poses of the dynamic obstacles are
given. Itexplores a reactive path planner [13—15] without pre-
dictions for pedestrians, and rely on the information obtained
by the sensor to quickly plan a new path during the naviga-
tion process. The sampling-based path planning algorithms,
such as the RRT* algorithm [5], have been widely applied
in this area for its computational savings and its flexibility
in avoiding obstacles. Typically, the RRT* algorithm uses
cumulative Euclidean distance as a cost function, and takes
the shortest cumulative distance of nodes as an optimization
target. However, this kind of methods pays more attention
to the real-time performance of the reactive planning when
encountering dynamic obstacles and does not consider the
motion interaction with pedestrians.

To improve the social adaptability of robots, some schol-
ars have proposed to start with the social norms of pedestrians
and the research results of pedestrian psychology to analyze
the human-robot motion interaction mechanisms during the
robot navigation process. Helbing and Molnar [16] proposed
a Social Force Model based on a multi-particle self-driving
system, in which the path planning is influenced by the force
between pedestrians and the force between pedestrians and
obstacles. Based on the Proxemics, Huang et al. [17] pre-
sented an oval-shaped General Comfort Space model. Lam
et al. [18] proposed an egg-shaped Human Sensitive Field
model. Chi et al. [19] designed the Personal Comfort Func-
tion model, which replaces the previous deterministic model
with a flexible function and comprehensively considers fac-
tors such as height, width, density and movement speed of
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pedestrians in the environment. These models are still based
on a hand-designed social variables.

The specific implementation methods of the learning-
based socially adaptive path planning methods can be divided
into the following two groups. The first one directly learns
policies by using supervised learning, also known as inverse
optimal control [20]. This learned strategy is susceptible to
environmental noise, such as robot wheel wear and slip-
page, which will cause the drift of the optimal policy [21].
By contrast, IRL based methods directly use the cost func-
tion learned from demonstration paths for planning, which
are more robust to environmental changes. In [22-24], the
maximum entropy algorithm are adopted to learn pedes-
trian behavior model and predict social norms compliant
path. The Bayesian inverse reinforcement learning is also
usually adopted for the sampled trajectory learning [25,26].
Shiarlis et al. [27] proposed to replace Markov Decision Pro-
cess (MDP) with a progressive optimal planner RRT* in
the inverse reinforcement algorithm based on the maximum
margin, which avoids accurate modeling of the environment
and makes it more suitable for high-dimensional state space.
Pérez-Higueras et al. [3] combined IRL based on Maximum
entropy with RRT* planner, which reduces the weight of the
calculation and optimizes the performance of IRL in high-
dimensional complex spaces. The learning-based method
provides a way for the robot to navigate like a human and
makes the robot with certain socially adaptive capability.
However, few work proposed to solve the non-homotopic
path problem in the learning process. Among them, the
concept of homotopy was originally used to judge whether
the path between two points can be transited in topology.
Werner et al. [28] propose to use the topological concept of
homotopy in order to decide if two routes should be con-
sidered equivalent or alternative. Hernandez et al. [29] use
homotopy classes to constrain and guide path planning algo-
rithms. Homotopic path planners can improve the quality
of the solutions of their respective non-homotopic versions
with similar computation time while keeping the topological
constraints.

In this work, we propose to solve the non-homotopic path
problem by integrating a non-homotopic path penalty strat-
egy with the IRL method. A data set of demonstration paths
from volunteers is firstly collected in different scenarios. A
homotopic feature extraction algorithm is proposed for the
contrast between the demonstration path and the generated
path. A PRTIRL framework is proposed for the learning of
the socially adaptive features, in which a non-homotopic path
penalty strategy is proposed for the backpropagation of the
homotopy features and accelerate the learning process. The
RRT* planner is adopted here for the path generation by using
the learned socially adaptive features.

The contributions of our work are summarized as follows:

— A PRTIRL based socially adaptive path planning frame-
work for mobile robots;

— A homotopy feature extraction algorithm for two paths;

— A non-homotopic path penalty strategy for the backprop-
agation of the homotopy features; and

— A new metric to evaluate the socially adaptive navigation
capability.

2 Problem Statement

Let X € R" be the state space. Let X}, be the obstacle
space and Xyree = X'\ Xpps be the obstacle-free space. Given
the initial state of the robot as x;,;; and the goal region as
Xgoal, the path planning problem is defined to find a path
o :[0,1] = Xfpee, where the initial state o (0) = x5/, and
the terminal state o (1) € Xgoq;.

Let X be the set of all nontrivial paths. The optimal path
planning problem is then formally defined as the search for
the feasible path o* that minimizes a given cost function,
c: X—R=>0.

o™ = argmin c(o)
oeX
s.t. 0(0) = Xjnir, ()
G(l) € Xgoals
o(t) € Xfree, ¥t €10, 1].

The socially adaptive path planning aims to find a path that
is as similar as possible to the path planned by humans. Let
Ohuman be a path generated by human. The socially adaptive
path planning problem is defined as:

O-:ocial = arg H;ln [[(c(0) — c(Ohuman)|l
(A4S

s. 1. 0(0) = Xinis, )
o(1) € Xgoul,
o(t) € 'Xfrees vt € [0, 1].

In order to obtain a socially adaptive path, the cost function
used in the path planning process needs to consider elements
related to social rules, such as the distance to obstacles, the
distance to pedestrians, the passing ways, etc. Herein, let
fx) =[filx), L(x), ..y fN (x)]T denote the elements in
the cost function and then the cost function can be written
as:

N
c@) =Y w;f; ()
jX:; 77 (3)

=w’ f(x).
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Fig.2 Outline of our approach

Meanwhile, f(x) = [f1(x), f2(x), ..., fn(x)]T repre-
sents the interaction feature between the robot and the
scene and w = [wy, wa, ..., wx]’ represents the feature
weights. Features and feature weights jointly determine the
cost function of the path planner, and later IRL is used to
measure and learn the importance of each feature(feature
weight). Among these elements, whether the planned path
is in the same homotopy class of the path generated by
human is one of the key factors. As shown in Fig. 1, the
path 1 and the path 2 are in the different homotopy class.
For the clarity of expression, we represent paths belong-
ing to different homotopy classes as non-homotopic paths.
In the human-robot coexistence environment, although non-
homotopic paths are feasible and even have shorter path
lengths, they may violate social rules, such as interrupt-
ing the people in conversation. In this work, we propose
a PRTIRL framework to solve the non-homotopic path
problem.

3 Algorithms

In Fig. 2, we depict the outline of our approach, which
includes three stages: scenario setting, data set collection,
and feature learning. In the scenario setting stage, we con-
struct different human-robot motion interaction scenarios by
placing obstacles and pedestrians and setting the starting
and target poses. Herein, the information of the pedes-
trian includes the position and the direction. In the data
set collection stage, demonstration paths are generated by
manipulating the robot with a remote control handle by vol-
unteers, during which the scenario information is recorded
by a lidar. The demonstration path and its corresponding sce-
nario information constitute the training data set. Then in the
feature learning stage, the features of the scenarios from the
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data set are extracted and are utilized for the construction
of the costmap, which is used to guide the path generation
by a RRT* planner. The RRT* path and the demonstration
path are then fed to the PRTIRL module for the update of
the feature weights. After the feature learning, our approach
outputs a socially adaptive feature model, which is further
utilized in the cost function during the path planning pro-
cess. In this section, we will focus on introducing the feature
learning process.

3.1 PRTIRL

In this work, we propose a PRTIRL scheme to optimize
the feature weights in the cost function of the path plan-
ning. The general framework of PRTIRL is shown in the
Fig. 3 and its pseudocode is shown in Algorithm 1. In the
training process, a cost function is initialized for the node
connection of the RRT* algorithm. When the initial pose
and the goal pose of the robot are given, a path is gener-
ated in real time by using the RRT* algorithm, which is
denoted as the RRT* path. Meanwhile, another path, namely
the demonstration path, is manually generated by the vol-
unteers through the remote control. Then, we compare the
characteristics of the RRT* path with the demonstration
path. In this work, we propose to use two groups of fea-
tures to describe a path, namely the global features and the
local features, which will be explained in Sect. 3.2. Cor-
respondingly, a penalty function is proposed to deal with
the difference of the proposed feature set. A weight update
scheme for the cost function is proposed, especially for the
global feature. The learning process is carried out through
different scenarios until the weights of the cost function
converge.

In Algorithm 1, we explain the PRTIRL algorithm in
detail. First, the data set recorded in the first section is
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Fig.3 The general framework of training process

imported as input, including interactive scene, starting point,
target point, demonstration path and other information. Dur-
ing the training process, the feature weights w are initialized
for the node connection of the RRT* algorithm. The data
set contains a total of S training scenarios. For each train-
ing scenario s, the RRT* path algorithm is used to plan
repetition paths (Line 3,4). We compare each RRT* path
with the demonstration path, and obtain the local features F,
and global features Fy g (Line 5,6) respectively. The local
features are the sum of the features in the socially adap-
tive feature model. The calculation method of the global
features is shown in Algorithm 2. Then, We combine the
global features and local features, optimize the path fea-
ture sum through the penalty function (Line 7, seen in Sect.
3.3) and calculate the average path feature sum of all RRT*
paths ( fR gr*) in S training scenes (Line 9-11). The differ-
ence between the average path feature sum of all RRT* paths
and the average path feature sum of all demonstration paths
(fp) is utilized as the gradient (Line 12) to update the feature
weights with the help of gradient descent algorithm (Line 13)
until the weights converge and return to the weights (Line 14-
15).

Algorithm 1 PRTIRL

Input: Demo paths D = {¢{p1, ..., {ps} from S scenarios
Output: Features weights w = [wy, ..., wy]T

1: while w not converge do

2: foralls € Sdo

3 for repetitions do

4 ¢pi < RRT*(s, w)

5: Fp, < Local Feature(;y;)

6: Fyu < GlobalFeature(sy;, {py)

T f(&pi) < Penalty(f(¢pi), FL, FNH)
8 end for »

9 frgre < U f@pi)repetitions
10:  end for

1 frere < (S fhgro)/S
12: VL <« (frrr* — fD)

13:  w <« UpdateWeights(VL)
14: end while

15: return w

3.2 Robot-scenario Interactive Features

In order to describe the characteristic of a path, two kinds
of robot-scenario interaction features are extracted from the
paths, including the local features and the global features. The
local features describe the features of nodes that constitute
the path. In this work, we adopt the following local features

[3]:

e d,, the distance between the node and the target position;

e d,, the distance between the node and the nearest obsta-
cle;

e d,, the distance between the node and pedestrians; and

e 6,,the angle between the movement direction of the node
and pedestrians.

Herein, we denote the local feature setas Fy = {d;, d,, dp, 0}
The local feature focus on the interactive characteristics
between the local node with the scenario. The correspond-
ing feature weights w = [w1, wa, w3, wy, ws]T are listed as
follows .

— wi, the weight of feature d;;

— w», the weight of feature d,;

— w3-ws, the weight of features of the interaction between
robots and pedestrians d, and 6.

The larger the feature weight, the more important the feature
is.

As shown in Fig. 4, the enclosed area formed by two
non-homotopic paths with the same starting point and tar-
get point contains at least one obstacle inside, such as
pedestrians or walls, etc. In terms of socially adaptive char-
acteristics, the non-homotopic path of pedestrians often
does not conform to human behavior and causes discom-
fort of pedestrians. However, the local features can not
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Fig.4 The non-homotopic feature extraction. The green dotted line and
the red dotted line indicate two paths, respectively. Orange solid line
constitutes the detection line segment between the node pairs of the two
paths. (Color figure online)

describe the homotopic property. From a global perspective,
we propose a homotopic feature to describe the path and
focus on detecting the non-homotopic features caused by
pedestrians.

In Algorithm 2, we explain the non-homotopic path
feature extraction method in detail. To extract the non-
homotopic feature of the two target paths, we firstly segment
each path with K nodes (Line 3,4). The corresponding k*"
nodes from two paths respectively, namely < xg;;, Xpj, >,
form a pair of nodes, where k = 1,2, --- , K. Then we dis-
crete the line into steps segments between these two nodes
and steer along this line. The steer function indicates that the
coordinates of the points on the line segment are extracted
sequentially along the line segment /. If the line intersects
the pedestrian area, then the non-homotopic feature is set as
true, otherwise it is set as false. In the line 8-9 of Algorithm
2, xp, indicates the position of the p-th pedestrian in the sce-
nario and r represents the threshold of offending pedestrian
space, P represents the total number of pedestrians in the
scenario.

In the tree construction process of the RRT* algorithm, we
only adopt the local feature set to formulate its cost function
for the node on the tree, which is defined as follows:

w
crr7=(X) = Y wiFL(x, j). )
j=1

With the initialized cost function, a RRT* path can be gen-
erated with given start pose, goal pose and the specific
scenario. Therefore, the inverse reinforcement learning pro-
cess is to compare the demo path and the RRT* path and
optimize the feature weights for the cost function of the RRT*
algorithm.

@ Springer

Algorithm 2 Homotopic Feature Extraction.

Input: Arbitrary two paths ¢(p = {x41,...,xqn} and ¢p =
{xpl s eees xpm}

Output: The non-homotopic feature Fy g

1: Fyyg < False

2: for k < K do

ik < kxn/A

4 Jk < kxm/A

5 Ik < line(xqiy, Xpj,)

6: fors=0,..., steps do

7.

8

(95}

Xcurrent < Steer (I, s)
for p =0, ..., Pdo

9: if dis(Xcurrent, Xp) < r then
10: Fyy < True

11: return Fypy

12: end if

13: end for

14:  end for

15: end for

16: return Fypy

3.3 Non-homotopic Penalty based Dissimilarity
Measure

In this section, in order to measure the dissimilarity of
between the demo path and the RRT* path with respect
to the aforementioned interactive features, a non-homotopic
penalty based function is proposed, which is defined as fol-
lows:

N-1

Fr(xij) + Fr(xiy1)
flsw) = Y = i — x| 5)
i=1
l th
+FNH>x<c>x<\/max( Nf?g (cp) —-1,0). (6)
doimy xigr — xill

non—homotopic penalty: fpenalry(s)

Herein, x; denotes the i”" node on the RRT* path ¢,
F; denotes the local feature and Fyy denotes the non-
homotopic feature. ¢ is the penalty parameter from the
non-homotopic feature to the local features. length(sp)
represents the length of demonstration path and the length
of RRT* path is calculated by ZlN:_l [lxie1 — x;||. If the
global feature Fypg is True, then we set the penalty value
based on the difference between the demonstration path and
the planned path. Otherwise, we follow the original train-
ing method to train the feature weights. In addition to local
features, the proposed penalty based function focuses on
reflecting the difference on the non-homotopic feature.

An illustration of the non-homotopic penalty function is
shown in Fig. 5. Herein, ¢y denotes the Euclidean distance
between the start pose and the goal pose, which is also the
minimum value of the path length. ¢p represents the length
of the demonstration path, thus ¢p > ¢p. The horizontal
axis represents the length of the RRT* path and the verti-
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Fig.5 The non-homotopic penalty function

cal axis shows the penalty value. In the interval from ¢
to ¢p, the penalty function decreases monotonically with
respect to ¢, otherwise the penalty function is equal to zero.
This function describes the non-linearity characteristics of
the non-homotopic path well. Comparing with the demon-
stration path, non-homotopic paths are usually with shorter
path lengths. The main reason is that the attraction of the tar-
get exceeds that of the socially adaptive factors. Therefore,
a higher penalty value is set when the length of the RRT*
path is much shorter than that of the demonstration path and
the penalty value decreases quickly when the length of the
planned path approaches the demonstration path. No addi-
tional penalty presents when the length of the planned path
is longer than that of the demonstration path in this case, the
difference between the planned path and the demonstration
path can be reflected well by the local features.

3.4 Simulated Robot Platform

With the proposed cost function, the difference of the fea-
ture expectations of the planned path and the demonstration
path can be calculated among different repetitions in various
scenarios. The gradient descent method is adopted to update
the feature weights until the weights converge. This finishes
the feature learning process. After that, the learned feature
weights can be utilized in the RRT* path planning process,
as presented in Equation (5).

4 Experiments

The mainstream evaluation methods of robotic socially adap-
tive navigation capabilities are generally based on Proxemics
and objective analysis of experimental data. We are inspired
by the Turing test [30] and incorporate human subjective
initiative into the evaluation method. The Turing test was
proposed by Alan Mathison Turing, which refers to the ran-
dom question of the testee through some devices when the
tester is separated from the testee (a person and a machine).
After multiple tests, if the machine made the average par-

........... Lidar Data

Demo Path
Pedestrians’ » Goal
Start {
K- .w“"Robot
\ _E

Fig.6 Datasetrecording. The black in the figure represents static obsta-
cles, the red dots on the edges of the obstacles represent Laserscan data
of lidar, and the red dots represent PointCloud2 data of lidar. (Color
figure online)

ticipant make more than 30% false positives, the machine
passed the test and was deemed to have human intelligence.
Herein, we also use the same method to test whether the
path planned by the robot is recognized by people. Combin-
ing objective data and evaluation, the evaluation method of
robot’s socially adaptive navigation ability is optimized. The
experimental results of these two aspects both show that our
method has achieved better results.

In order to verify the feasibility of the proposed algorithm
in human aware navigation, we build a simulation experi-
ment framework. ROS [31], as a robot platform with good
reusability, is welcomed by many companies and researchers
in related fields. This paper uses ROS simulation software
stage, 3D visualization tool rviz and related plugins to build
a simulation environment, so as to realize the construction
of static maps and the generation of demonstration paths.
The robot model uses robotic wheelchair [32] equipped with
lidar, as shown in Fig. 6. In order to lighten the navigation
dataset, lidar is used as the only sensor source in this work to
observe the surrounding scenario. The lidar sensor installed
in front of the robot has a scanning range of 360° and a
maximum detection distance of 10m.

4.1 Navigation Scenario and Dataset

We complete the design of the human-robot integration sce-
nario and the recording of the navigation data set in the built
simulation experiment environment. The related technolo-
gies are shown below. Firstly, a static obstacle map is drawn
and published to rviz. Then the start and goal are set on the
map, using the stage simulation platform to import the robot
pose and pedestrian pose, and visualizing it in rviz. Then
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Fig.7 Evolution of the weights during the learning iterations. (a) Weights trained by RTIRL. (b) Weights trained by PRTIRL

we control the robot through the remote control to generate
demonstration path in the designed scenario. The demonstra-
tion path is composed of a series of discrete nodes with time
stamp information. After that, the sensor data (static obstacle
information), demonstration path, pedestrian pose, start, and
goal are packed into a dataset file.

4.2 Objective Evaluation Metric

Figure 7 respectively shows the convergence of the weights
corresponding to the features mentioned in Sect. 3.2 along the
iterations of the RTIRL and PRTIRL. It can be found from the
figure that as the number of iterations proceed, both methods
can make weights converge, but the final convergence results
are different. Compared with PRTIRL, the final convergence
weights of RTIRL is more biased towards w1 (the distance
to goal), and the pedestrian-related weights do not converge
correctly. Therefore, as shown in Fig. 8, the planned paths
in some scenarios cause potential interference to the normal
movement of pedestrians.

We selected two metrics for objective evaluation: dissim-
ilarity and Homotopic rate.

Dissimilarity is numerically approximately equal to the
area of a closed area composed of two paths (demonstration
path and planned path) with the same start and goal calcu-
lated according to the Riemann integral, and the difference
between the two paths is vividly and visually compared. The
outgoing path is closer to the demonstration path. The smaller
the dissimilarity, the more similar the planned path is to the
demonstration road.

As shown in Fig. 8, pedestrian 1 will be blocked by the
path (green) planned by the robot during the process of

@ Springer

Fig. 8 The relationship between path homotopic and navigation
effect.The red discrete points in the figure represent the demonstra-
tion path, and the green discrete points represent the path generated
by RTIRL. The green column indicates the pedestrian, and the green
arrow indicates the direction of the pedestrian. The orange arrow indi-
cates goal. (Color figure online)

walking to pedestrian 2, interrupting the approach of the
two and interfering with the pedestrian’s original trajectory.
In this situation, the pedestrian needs to sacrifice psycho-
logical comfort to compromise the robot’s movement. In
comparison, although the demonstration path is long, it can
ensure that pedestrians’ actions are not disturbed, and ensure
the pedestrian’s physical safety and psychological comfort.
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Fig.9 Dissimilarity for the 3 groups

Therefore, we determine that the planned path similar to the
pathin Fig. 8 is a manifestation of the failure of socially adap-
tive navigation, and whether the path homotopic also fits this
feature. Thence we use the homotopic rate of the path to rep-
resent the degree of anthropomorphism of the planned path
on the other hand.

The data set contains 25 sets of scenarios, corresponding
to 25 demonstration paths, and the area of all scenarios is
12%12m?. In order to comprehensively compare the general-
ization of the scheme, cross-validation is adopted. 15 groups
are used as the training set training feature weights, and 10
groups are used as the verification set to analyze the path
dissimilarity and the homotopic rate of the planned paths. A
total of three groups of experiments are done. The dissimilar-
ity and homotopic rate obtained through the verification set
are shown in Fig. 9 and Table 1. It can be concluded that by
introducing non-homotopic detection and penalty function in
the training process, the weights corresponding to pedestrian-
related features are adjusted in a targeted manner, enentually
making the path planned by our method more suitable for
the demonstration path and improving the homotopic rate to
a considerable degree.

Overview

A questionnaire is designed divided into four different
tests to complete the evaluation method of the robot’s social
navigation capabilities from the perspective of human psy-
chology. 33 participants coming from place ! were invited
to participate in this questionnaire, completing all stages
of the questionnaire individually. Finally, 30 of these sam-
ples were effectively recycled with an average age of 25.15
and standard deviation of 1.29. The average time used to
finish the questionarie is 11.8min. In order to increase the
representativeness and diversity of the questionnaire, the

1" School of Mechanical and Electric Engineering, Soochow University

research directions of the 30 participants range from tra-
ditional mechanical engineering lacking robot experience
to the field of mobile robots classified into industrial robot
group, divided into 5 groups (see Table 2). There are only
two participants in the direction of mobile robots related to
the thesis, ensuring the objective and fairness of the ques-
tionnaire survey.

4.3 Subjective Evaluation Metric

The questionnaire has gone through four stages. The general
scheme of the questionnaire is presented in Fig. 10. Table 3
lists the studies that we have conducted in questionarie along
with the objectives of each stage.

First, several priori questions related to daily behavior of
participants were proposed to record the issues that partici-
pants pay attention to during daily social interaction. Second,
the behavior habits and concerns recorded in Stage 1 are
vertified according to the interaction path selected by par-
ticipants in Stage 2. The degree of correlation between the
two stages determines the validity of the questionnaire. In
the third stage of questionarie, the anthropomorphic confi-
dence of path generated based on PRTIRL is investigated
by conducting a Turing-like test. Last but not least, we uti-
lize a Likert scale to evaluate the superiority of our proposed
algorithm in comparison with the state-of-the-art planning
algorithm.

Stage 1-Collect Behaviors In this section, to collect the par-
ticipants’ daily behaviors on the interaction with other people
and issues for robots in human-robot interaction, we pro-
posed several qualitative questions with relative results in
Table 4. It can be qualitatively analysed that in order to avoid
embarrassment, 73.33% of participants choose to detour
when facing a scenario with a dense flow of people. Differ-
ent participants may have diverse ways of thinking, herein
dissimilar strategies will also be adopted. Obviously, it is too
arbitrary to judge the validity of the questionnaire on this
basis, and the second part must be combined to jointly deter-
mine whether it can be effectively recycled. It is also clear
from Table 4 that all participants account that robots need
to fully respect human behavior and habits in human-robot
interaction. In addition, the precautions for robot navigation
in such scenes are proposed from different angles, such as the
distance between pedestrians and robot, the angle between
pedestrians and robot, the length of path planned by robot
and the relative speed of pedestrians and robot.

Stage 2-Comparision between Paths Generated by A*
and Demo Paths In order to verify the quality of the ques-
tionnaire, we combined the collection of daily behavior in
Stage 1 with the figures of scenarios to comprehensively
check the credibility of the questionnaire. We designed six
groups of representative interactive scenarios, each of which
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Table 1 Dissimilarity means

and standard errors committed RTIRL PRTIRL
by RTIRL and PRTIRL Group No 1 2 3 1 2 3
Dissim 0.0156 0.0153 0.0123 0.0135 0.0143 0.0097
Stddev 0.0148 0.0139 0.0105 0.0137 0.0149 0.0087
Stderror 0.0025 0.0022 0.0017 0.0023 0.0023 0.0014
Homotopic Rate 77.5% 60% 80% 90% 87.5% 95%
Table 2 Distribution of participants’ research directions
Mechanical Engineering Materials Engineering Industrial Robot Medical Robot Microsystems
7 9 7 4 3
paths, and the unit length of each grid is Im. A question is
S proposed for participants based on Fig. 11:
In the following scenario, which path best suits your
behavioral habits?

Staget Cgfhcév?:r"y ngfgal\:/)ﬁ:y Stage2 Parzi?;ant Then, the results of the two stages of the survey were
combined to verify the validity of the questionnaire. If a
participant chooses to cross the crowd in Stage 1, then the

Ni participant should prefer to choose the path generated by

Valid? the A* algorithm in Stage 2, which means that the personal

comfort is not taken into account by the participant in social

Y interaction. If the participant chooses the demo path inStage

Turing-fike 2, it means that the investigation results of the two stages

Stage3 Test are inconsistent, and the questionnaire is regarded as invalid.
Conversely, if a participant chooses to bypass the crowd in

T Stage 1, then the participant should prefer to choose the demo

Stage4 | with state-of- path in Stage 2 as a personal habit; if the participant chooses
the-ait the path generated by the A* algorithm in Stage 2, it means

Fig. 10 The process of subjective experiment

consists of two pictures and two paths (see in Fig. 11). In the
interactive scenario shown in Fig. 11, the paths generated
by A* are compared with the artificially set demonstration

that the investigation results of the two stages are inconsis-
tent, and the questionnaire is also regarded as invalid.
According to this method, out of 33 questionnaires, 3 were
excluded, and 30 sample papers were effectively recovered.
In the six designed scenarios, the percentages of partici-
pants choosing demonstration paths are shown in Fig. 12,
indicating that the absolute majority of participants feel

Table 3 List of experiments

L Experiments
conducted and their objectives P

Objectives

Stage 1: Investigation of daily habits

Stage 2:Comparison between the path generated by
A* planner and the demonstration path

Stage 3:Turing-like test

Stage 4:Comparision between paths based on RTIRL

and PRTIRL

1-To collect behavior of participants Qualitatively
2-As one of the assessment methods of the validity
of the questionnaire

1-To validity behavior of participants Qualitatively
2-As one of the assessment methods of the validity
of the questionnaire

To calculate the anthropomorphic confidence of the
navigation trajectory quantitatively

To highlight the effect of PRTIRL in solving
non-homotopic path optimization quantitatively
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Table 4 Collection of

behavioral habits and
precautions for human-robot

interaction

Questions

Results

Question 1: When faced with a scene with a lot of
people, (a)go around from a place with fewer
people; (b)go straight through the crowd

Question 2:Do you think robots need to respect
people’s daily behaviors and habits during
human-robot interaction?

Question 3:What factors do you think robots need to
consider in the process of human-robot interaction?

(2)73.33%; (b)26.67%

(2)100%; (b)0%

1.distance between pedestrians and robot 2.angle
between pedestrians and robot 3.length of path

planned by robot 4.relative speed of pedestrians
and robot

(a) A*

Fig. 11 Comparison between the path generated by A* and the demon-
stration path. The path is marked by green discrete nodes, goal point
is marked in red, the other end of the path is the starting point. The

1.0 4 0.967
o5 0.833 08 08 0.833 0.833
C
o)
S 0.6 -
o
Q.
<]
o
0.4
0.2 -
0.0 T T T T T T
1 2 3 4 5 6
Scenario

Fig. 12 Proportion of selecting demonstration path

PRl TT TV L

d

(b) demo path

green column indicates the pedestrian, and the green arrow represents
the direction the pedestrian is facing. (Color figure online)

more friendly to demonstration paths. Although the paths
planned by A* planner can reach the goal faster, it ignores
the interaction of pedestrians, which are typically rejected
by participants. In certain scenarios, participants tend to be
subjective in thinking. Thus the existance of certain fluctu-
ations is also resonable, as long as satisfying the validition
requirements of the questionnaire.

Stage 3-Turing-like Test: Assessment of Anthropomor-
phic Confidence of Path Generated based on Our Frame
Inspired by the Turing test, the demonstration paths and the
paths planned by robot based on PRTIRL are mixed together
in a certain proportion to form a navigation trajectory data
set of 16 scenes. The probability that the robot path is mis-
taken as a demonstration path is calculated by Eq. (7), which
is numerically equal to the anthropomorphic confidence(ac)
of the navigation path. One of scenarios and path are shown
in Fig. 13. A question is proposed for participants based on
Fig. 13:
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Fig. 13 Turing Test. The annotations are the same as in Fig. 8. The
barrier expansion layer is marked in pink. The orange arrow indicates
goal

Which path do you think the path in the graph is more likely
to belong to?
(A) demonstration path; (b) robot path

The final anthropomorphic confidence of social navigation
scheme based on PRTIRL is 70.77%, as far as we know, this
evaluation method for assessing the quality of social naviga-
tion is the first to be proposed, indicating that our method can
behave socially adaptive during human-robot interaction.

S mis(ij)

N
ac = ZZ @

‘T MPRTIRL * N

i 1 if robot path mistaken @)
mis(ij) =
J 0 otherwise

where § is the number of total scenarios, N is the number
of participants, mis(ij) represents whether the path based on

(a) RTIRL

Table 5 The relationship between behavioral compliance and score

Strongly agree  Agree Common Disagree  Strongly disagree

5 4 3 2 1

PRTIRL is mistaken as demonstartion paths, and NprrRL
is the number of paths based on PRTIRL in scenarios.

Stage 4-Comparision between Paths based on RTTIRL and
PRTIRL In order to verify the effect of social navigation
after the introduction of non-homotopic optimization, a total
of 9 scenes were designed, and each scene uses the trained
results of RTIRL and PRTIRL to guide RRT* to generate
paths (see Fig. 14). The participants are asked to score the
path in the scene according to their behavior habits, the items
were evaluated on a 5-point Likert scale (see Table 5). A
question is proposed for participants based on Fig. 14:

Which path do you think is more in line with your behavior
in the next group of figures? please rate them separately

The score is sorted out by Eq. (9):

P
SCOV €kind = Z Z gj)’;"d. )
i=1 j=l1 *

PRTIRL-kind=1, RTIRL-kind=0; P(ij)king indicates the
path score, referring to Table 5. The final average scores
of RTIRL and PRTIRL are shown in Table 6. According to
the scores of 30 participants on the two paths in 9 scenes,
we choose the average score of the two paths in each scene
as the measurement scale (Fig. 15). In most scenarios, the
paths generated by our method are more popular with par-
ticipants, especially when non-homotopic paths appear in
RTIRL, participants will give very low scores according to
the likert table. After introducing non-homotopic detection
and penalty function, PRTIRL will fully respect the comfort
space of pedestrians and avoid generating a planned path that
is not homotopic with the demonstration path, so it is more
recognized by participants.

(b) PRTIRL

Fig. 14 Comparison between the paths generated by RTIRL and PRTIRL. Part of the labels is the same as Fig. 8
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Table 6 The scores of RTIRL

RTIRL PRTIRL
and PRTIRL
3.21 4.36
6
RTIRL
PRTIRL
4
o
Q —
O
n
24
0

1 2 3 4 5 6 7 8 9
Scenario

Fig. 15 Average score of RTIRL and PRTIRL in all 9 scenarios

5 Conclusions

We propose Penalty Rapidly-exploring random Trees Inverse
Reinforcement Learning (PRTIRL), which is used to guide
robots to learn navigation behaviors with social adaptability
from demonstrations. Using RRT as a path planner, through
Inverse reinforcement learning the cost function of RRT*, the
problem of robot navigation in high-dimensional and com-
plex human-robot interaction scenarios can be quickly and
effectively solved. We introduced non-homotopic detection
and penalty functions in the inverse reinforcement learn-
ing module to improve the performance of the algorithm in
complex human-robot integrating scenarios and increase the
generalization of behavior.

In addition, the objective data and subjective investiga-
tion are combined to optimize the evaluation method of the
robot’s socially adaptive navigation capability. The results
show that the path generated by our method in the inter-
active scenario with denser traffic and narrower space can
be closer to the demonstration path and achieve satisfactory
results.
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