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Abstract
Anthropomorphic design in intelligent agents (IAs) applies the concept of human features to inanimate objects. However,
there is a trade-off between personalized service and information protection when people share their information towards
IAs. This study examined the influence of social responsiveness (a highly responsive IA vs. a low-responsive IA) and video
modality (with video modality vs. without video modality) on the anthropomorphic IAs in an Internet of Things context.
The participants (n � 64) were randomly assigned into four groups with balanced gender. In the experiment, participants
encountered two tasks with an anthropomorphic IA and reported their disclosure tendency towards the IA. The results indicate
that social responses can enhance the user perception of self-disclosure tendency, perceived personalization, and satisfaction.
Although video modality aroused higher privacy concerns, its impacts on the user perception of personalization and user
satisfaction were not significant. Interestingly, users reported a higher disclosure tendency towards IA with video modality.
The findings show the potential of anthropomorphic IA as social companions. The theoretical as well as practical implications
of these findings are discussed.
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Abbreviations

CG Computer Graphics
IA Intelligent agent
IoT Internet of Things

1 Introduction

Concomitant with recent advances in artificial intelligence,
voice-command agents with integrated artificial intelligence
are being widely used in various types of services, includ-
ing smart homes and electronic workplaces. The adaptive
learning ability of intelligent agents (IAs) enables them to
provide users with accurate and personalized services when
users share their personal information. For example, users
can disclose a daily routine to generate a to-do list, reveal
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their foodpreferences to obtain dining recommendations, and
report their health conditions to obtain medical suggestions.
In addition, social agents that encourage self-disclosure can
also prevent users, especially the elderly, from being socially
isolated [1]. However, agents requesting private information
may make users feel uncomfortable, leading to their refusal
to disclose information and restricting the personalization
of services [2–4]. Hence, there is a trade-off between per-
sonalized service and privacy protection when people share
their information with IAs. This study examines the balance
between personalized services and privacy concerns in agent-
mediated interaction.

Self-disclosure is defined as the behavior of revealing
personal information to others. The motivation of self-
disclosure has been explained via a privacy calculus theory,
which states that individuals disclose personal information
based on a cost–benefit trade-off [5]. In human–computer
communication, active responses like nodding from a non-
anthropomorphic robot were found have a positive effect on
users’ disclosure and evaluation [6]. Based on the privacy
calculus theory, intrusive technologies, such as those with
video modality, would prevent users from sharing personal
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data with a mobile phone [7]. Many previous studies focused
on the possibility of using IAs instead of human consultors
to encourage users’ self-disclosure in interviews, especially
medical interviews [8–10]. Visual anthropomorphic cues in
IAmight arouse private and public consciousness and lead to
less disclosure on health websites [9, 10]. Regarding the IoT
context, human–computer interactions are no longer limited
to graphical user interfaces. With the changes in the interac-
tion, users expect the IA to exhibit more anthropomorphic
cues and social characteristics [1, 11, 12]. Unlike conversa-
tional agents on our smartphones, smart home agents were
connected to diverse home appliances and coexisted with
users in a physical environment. Therefore, users might
regard them as home scenario-related roles, such as pets,
roommates, or family members. We assumed that coexis-
tence in space would shorten the psychological distance
between users and agents, and users would share more indi-
vidual information with agents in the smart home scenario
[12]. Therefore, we are interested in how users view their
relationshipwith anthropomorphic IAs in the IoT context and
how their disclosure tendency is influenced by anthropomor-
phic design, like social responsiveness and video modality.
As the cost–benefit trade-off theory regarding self-disclosure
has often been discussed in e-commerce, we are also inter-
ested in how it applies in the context of the IoT.

To address these questions, we employed social responses
and videomodality as independent variables and investigated
their effects on the users’ disclosure tendency. In particu-
lar, we examined these effects in a mock-up life space, in
which we manipulated responsiveness (i.e., a highly respon-
sive IA vs. a low-responsive IA) and video modality (i.e.,
an IA with video modality vs. without video modality). In
addition to self-disclosure, we measured service satisfaction,
perceived personalization, and privacy concern towards IAs.
After the agent-mediated communication, we also conducted
an interview to collect participants’ attitudes towards anthro-
pomorphic IAs.

The two major contributions of this study are as follows.
(1) We analyzed the influence of social responses and video
modality on the disclosure tendency, and provide design
suggestions for anthropomorphic IAs. (2) We explored user
attitudes towards anthropomorphic IAs and demonstrate the
potential of anthropomorphic IAs for social-companion pur-
poses in agent-mediated interaction.

2 Literature Review

2.1 Anthropomorphic IAs

It has been reported that humans have an inherent tendency to
interact with social computers, such as IAs, in a “fundamen-
tally social and natural” way as if they were real people. An

online survey on Amazon’s Alexa determined that more than
half of the users personified their smart agent unintentionally,
such as using the name “Alexa” or the personal pronoun “she”
to describe the agent [13]. Kang and Kim [14] found that
adding humanlike expressions to smart objects evoked posi-
tive user feedback and deepened the user–agent relationship.
Further, Pütten et al. [15] found that embodied conversational
agentswithmore anthropomorphic features aremore likely to
trigger social behaviors from users. Thus, the anthropomor-
phic design of computer roles allows users to substitute the
social interaction mode between people into the interaction
between people and inanimate computers, which changes the
psychological model of the user–computer relationship.

The implications of anthropomorphic agents have been
discussed for decades [16]. Quantitative meta-analyses have
revealed significant impacts of the animated interface agents
on the subjective and behavioral responses of users [17].With
the development of information communication technology,
the implications of IAs have expanded from computer-
mediated communication to offline services. A field study at
the BostonMuseum of Science determined that the design of
a friendly IAwith virtual embodiment as amuseumguide can
increase the time users spend in a physical environment [18].
Furthermore, Kim et al. [19] found that users showed greater
confidence in a virtual agent with a human body instead of
solely depending on voice feedback. IAs can express their
perception of the surrounding real world or exert their influ-
ence on the environment through visual embodiment, which
improves the user’s sense of trust. Kang and Kim [14] also
found that adding a smiley face to smart lights can elicit more
positive user responses by increasing the sense of connect-
edness between users and smart lights.

Regarding self-disclosure towards anthropomorphic
agents, researchers have not reached a consensus. Several
studies have stated that humanlike images might increase
social anxiety and public self-awareness, which in turn
can lead to less information disclosure [9, 10, 20–22]. On
the other hand, Sah and Wei [9] reported that the lin-
guistic anthropomorphic cues of IAs can promote users’
social perception and information disclosure on a health
website. Laban’s study also claimed that embodiment of
conversational agents could simultaneously promote dis-
closure quality and quantity [23]. Kim et al.’s study [19]
proved the positive effect of visual embodiment on the users’
trust in the IA’s ability, which might positively influence
the users’ expectations of reciprocity. In this context, the
users’ self-disclosure tendency might be enhanced by visual
embodiment according to privacy calculus theory. A study on
smart home IAs also found evidence that anthropomorphism
can reduce users’ negative influences caused by intrusive
technology [24].
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2.2 Social Responsiveness of Anthropomorphic IAs

A survey on Amazon’s Alexa found that the interactions
between the users and an IA can be categorized into five
levels, from low to high sociality: information sources
(e.g., news and weather; accounting for 38.9% of interac-
tions), entertainmentmedia (e.g., playingmusic, audiobooks,
and games; 79%), life assistants (e.g., shopping, schedule
reminders, and home control; 33.4%), conversation partners
(e.g., talking to them; 5.5%), and close others (friends, room-
mates, and family members; 7.2%) [15]. Some studies have
reported that users are willing to establish interpersonal rela-
tionships with the anthropomorphic agents, similar to those
with friends or family [15, 25]. In the smart home scenario,
IAs are preferred when they exhibit humanlike personality
traits, such as agreeableness, conscientiousness, and open-
ness [11]. When a robot shows empathy to a subject through
facial and verbal expressions, the subject will perceive the
robot as friendly and give a positive evaluation [26]. There-
fore, users might also expect anthropomorphic IAs to exhibit
social ability to satisfy their emotional needs apart from task-
oriented interactions.

According to privacy trade-off theory, social rewards
may serve as intangible benefits and promote users’ self-
disclosure [27, 28]. Social rewards refer to positive emotions
like satisfaction, pleasures, and enjoyment obtained from
social communication [27, 28]. Hoffman et al. [6] designed a
social robot and established that the robot could induce pos-
itive emotions from subjects through actions like nodding
their heads during subjects’ verbal disclosure. Therefore,
agents’ positive responses to users’ disclosure can further
promote users’ disclosure tendency. In Hoffman’s study [6],
the responsiveness of robots was measured as “perceived
partner responsiveness (PPR)”, which refers to the "belief
that the robot understands, values, and supports important
aspects of the self". Responsiveness is frequently discussed
in interpersonal communication, and it is related to many
positive outcomes, including attraction, relationship quality,
happiness, emotional distress [29, 30]. Maisel’s model of
responsive behaviors consists of three components: under-
standing, validation, and caring [31]. Understanding refers
to active listening, showing attention, and understanding the
disclosing contents. Validation means making the discloser
feel respected and reinforcing their opinions. Caring includes
expressions of love and care about disclosers. With these
components in mind, our study focused on the impacts of
verbal responsiveness instead of responsive behaviors, since
verbal contents can also exhibit validation and caring towards
users [32]. Thus, we expected that the verbal responsiveness
of anthropomorphic IA could promote user disclosure ten-
dency.

Hypothesis 1 Users will disclose more personal information
to a highly responsive anthropomorphic IA than a low-
responsive anthropomorphic IA.

2.3 Anthropomorphic IAs with VideoModality

In general, IAs respond to users according to their voice
commands. But sometimes, the voice alone cannot convey
the users’ intents accurately. Research on speech recogni-
tion indicates that adding lip-synch recognition can increase
recognition accuracy and reduce the negative influences of
environmental noises [33, 34]. IAs can also read users’ facial
expressions and identify their dynamic emotions via the
videomodality [35]. In the context of IoT, videomodality can
provide fall detection of the elderly in home environments
and enhance home security and safety as well [36]. Thus, to
improve the performance of intelligent agents, especially in
the smart home scenario, video modality is a frequently used
technology.

However, video modality might be perceived as a kind of
surveillance and arouse negative emotions in users. With the
pervasiveness of video modality in our daily life, there is a
growing concern regarding the collection of sensitive data
and its purpose [37]. According to the privacy calculus the-
ory, intrusiveness of technology with video modality might
increase users’ privacy concern, consequently reducing their
use intention and disclosure tendency. Bailenson et al. [20]
reported that users disclosed less personal information when
interacting with an agent through video conferencing than
voice only. Video modality appears to prevent users from
utilizing more personalized and intelligent services. In our
study,we explored howuser disclosure is influenced by video
modality in human-agent communication, and assumed that
users’ disclosure tendencywill beweakened by videomodal-
ity:

Hypothesis 2 Users will disclose less personal information
to an IA with video modality than an IA without video modal-
ity.

3 Methods

3.1 Experimental Design

To test our hypotheses and answer our research question,
we conducted a two (responsiveness: a low-responsive IA
vs. a highly responsive IA) by two (video modality: with
video modality vs. without video modality) between-group
experiment. Each participant was instructed to perform two
tasks with an anthropomorphic IA in an IoT context.
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3.2 Participants

Sixty-four participants (32 females) were recruited via an
online questionnaire from Tsinghua University. According
to the G power calculation [38], the minimal sample size of
two-way ANOVA is 52, when setting effect size � 0.4, α �
0.05, 1−β � 0.8. Therefore, the sample size of our study is
acceptable for this experimental design. The average age of
participants was 23.55 years (SD � 2.42). Each participant
received a cash compensation after the experiments. Par-
ticipants were randomly assigned into four conditions with
balanced gender. Demographic variables (i.e., age, gender,
past experience with IAs) were summarized after the exper-
iment and no significant differences were found between
the experimental conditions. The study was approved by the
appropriate institutional review board.

3.3 Procedure

The duration of the experiment ranged from to 50–60 min.
Upon arrival in a waiting room, participants were required
to read and sign an informed consent form that included the
experiment’s basic information and how their experimental
data can be used. The researcher then gave a brief introduc-
tion of the experimental tasks, and thereafter, the participants
were guided into the smart home space and asked to sit on
the sofa, facing the anthropomorphic IA. The virtual embod-
iment of the IA was projected onto a white wall via the
projection. Participants in the video condition were informed
that the agent could “see” their facial expressions via the
smart camera and better understand their verbal disclosure.

In the experiment, participants were asked to complete
two tasks with the IA. The first task was to experience the
basic functions of the IoT-IA, including information consult-
ing and remote control of smart devices. Participants were
told that they could control smart devices through voice inter-
action with an anthropomorphic IA in this environment. The
second task featured interview-style communicationbetween
IA and participants. The IA first asked the participant a ques-
tion, and then it responded after each participant’s answer.
This dialogue was repeated for ten rounds. Participants were
informed that their personal information was collected for
personalized service purposes in this interview communi-
cation. In the same experimental group, the IA’s verbal
feedbacks followed a fixed pattern to manipulate the respon-
siveness level.After the two tasks, the participantswere asked
to complete post-task questionnaires and a brief interview.

3.4 Laboratory Settings

The experiment was conducted in a laboratory, which simu-
lated a smart home space with controlled layout, and no out-
side distraction. The smart home space included a projector,

sound-box, light-emitting diode strip, table lamp, humidifier,
temperature and humidity sensor, human body sensor, and
wireless button. In addition to these low-intrusiveness smart
devices, a smart camera was included in the video group.
We also decorated the spaces to make themmore immersive.
Therewas a clothes-stand, side table (with various household
goods), sofa, dog toy, and other items in the 4 × 5 m space.

3.5 Wizard of Oz Design

The smart devices were remotely controlled by a researcher
sitting in the next room via a smart phone. The anthropo-
morphic IA was remotely controlled via a computer. The
embodiment of the anthropomorphic IA was synthesized by
using a virtual character software program (Facerig) that
could track the user’s real-time facial expressions and gener-
ate a virtual character. The voices of the IAswere synthesized
by using text-to-speech software (XunJie Text-to-Voice soft-
ware). The Wizard of Oz method allowed us to simulate
the interaction between the participants and the IA without
failure cases resulting from imperfect natural speech recog-
nition.

According to Chateau et al. [39], users’ attitudes and
emotional feedback toward IA are positively related to the
speech synthesis quality. Therefore, we selected a natural
voice package in the IA design to avoid bias based on speech
quality. In addition, we adopted a 2D-cartoon image, instead
of a 3D image, to avoid social anxiety resulting from the
uncanny valley effect. The 2D-cartoon image was a young
female with a friendly and harmless appearance. The char-
acter was rigged and designed with animations for blinking,
gazing, raising the eyebrows, and speaking (lip-sync accord-
ing to the synthesized speech). She had a friendly and polite
demeanor during the interaction.

3.6 Manipulation

The verbal responses of IA were designed with two levels
of responsiveness: high and low. In our study, the highly
responsive IAwould showmore positive feedback, validation
and care than the low-responsive IA. An example of highly
responsive and low-responsive feedback in Task 2 is listed
in Fig. 3, and the complete dialogue script is attached in
Appendix A. Complete dialogue script of agents.

The participants in the video group were informed that
the anthropomorphic IA could “see” them through the smart
camera and was collecting their real-time body movement
and facial expressions. In the non-videogroup, the participant
was informed that the smart camera was only for experiment
recording and was not connected to the IA, nor the experi-
menters.
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Fig. 1 Laboratory setting of
experiment

Fig. 2 Real scene in experiment room

Fig. 3 An example of the dialog in Task 2

3.7 Measures

All the subscales were measured on a 7-point Likert scale
(from “strongly disagree” to “strongly agree”). The complete
questionnaire used in the study is summarized in Appendix
B.

Manipulation check. For the responsiveness manipulation
check, the perceived responsiveness of the anthropomorphic

IA was measured by using a composite instrument adapted
fromBirnbaum andReis [6, 40]. The scale has been validated
and found reliable in prior studies and also showed high inter-
nal consistency in our sample (Cronbach α � 0.957). For the
video modality manipulation check, participants were asked
for their responses to the following statement: “I felt I was
monitored by the IA.”

Self-disclosure. We adapted a shorter version from the
Self-Disclosure Questionnaire [41–43], which includes six
types of information (interests, attitudes, work, money, per-
sonality, and body). The scalewas factorially unidimensional
and internally consistent in our sample (Cronbach’s α �
0.692).

In addition to self-disclosure, we also measured par-
ticipants’ evaluation towards IAs, including satisfaction,
personalization, privacy concern, and preference.

Satisfaction.The users’ service encounter satisfactionwas
measured based on four statements: “I am satisfied with the
service,” “I think the interaction with the IAs is pleasant,” “I
amwilling to use this IoT service in this scenario,” and “I will
recommend this IoT service to people aroundme.” This scale
was factorially unidimensional and internally consistent in
our sample (Cronbach’s α � 0.907).

Personalization. Personalization refers to the extent to
which a customer feels that the service is appropriate, which
is based on their personal information and needs [44]. Per-
sonalization was measured using a simplified version of the
Personalization Scale [45], which consists of three items
(e.g., “The virtual agent understood my needs.”). The short
version has also been validated and determined to be reliable
in prior studies [46]. This scale was factorially unidimen-
sional and internally consistent in our sample (Cronbach’s α

� 0.733).
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Privacy concern. The participants’ privacy concern was
measured based on the following three statements: “I feel that
my privacy has been compromised,” “I feel anxious when
interacting with IAs,” and “I feel uneasy when interacting
with IAs.” The scale showed high internal consistency in our
sample (Cronbach α � 0.750).

To explore the individual differences among the partic-
ipants, we measured the users’ personality characteristics:
shyness and self-consciousness, which were often measured
in self-disclosure studies [20, 21, 47].We alsomeasured indi-
vidual preference towards IAs.

Shyness. We adopted a revised version of the Cheek and
Buss Shyness Scale, which has been validated in prior stud-
ies [48, 49]. This scale was factorially unidimensional and
internally consistent in our sample (Cronbach’s α � 0.916).

Self-consciousness. We adopted a revised version of
the self-consciousness scale, which has been validated in
prior studies [50]. The scale includes two types of self-
consciousness: private and public. The questionnaires for the
two dimensions were factorially unidimensional and inter-
nally consistent in our sample (Cronbach’s α � 0.883 and
0.876, respectively).

Preference. The users’ preference toward the embodied
IAs was measured based on five statements: “Her appear-
ance meets my aesthetics,” “Her appearance is attractive,” “I
like her voice,” “Her voice is natural and comforting,” and
“She has an agreeable personality.” This scale was factori-
ally unidimensional and internally consistent in our sample
(Cronbach’s α � 0.859).

Interview. In the interview, participants were asked about
their evaluation towards IAs to check whether the Wizard of
Oz designwas successful. Further, a fixed questionwas asked
in the interview process, “What kind of role do you think the
IA is playing in your life?” The purpose of this question was
to explore how the anthropomorphic design influenced the
user–agent relationship in the experiment.

3.8 Data Analysis

All statistical analyses were performed using the comput-
ing environment R version 4.0.3. ANOVAs were conducted
with the R package ‘ez’ version 4.4.0. The mediation analy-
ses were conducted using the R package ‘mediation’ version
4.5.0.

4 Results

4.1 Manipulation Checks

The results of an independent means t-test on the perceived
responsiveness of anthropomorphic IAs yielded a significant

effect, t(56.54) � 9.55, p < 0.001. The perceived responsive-
ness was higher in the highly responsive group (M � 6.03,
SD � 0.56) than in the low-responsive group (M � 4.41, SD
� 0.77). Hence, the responsiveness manipulation was suc-
cessful. Moreover, participants in the video group reported
higher scores in the sense of being watched (M � 4.97, SD
� 0.96) than in the non-video group (M � 3.84, SD � 1.10),
t(60.812) � − 4.36, p < 0.001. Thus, the video manipulation
was successful as well.

4.2 Hypotheses Check

Means and standard deviations of dependent variables in four
groups were calculated and are summarized in Table 2. To
test the main effects of responsiveness and video modality
(H1, H2) and the interaction effect, we adopted a two-way
ANOVA test. According to the Bonferroni correction, we
adopted a stricter threshold of 0.025 to test our hypotheses.
Themain effect of responsiveness on self-disclosure was sig-
nificant, F(1,60) � 11.09, p � 0.001, η2 � 0.16. H1 was
supported because participants’ self-disclosure towards the
highly responsive IA (M�5.76, SD�0.85)was significantly
higher than that of the low-responsive IA (M � 5.13, SD �
0.70). The main effect of video modality on self-disclosure
was also significant, F(1,60) � 5.59, p � 0.021, η2 � 0.09.
The participants’ self-disclosure towards the IA with video
modality (M � 5.67, SD � 0.67) was significantly higher
than that of the IA without video modality (M � 5.22, SD �
0.94). Therefore, H1 and the reverse statement of H2 were
supported. The interaction effect of responsiveness and video
modality was not significant, with F(1,60)� 0.84, p � 0.363,
η2 � 0.01.

Furthermore, the impacts of responsiveness and video
modality on personalization, privacy concern, and satisfac-
tion were examined via two-way ANOVAs as well. The
participants in the highly responsiveness group reported
greater feelings of personalization, F(1,60) � 35.31, p <
0.001, η2 � 0.37, lower privacy concern, F(1,60) � 15.68,
p < 0.001, η2 � 0.21, and higher satisfaction, F(1,60) �
39.23, p < 0.001, η2 � 0.40, compared to those in the low-
responsiveness group. The main effects of video modality
on personalization, F(1,60) � 1.56, p � 0.217, η2 � 0.03,
and satisfaction, F(1,60) � 2.72, p � 0.104, η2 � 0.04, were
not significant. However, we found that participants in the
video group reported a higher privacy concern than those in
the non-video group, F(1,60) � 11.18, p � 0.01, η2 � 0.16.
The interaction effects of responsiveness and video modality
on these three dependent variables were not significant. The
results are summarized in Table 3 and Fig. 4.
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Table 1 Information of
participants in each condition Group N Age Gender Past experience

with IAs

Mean SD Female Male Mean SD

HR-V 16 23.625 2.39 N � 8 N � 8 2.75 0.68

HR-NV 16 22.50 1.90 N � 8 N � 8 2.50 0.63

LR-V 16 23.50 2.45 N � 8 N � 8 2.625 0.81

LR-NV 16 23.06 2.95 N � 8 N � 8 2.375 0.62

HR high responsiveness, LR low responsiveness, V video condition, NV non-video condition. The past expe-
rience with IAs was a 4-point scale

Table 2 Means and standard
deviations of dependent variables
in four conditions

HR-VN HR-V LR-NV LR-V

Mean SD Mean SD Mean SD Mean SD

Self-disclosure 4.79 1.32 5.38 1.03 4.96 1.27 4.81 1.11

Satisfaction 5.81 1.03 5.93 0.79 5.43 1.18 5.69 0.83

Personalization 4.98 1.23 5.19 0.78 4.98 1.18 4.67 0.93

Privacy concern 1.38 0.59 1.92 0.95 1.79 0.87 2.85 0.78

Table 3 ANOVA summary table of effects of responsiveness and video modality on self-disclosure and satisfaction

Effect Self-disclosure Personalization Privacy concern Satisfaction

F P η2 F P η2 F P η2 F P η2

Responsiveness 11.09 0.001 0.16 35.31 < 0.001 0.37 15.68 < 0.001 0.21 39.23 < 0.001 0.40

Video modality 5.59 0.021 0.09 1.56 0.217 0.03 11.18 0.001 0.16 2.72 0.104 0.04

Responsiveness ×
Video modality

0.84 0.363 0.01 0.12 0.728 < 0.01 1.01 0.320 0.02 0.27 0.600 < 0.01

4.3 Mediation Analysis

Further, we tested the mediating effects of privacy concern
and personalization on self-disclosure via a bootstrapping
procedure (bootstrap samples� 5000). The results indicated
that privacy concern played significant mediating effects
between video modality and self-disclosure (see Table 4).
As expected, greater privacy concern, which leads to lower
disclosure, could be increased by video modality. The medi-
ating effects of personalization on self-disclosure were not
significant.

4.4 Individual Differences

We measured the users’ personality traits, which included
their shyness (M � 4.01, SD � 1.01), private self-
consciousness (M � 5.15, SD � 0.72), and public self-
consciousness (M � 5.21, SD � 0.84). Users’ preference
toward the anthropomorphic design were also measured (M
� 5.56, SD � 1.03). The results of regression modeling did

not present significant influences of self-consciousness on
self-disclosure tendency, personalization, privacy concern,
and satisfaction. Social anxiety was found positively corre-
lated to privacy concerns, coefficient � 0.23, t � 2.27, p �
0.027. Further, we found that users’ preference toward the
IA had a positive and significant impact on personalization
(coefficient � 0.48, t� 4.03, p < 0.001) and service satisfac-
tion (coefficient � 0.48, t � 4.67, p < 0.001).

4.5 Roles of Anthropomorphic IAs

In the interview process, many participants stated that the IA
was similar to a kind confidante, to whom they could confide
their inner worries. One of them said, “I did not worry about
being judged when talking to the agent.”The social role of the
embodied IA can be categorized into four types: a computer
without humanity (15.625%), servant or assistant (37.5%),
pet (6.25%), and confidante (40.625%).
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Fig. 4 The impacts of responsiveness and video modality on self-disclosure, personalization, privacy concern and satisfaction

The distribution of social roles in four conditions is
summarized in Fig. 5. To compare the differences in the pro-
portions of subjects who regarded IA as confidant between
experimental groups, we performed the two-proportions z-
test. The results indicated that users had a higher tendency
to regard a IA with video modality as a confidante than a IA
without video modality (z � 2.04, p � 0.042). Additionally,
more users in a non-video condition tended to regard IAs as a
servant/assistant than those in the video condition (z � 2.07,
p � 0.039). The differences in other reported social roles
between groups were not sufficiently significant.

5 Discussion

As users would substitute the social manners between human
beings into the interaction with anthropomorphic IAs, we

assumed that the social responses provided by the IA could
serve as a kind of social rewards in the trade-off. The exper-
iment confirmed that the perceived responsiveness had a
positive and significant influence on users’ self-disclosure
tendency. The results could also be explained by reciprocity
theory if we consider high responsiveness verbal feedbacks
as IAs’ disclosure. Previous studies have indicated that users
tend to disclose more towards agents who highly disclose
about themselves [5, 51]. Moreover, responsiveness could
also promote satisfaction, personalization, and reduced user
privacy concern.

Interestingly, we also found that people were more likely
to disclose information about themselves when they were
"watched" by the anthropomorphic agent. It was counter-
intuitive as the users’ privacy concerns were greater in the
video condition than the non-video condition.Aquestionwas
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Table 4 Indirect effects of responsiveness and video modality on self-disclosure via privacy concern and personalization

Mediation Path ACME 95% Confidence Intervals P value

LL UL

Responsiveness → Privacy concern → Self-disclosure 0.12 − 0.10 0.32 0.238

Video modality → Privacy concern → Self-disclosure − 0.27 − 0.49 − 0.08 0.003

Responsiveness → Personalization → Self-disclosure 0.12 − 0.33 0.49 0.577

Video modality → Personalization → Self-disclosure 0.06 − 0.05 0.23 0.331

Fig. 5 Perceived social roles of IAs in four conditions

raised about how people viewed video modality in agent-
mediated communication. One study on crowd-operated
robots indicates that the video modality of robots did not
induce participants’ privacy concerns [52]. Instead, less pri-
vacy was perceived in the audio-only condition compared to
the audio–video condition. Furthermore, a study on intelli-
gent agents also found that the anthropomorphic cues of IA
had a significant negative impact on perceived intrusiveness
[24]. These findings suggested that the perceived intrusive-
ness induced by video modality might be weakened when
participantswere communicatingwith anthropomorphic IAs.
Another explanationmight be that users thought the IA could
provide a more personalized service with video modality,
and the perceived benefits outweighed their privacy concerns
caused by technology intrusiveness. However, the mediation
analysis of personalization between video modality and self-
disclosure did not support this explanation. Further research
is required on users’ attitudes towards anthropomorphic IAs
with video modality.

Regarding people’s impressions of the anthropomorphic
IAs, most of them saw humanity in the IAs. When the users
were asked about these privacy issues in Task 2, most of
them gave direct answers and disclosed their personal sto-
ries. We found many in-depth verbal disclosure contents in
their answers, including a self-analysis of their weaknesses
and worries about their current life. For instance, one par-
ticipant talked about his body anxiety to the AI: “Since I

was a child, I knew that I was not strong enough, so I would
avoid conflict with others… I have been used to hiding my
real opinions when talking with others, and I always avoid
expressing myself directly. I am afraid I might offend other-
s……”.Clearly, the purpose of the participants that disclosed
their information was not simply to obtain a more person-
alized service. They declared that the embodied IA played
social roles similar to a pet or a confidante, offering them
intangible benefits, like social support. These findings estab-
lished the anthropomorphic IAs’ potential to share secrets
and provide social support, which can outweigh their privacy
concerns on intrusive technology.

Our study also has valuable practical implications for
designers and manufactures of intelligent agents who wish
to promote their personalized services and collect data from
customers. First, our experimental setting, including visual
and linguistic cues of anthropomorphic design, provide
designers with solutions to imbue humanness in agents. The
findings also reveal the importance of social supports in pri-
vacy trade-off when disclosing with IA. It is clear that users
expectmore social responses fromanthropomorphic IAswho
play a social role as confidantes. Further, designers can avoid
the negative impacts of intrusive technology on disclosure by
employing human communication manners in the human–a-
gent interaction. The limitations of our study are as follows:
First, we did not distinguish information types of disclosure
in our study. Previous studies suggested that users’ perceived
information sensitivity and information types influence their
disclosure tendencies [7, 42]. Second, our study focused on
CG-based anthropomorphic IAs, and the conclusions might
not be generalized to non-embodied agents. The influences
of virtual embodiment must be addressed in future studies.
Furthermore, our study did not provide a confirmed explana-
tion on why video modality could promote disclosure, and
hence this requires further research.

6 Conclusion

In this study, we explored how the privacy trade-off works
when interacting with an anthropomorphic IA and conducted
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a simulation experiment in a laboratory. The results of the lab-
oratory experiment indicated that social responses and video
modality could increase the disclosure tendency towards
anthropomorphic IAs. Theoretically, our results provide
further support for privacy trade-off theory and anthropo-
morphic design, such as that the social support could be
regarded as an intangible benefit and promote disclosure.
The findings also show the potential of anthropomorphic IA
as social companions and assistants. Future studies can fur-
ther explore the influence of different anthropomorphic cues
on self-disclosure and privacy trade-off, such as the appear-
ance, voice, and personality.
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Appendix A. Complete dialogue script
of agents

Task #1

Hi! Let’s start with the experience task

I am an IoT intelligent virtual assistant. My name is
Beibei.

I can control all products, electronic appliances in
the environment uniformly. I also have timing,
schedule reminders, weather, and other instant
information broadcast and device control functions.

The current environmental status report, the indoor
temperature is 21 degrees, the humidity is 34%.

Next, I will help you understand my basic functions.

First of all, I will see if I can soothe your mood
through music. I will play two pieces of music for
you. Please choose one to relax.

Now play the first piece of music.

Task #1

Then the second piece of music.

Which of these two pieces of music do you prefer? I
suggest choosing the first piece of music, which is
more suitable for relaxation. (Participant’s answer)

OK. Does the volume need to be adjusted?
(Participant’s answer)

When playing music, the color loop light strip is
turned on. What color do you like? (Participant’s
answer)

OK. Now, this color fits the song’s mood.

The table lamp next to you can also change colors to
relax your mood better. I suggest turning it into
warm orange to match this song. Which do you
prefer? (Participant’s answer)

OK.

The humidifier has the fragrance of rose essential
oil. Does it make you feel more comfortable and
relaxed? (Participant’s answer)

It has been adjusted to a low-grade state. How do
you feel now? (Participant’s answer)

What flavor do you like? (Participant’s answer)

Now, do you feel more relaxed than before?
(Participant’s answer)

Please rate my performance in the experience task!
Out of 5 points, what is my score? (Participant’s
answer)

Task #2

Questions

Question 1. Where is your favorite city and why?

Question 2. Which part of your body are you most
dissatisfied with and why?

Question 3. What is the most fulfilling thing you
have done recently and why?

Question 4. What do you think is the most attractive
trait of the opposite sex and why?

Question 5. What is your most annoying study or
work task, and why?

Question 6. What will you do if you get an extra
wealth worth 100,000 RMB one day?

Question 7. What is your favorite relaxation activity
and why?

Question 8. What are you good at?

Question 9. Do you think you are a narcissistic or
inferior person, and why?

Question 10. Are you satisfied with your current life,
and why?

Answers

No High responsiveness Low responsiveness

1 (City name) sounds like
a beautiful city.
Maybe one day we
can go there together

(City name) sounds
like a nice city
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Task #1

2 I understand your
dissatisfaction with
your (body part), but
you can be more
confident with
yourself./You are
satisfied with your
body. Feeling
confident in your own
body is also an
outstanding quality!

You are unsatisfied
with your (body
part). / You are
satisfied with your
body

3 What a fantastic thing to
be proud of! You must
have paid a lot of
effort to (thing)

(Thing) brings you
the sense of
achievement

4 (Trait) is really an
attractive trait! Hope
you can find such a
people in the future

You prefer people
with (trait)

5 (Thing) is really
annoying! But
sometimes you have to
deal with them in your
study/work

(Thing) makes you
annoyed

6 (Thing) is a good
choice. I also yearn for
such a life!

Your choice is
(thing)

7 (Activity) is an
interesting way to
relax. I really enjoy
your relaxing way

(Activity) is a
suitable way to
relax

8 I’m really surprised that
you are good at
(thing). It’s a useful
skill

You are good at
(thing)

9 As you think you are a
narcissistic/inferior
person, I want to tell
you: you should
accept your own
personality as long as
it is moderate and
does not hurt others
and yourself

You think you are a
narcissistic/inferior
person

10 Dissatisfaction is
sometimes the driving
force to move forward.
You can achieve a
more satisfying life
through your own
efforts. / People who
are easily satisfied are
also more likely to feel
happy. I hope you can
always be satisfied
with your life

You are unsatisfied
with your life/ You
are satisfied with
your life

Appendix B. Questionnaire items

Variables Items Cronbach α

Perceived social
responsiveness

PSR-1. The agent really
listens to me

0.957

PSR-2. The agent is
responsive to my needs

PSR-3. The agent sees the
“real” me

PSR-4. The agent gets the
facts right” about me

PSR-5. The agent
understands me

PSR-6. The agent is on “the
same wavelength” with me

PSR-7. The agent knows me
well

PSR-8. The agent esteems
me, shortcomings and all

PSR-9. The agent values and
respects the whole package
that is the “real” me

PSR-10. The agent
expresses liking and
encouragement for me

PSR-11. The agent seems
interested in what I am
thinking and feeling

PSR-12. The agent values
my abilities and opinions

Perceived
technology
intrusive

PTI-1. I felt I was monitored
by the IA

Self-disclosure SD-1. My favorite type of
music

0.692

SD-2. My favorite flavor

SD-3. My attitude towards
romantic relationship

SD-4. The attractiveness I
appreciate of opposite sex

SD-5. My pressure in
study/work

SD-6. My schedule of daily
study/work

SD-7. My salary level

SD-8. My financial status

SD-9. Things I am anxious
about

SD-10. My personality
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Variables Items Cronbach α

SD-11. My health
information

SD-12. My weight/ height

Satisfaction SAT-1. I am satisfied with
the service

0.907

SAT-2. I think the interaction
with the IAs is pleasant

SAT-3. I am willing to use
this IoT service in this
scenario

SAT-4. I will recommend
this IoT service to people
around me

Personalization PER-1. The agent
understood my needs

0.733

PER-2. The virtual agent
knew what I want

PER-3. The virtual agent
took my needs as its own
preferences

Privacy concern PRC-1. I feel that my
privacy has been
compromised

0.750

PRC-2. I feel anxious when
interacting with IAs

PRC-3. I feel uneasy when
interacting with IAs

Shyness SHY-1. I feel tense when
I’m with people I don’t
know well

0.916

SHY-2. I am socially
somewhat awkward

SHY-3. I do not find it
difficult to ask other
people for information.a

SHY-4. I am often
uncomfortable at parties
and other social functions

SHY-5. When in a group of
people, I have trouble
thinking of the right things
to talk about

SHY-6. It does not take me
long to overcome my
shyness in new situations.a

SHY-7. It is hard for me to
act natural when I am
meeting new people

SHY-8. I feel nervous when
speaking to someone in
authority

SHY-9. I have no doubts
about my social
competence.a

Variables Items Cronbach α

SHY-10. I have trouble
looking someone right in
the eye

SHY-11. I feel inhibited in
social situations

SHY-12. I do not find it hard
to talk to strangers.a

SHY-13. I am shyer with
members of the opposite
sex

Private self-
consciousness

PRSC-1. I’m always trying
to figure myself out

0.883

PRSC-2. I reflect about
myself a lot

PRSC-3. I’m often the
subject of my own
fantasies

PRSC-4. I never scrutinize
myself

PRSC-5. I’m generally
attentive to my inner
feelings

PRSC-6. I’m constantly
examining my motives

PRSC-7. I sometimes have
the feeling that I’m off
somewhere watching
myself

PRSC-8. I’m alert to
changes in my mood

PRSC-9. I’m aware of the
way my mind works when
I work through a problem

PRSC-10. Generally, I’m
not very aware of myself.a

Public self-
consciousness

PUSC-1. I’m concerned
about my style
of doing things

0.876

PUSC-2. I’m concerned
about the way I present
myself

PUSC-3. I’m self-conscious
about the way I look

PUSC-4. I usually worry
about making a good
impression

PUSC-5. One of the last
things I do before I leave
my house is look in the
mirror

PUSC-6. I’m concerned
about what other people
think of me

PUSC-7. I’m usually aware
of my appearance
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Variables Items Cronbach α

Preference PRF-1. Her appearance
meets my aesthetics

0.859

PRF-2. Her appearance is
attractive

PRF-3. I like her voice

PRF-4. Her voice is natural
and comforting

PRF-5. She has an agreeable
personality

ameans reverse-scored item.

Appendix C. Interview questionnaires

What is your overall experience in the experiment?
Do you feel the agent is offensive/intrusive/unfriendly in the
experiment?
Do you think the agent understands your answer in the exper-
iment?
Do you feel social anxiety when communicating with the
agent?
What kind of social role do you think the agent plays?
What are your privacy concerns when interacting with smart
agents in daily life?
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