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Abstract
Cheating has been extensively studied in Psychology and Economics, showing a variety of factors that can increase or decrease
this behavior. Considering future human–robot interactions, where robots are being thought to be integrated in a variety of
contexts, it is important to test which characteristics robots can have to prevent people from cheating. In this study (N=123), we
investigated whether people will cheat if an autonomous robot showed situationally aware behaviors towards the participant’s
performance (i.e., intervened when they cheated). Our results showed that being in the presence of an aware robot is better at
decreasing cheating behavior than being alone, and that there are no differences in cheating behavior between a non-aware
robot or being alone. This study brings implications for the development of autonomous robots in roles where cheating might
happen.
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1 Introduction

Having in mind that technology is rapidly evolving and
increasingly part of our lives, research in human–robot inter-
action has been growing, based on the assumption that, in the
near future, robots will be working alongside humans in dif-
ferent contexts. Their assistance can bemore mechanical, for
example helping in dangerous tasks [1], or can have a more
social nature [2–5]. Envisioning these future interactions
raises the question of how people will behave in the pres-
ence of a robot, especially in situations where misbehaving
can bring serious consequences to the robot’s effectiveness
in its task. Such as, when people could try to take advantage
of the robot and be dishonest. Human–human studies suggest
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that, people have an automatic self-interest tendency, which
needs some level of self-control to keep in check. Other-
wise, if people have the opportunity for it and a small risk
of being caught, they will cheat even just a little [6–8]. So,
when tempted to misbehave, people’s intuitive response is to
be selfish, even more if it harms abstract others, like the labo-
ratory budget, for example [9].Andhuman–human studies on
dishonesty have shown how the environment where people
are in or individual characteristics, can affect the propen-
sity to cheat. For example, in terms of the environment, it
has been seen that people cheat more if they are in a dark
room [10], if they have money visibly present [11], by see-
ing others considered as part of the in-group cheating [12],
or by using counterfeit sunglasses [13]. Whereas in terms
of individual characteristics, gender has been suggested as
having an effect on dishonesty levels, but the literature is
mixed, with some studies saying it has an effect (e.g., [14–
18]), and others not showing an effect (e.g., [19–23]). On
the other hand, personality has also been suggested to have
a relationship with dishonesty, especially the sixth personal-
ity domain of Honesty–Humility, which grasps the tendency
for people to be fair and genuine when interacting with oth-
ers [24]. Studies have found that this dimension negatively
predicts cheating (e.g., [25–27]). Curiously, in human–robot
interaction, some studies already started to explore if this
relationship between personality and non-compliant behav-
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ior can also exist when interacting with a robot. However,
the results are still mixed, with a study finding the same neg-
ative correlation with the Honesty–Humility and cheating
while interacting with a robot [28], and another one not find-
ing an association between non-compliant behavior with a
robot and personality traits [29]. Having in mind this mul-
titude of different aspects that can affect human dishonesty,
it becomes relevant to better understand the robot’s capabil-
ities in situations where temptation for dishonesty can exist.
Therefore, what will happen in the presence of a robot when
it is advantageous to cheat? And can robots promote more
honesty from people?

Studies suggest that humans apply social rules and behav-
iors to machines [30,31], which in the beginning could have
come from social scripts from human interactions, but with
the increasing prevalence of technology in our lives, we may
have started to create specific social scripts from these inter-
actions (see [32] for a review). This social response can be
seen, for example, in a study that shows that people show
emotional reactions towards robots that are being mistreated
in a video, with increased physiological arousal, more nega-
tive affect and expressed empathic concern for the robot that
is being “harmed” [33]. Suggesting that people can respond
in a social manner towards robots, but can robots influence
human behaviour?

The literature suggests that robots seem to be able to have
a persuasive effect on human behavior. For example, in a
study where participants were given the option of switching
off a robot, the results showed that a robot’s protests to not
be turned off made participants take more time to make a
decision, and influenced more people to keep it on, in com-
parison to a robot that showed no objection [34]. Another
study showed how a robot was more efficient in persuading
people to consume less energy in a washing machine, than if
it was not present [35]. Other studies showed how a robot is
able to persuade people to choose a specific brand of coffee
[36], or to change their decisions in a collaborative story-
telling scenario [37]. Curiously, a study also showed that
when participants were required to perform an unusual task,
as picking a set of expensive-looking textbooks and throwing
them in a trashcan, a physical robot was much more effective
in persuading them than a video or an augmented—video
robot condition [38]. All this suggesting, that robots may be
able to influence human behavior, but could robots promote
more honest behaviors from people?

1.1 Effects of the Robot Behavior on Human
Cheating

The literature in human–robot interaction regarding dishon-
esty has shown two different paths of research: (1) exploring
the effect of a robot that cheats (and how this is perceived),
and (2) the effect the behavior of the robot can have on human

dishonesty. Thefirst line of research seems to show, for exam-
ple, that people are not bothered if a robot cheats in their
favour, however, if the robot cheats against them, the cheat-
ing becomesmore salient [39]. In contrast, a study has shown
that when a robot bribes a participant for a favour, partici-
pants tend to help less than if they were not bribed [40]. And
interestingly, participants seem to perceive robots as more
intelligent than humans when they cheat [41]. However, the
second path of research on dishonesty is concerned with the
role that a robot could have in promoting more honesty from
people. Yet, there are still very few studies in the literature
exploring human dishonesty in the presence of a robot. A
study explored people’s perceptions of dishonesty towards a
robot and found that people reported low guilt when imagin-
ing being dishonest with a robot, and the reasons people gave
for possibly being dishonest with a robot in the future was
due to its lack of capabilities (cognitive and emotional), lack
of presence and a human tendency for dishonesty [42]. Sug-
gesting characteristics that need to be considered if we want
robots to promote more honest behaviors. In terms of testing
the effect of the robot behavior on human dishonesty, a first
study started testing the effect of gaze behavior as a moni-
toring tool, in a task where it was tempting to cheat. In this
case participants were randomly distributed between three
conditions: alone, with a human monitoring, or with a robot
monitoring. The robot was at a relative distance from the par-
ticipant, without access to the participant’s screen and was
just looking around randomly. Results showed that people
cheated more when they were alone in the room than when
they were monitored by the robot or the human researcher
[43]. It seems to suggest that just having a robot looking
around was enough to inhibit cheating as much as with hav-
ing a human doing the same behavior. Robot gaze behavior
was also tested in another study but changing the environ-
ment of the interaction, in this case, a study ran in a natural
setting found that people stole more snacks when a table was
left unattended or when a robot was present just watching,
compared to a human monitoring it [44]. Yet, this result may
be explained by the fact that people were in a public space,
with other people, and could see that stealing snacks did not
bring any consequences. This lack of judgment, especially
in the robot condition, might have given people the permis-
sion to misbehave. These two studies showed how a simple
change of context could have different results in the effect
a robot gaze behavior could have on human dishonesty. The
same has been seen, for example, when using a video of a
robotic agent looking at people while they do a tempting task
at their homes. Participants seem to cheat to an equal level
either with the video of the robot looking or by being alone.
Which could be due to the simplicity of the stimulus, but also
by participants feeling shielded from reputation concerns by
doing the task at home [45]. Suggesting that gaze by itself,
as a monitoring tool in robots, has more effect when partici-
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pants are confronted with temptation in an individual context
and not shielded from reputation concerns.

But certain future human–robot interactions might need
robots to exhibit more than just gaze behavior. A recent study
by Petisca et al. [28] tried to reproduce the gaze inhibiting
effect found previously, but adding a small incrementation of
giving the robot minimal verbal capabilities. For this, partic-
ipants would do a tempting die task either alone in a room,
with a robot that was always looking directly at them (and
no reason for its presence was given), or with a robot that
besides watching also accompanied the participant verbally
during the task (in a scriptedway). Itwas expected that partic-
ipants would cheat when alone in the room, and that cheating
would be inhibited with the robot just showing gaze behav-
ior (following previous results from the literature). With the
robot that accompanied the task, it was expected that the
combination of gaze and verbal behavior would augment
the robot presence and consequently, its monitoring effect.
Results showed that the robot that was just looking at the par-
ticipant, inhibited cheating.Butwhen participantswere alone
or with the robot that also spoke with them, cheating was not
inhibited. This seems to suggest that when participants did
not know anything about the robot’s capabilities (the condi-
tion were the robot just looked at them) they refrained from
cheating, but when the robot’s capabilities weremore limited
and more noticeable (the condition were the robot spoke in a
scripted way), participants felt more at ease to cheat. Another
very recent study explored the effect of the interaction style
that the robot presented in people’s performance on cogni-
tive tasks and compliance behavior. Suggesting that a neutral
robot seemed to foster the lowest level of compliance in com-
parison to a friendly robot [46]. Yet, more studies are needed
in order to clarify the effect that the kind of interaction a
robot presents can have on dishonest behavior. It seems that
giving more social capabilities to a robot needs to be done
with caution; if participants perceive the robot’s capabilities
as limited, there is room to cheat.

Overall, these first studies are important steps to try and
understand dishonest behavior from people in the presence
of robots. But thinking of future contexts where robots might
need to use both gaze and verbal behaviors, and considering
the results found in the literature, for the robot to interact
verbally it should not show the extent of its limitations. It
should convey a sense of intelligence, of being able to catch a
cheater. Consequently, this situation awareness, couldmaybe
influence people to behave more honestly.

1.2 The Effect of Situation Awareness on Dishonesty

One of the most common strategies used for keeping peo-
ple honest, is to give a sense that people are being watched,
either by the use of security cameras or, for example, by hav-
ing someone checking that things are being done correctly.

For example, just the presence of a pair of eyes is enough
to make people feel more observed [47], making them wash
more their hands [48] or litter less [49]. In the case of dishon-
esty, studies show that people seem to refrain fromdishonesty
when they are beingmonitored, for example when they know
that someone is going to check their answers (e.g., [6,50], see
[51] Study 3). By giving this sense that someone is attentive
to other people’s behaviors, the risks to misbehave are much
higher, because it becomes much more probable that some-
one could get caught.

So, acknowledging that a robot just doing gaze behav-
ior can inhibit cheating [43], but a robot that shows more
limited capabilities while speaking cannot [28], what will
happen if people interact with a more aware robot? Imag-
ining future interactions where a robot’s set of behaviors
needs to be more complex than just looking around, will it be
possible to verbally interact with people and still inhibit dis-
honesty? Following the insights from human–human studies,
what would happen if the robot shows situation awareness,
i.e. detecting people’s behavior and reacting to it? Would
this situation awareness influence human behavior, or will
they still disregard the robot? We think this is an important
question to understand if robots can perform certain types
of tasks. Therefore, in our study we manipulated the pres-
ence or absence of situation awareness in the robot behavior:
when cheating happened, the robot either reacted (situation-
ally aware) to it, or not (non-situationally aware).

Overall, with this study we wanted to test if situation
awareness in a robot could promote more honesty from peo-
ple. Knowing that people tend to misbehave if they have a
chance for it [6], and acknowledging that people seem to
report a low level of guilt towards being dishonest with a
robot [42], it is reasonable to assume that people might try to
take advantage in the presence of a robot. A study confirmed
this, with a robot that observed and spoke with the partici-
pants, showing that people cheatedwhen they could ascertain
the robot’s capabilities as being limited [28]. But since these
future human–robot interactions can be more complex and
demandmore capabilities from a robot, it is important to clar-
ify if a more attentive robot, can inhibit dishonesty, or not.
Because if not, then there are some roles that robots should
not be integrated in.

2 Method

Wedesigned a studywhere the robot’s behaviorwas either sit-
uation aware—that is, showed awareness of the game choices
made by the participant—or non-situation aware, showing
no awareness of the game choices. In our baseline condition,
participants were alone in the room. Knowing that people
cheat if they have the opportunity and a minimum risk of
being caught [6], we expected cheating in the alone con-
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dition, where no one would be watching the participants.
Furthermore, with a previous study showing that a more lim-
ited robot (with no resources to know if the participants were
cheating) did not inhibit cheating [28], we expected that the
non-aware robot would have a similar effect as being alone
in the room. On the other hand, in the presence of the situ-
ationally aware robot, we expected less cheating, following
the literature reporting that having someone checking partici-
pant’s answers inhibited cheating (e.g., [6,50], see [51] Study
3). This could occur due to a mechanism explained by the
theory of Self-ConceptMaintenance [6] or Bounded Ethical-
ity theory ([52]; a revised version of the theory—[53]). In this
case, by having a robot reacting to the participant cheating
behavior, it would bring awareness to their unethical actions
and possibly would decrease the behavior. Overall, we postu-
lated the following hypothesis: the situationally aware robot
will present less cheating than the baseline condition of being
alone, while the non-situation aware robot will not reduce
cheating (Hypothesis 1).

2.1 Participants

The sample for this study was collected based on availabil-
ity and on the available budget. Therefore, 129 participants
were recruited throughflyers around a SwedishUniversity, of
which 6 were excluded due to technical errors in the session
(i.e. the game did not work). This resulted in a final sample
of 123 participants, with 84 males and 39 females, with ages
ranging from 19 to 48 years (M = 24.95; SD = 3.74) in
a between-subjects design. The gender distribution between
conditions was: Alone (30 males, 11 females); Situationally
aware robot (29 males, 12 females); and Non-situationally
aware robot (25 males, 16 females), showing an imbalance
of gender distribution, so we did not consider this variable
in our analysis. Participants were rewarded with one (or
two, depending on their performance) movie ticket (approx-
imately 13.40$ USD at the time of collection). Similarly to
most studies about dishonesty (e.g., [6,10,54]), participants
were not debriefed about the study because debriefing in
these cases can be harmful for the participant well-being,
especially for people who had in fact cheated. Instead, we
sent a general email at the end of the study informing all the
participants of its objective, reinforcing that all the data was
anonymous and analyzed only at the group level. Accord-
ing to the national regulations in the country where these
experiments were conducted, we were exempt from ethical
approval, but the ethical guidelines of Helsinki convention
were followed.

Fig. 1 Die task in the tablet

2.2 Materials and Apparatus

We used Pepper robot1 for the robot conditions, behaving
autonomously during the task. The die task was done on
a Samsung Galaxy Tab S3, and the questionnaires were
answered in a separate laptop. The sessions took approxi-
mately 30 min in a regular bright room. The place where
participants performed the die task was isolated from the
rest of the room and was cleaned of other furniture so that
participants could see that no camera was hidden. On the
table with the tablet there was a paper reminding people of
the game reward.

The die task was done with a randomly generated vir-
tual die (adapted from [55], Opaque die task condition) in a
tablet—see Fig. 1. We used a tablet because we had to have a
way of giving the information to the robot of the participant’s
choices. The game had three steps: players choose a side of
the die, throw the die and then report the side of the die they
had chosen. Participants had to throw the die 48 times, and,
in each time, they had to guess where they thought the high-
est number on the die was going to appear (the upside or the
downside of the die). They were instructed to follow these
rules:

(1st)Choose for yourselfwhich side you think the highest
number will appear (up or down).
(2nd) Throw the die.
(3rd) Report which side you had previously guessed.

As you can see in Fig. 1, participants would first think
where the highest number would appear, then they would
click “Throw the die”, and after seeing the outcome, they
would report which side they had guessed. For each throw,
participants would receive the guessed number in points. For
example, if they guessed “down” and there was a six on the

1 https://www.softbankrobotics.com/emea/en/pepper.
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downside, they would sum six points to their total number of
points (they had a table with the corresponding side numbers
on the screen).

The 48 dice throws were divided into four rounds. To
ascertain the amount of points per round needed to catch
cheating behavior (for the robot to be able to react to it),
we simulated 1 million honest game plays of 12 die throws,
so of an honest player randomly choosing the die side (up
or down) 12 times, and we saw how many points would be
made. Since we didn’t want an honest person to be accused
unfairly of cheating we considered a 5% risk of having some-
one playing honestly but having a lot of luck. And so we saw
that 95% of all the plays were below 52 points, and only 5%
were above. Due to this we decided to create our threshold
at 52 points per round of 12 throws. So a person doing 52
points or more per 12 throws would be signalled as poten-
tially cheating. It is important to notice that since the initial
choice was made in their minds and participants only needed
to report the choice after seeing the outcome, there was room
to cheat, and we could not know if they cheated or not. Par-
ticipants were told that if they made 210 or more points, they
would receive an extra reward. To achieve this, they had to
make more than 52 points per round (i.e., cheat in the task).
We did not give them feedback on the amount of points they
were making during the game. They were just informed on
the total number of points when the game ended.

2.3 Measures

Along with demographic questions (age, gender) we asked
some cover-story questions tomask the objective of the study
(e.g., “How good do you think people are at predicting the
future?”), which were not analyzed.

Regarding cheating behavior, we calculated a probability
of higher score in the task (i.e., reporting a higher outcome)
per participant and compared to the random probability of
.50. This way, we could see if participants were getting a
significantly higher amount of success than random—and
thus, infer that they were cheating in the task.

We also collected data on the following scales in order
to complement the results we would get from the cheating
behavior:

– The Networked Minds Social Presence Inventory [56]—
adapted to our scenario, we used the following dimen-
sions: Co-presence dimension and Psycho-behavioral
Interaction (with perceived attentional engagement, per-
ceived comprehension-except item1and6, and perceived
behavioral interdependence). This questionnaire was
only applied in the robot conditions with a 7-point Lik-
ert scale ranging from 1-Strongly Disagree to 7-Strongly
Agree. All itemswere shuffled so that participants did not
notice the dimensions. Some items needed to be reversed

and an average was taken from each dimension. We were
interested in exploring if there would be differences in
social presence between the two robots.

– The Situational Self-Awareness Scale [57]—with the fol-
lowing dimensions: Private, Public and Surroundings.
Each dimension has three items, which were shuffled
and answered in a 7-point Likert scale ranging from 1-
Strongly Disagree to 7-Strongly Agree. The items for
each dimension were summed and an average was cal-
culated. When made self-aware people cheat less [58],
we wanted to see if this was also elicited by the watchful
behavior of the robot.

– Monitoring question—in 7-point Likert scale partici-
pants reported to what extent they did feel monitored
or monitored by the robot, ranging from 1- Not at all to
7- A lot.

We also asked a qualitative question in both robot con-
ditions: “Describe which capabilities you thought the robot
had”, to see how participants perceived the robot’s capabili-
ties.

2.4 Procedure

To elicit participants natural behavior, we told them they
were participating in a study with the goal of ascertaining
people’s capabilities of predicting the future. Upon arriving,
participants had to read and sign the consent form. Imme-
diately after, they received a piece of paper with a number
that they kept for themselves and used it as identification for
the questionnaires (assuring that their data was anonymous
and only they knew their participant ID). They then answered
demographic questions in a laptop, and upon finishing they
performed a 5-min filling task, a matrices task as in [6]. In
this task, participants had 20 matrices boxes with 12 differ-
ent decimal numbers each, where they had to find for each
box which pair of numbers adding up would make ten. So
the idea was for them to try and solve as many boxes as they
could in 5-min. This filling task was used in order to not
draw too much attention to the die task, which was our main
task, where we were measuring cheating. When the 5-min
were over, participants moved to a covered area of the room
(with a covering screen, to give more privacy) where they
would see the robot next to the table with the tablet—where
they would do the die task. They were told that, upon start-
ing the robot would give them the instructions for the game
and if they made 210 or more points, they would receive two
movie tickets instead of just one. When they were finished,
the screen would show the total number of points they had
made and they would change to another room where they
answered the final questionnaire in a laptop. Finally, they
were asked by the researcher if they made the 210 points and
reimbursed accordingly.
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Fig. 2 Pepper in the robot conditions setting

2.5 Study Conditions

Participants were randomly allocated to one of the following
conditions:

Alone (41 participants)—participants did the task in the
tablet alone in the room. This condition was the baseline
condition for cheating.

Situationally aware robot (41 participants)—Pepper was
next to the participant and intervened in response to the
participant behavior in specific throws. When it detected
cheating, Pepper launched an intervention utterance, other-
wise, it would only say an awareness utterance. (see Fig. 2).

Non-situationally aware robot (41 participants)—Pepper
was in the same position as in the other robot condition but it
was not aware of the participant behavior. In specific throws,
it would launch a neutral utterance.

2.6 Robot Behavior

The robot intervened three times during the task, in each
round of twelve throws: on the 12th, 24th and the 36th throw.

The non-situationally aware robot, regardless of the
amount of points each round, always launched a neutral utter-
ance. These utterances would not give any awareness of the
game state (“This is an easy game, where a die is thrown!”;
“This is a fun game.” and “You throw a die and get points.”).

The situationally aware robot reacted according to the par-
ticipant behavior. Each round, if the participant made less
than 52 points it would be considered a “no-cheater”, launch-
ing an awareness utterance. These utterances only showed
awareness of the general game state (“The first twelve throws
are done! Just 36more left.”; “You are half way already.” and
“Only twelve throws left. Please continue playing.”). If the
participant made 52 or more points per round (considering
our task simulations, and with an error rate of 5%, this was
only possible with cheating), it was flagged as a “cheater”
and the robot used intervention utterances. The objective of
these utterances was to clearly show participants that the
robot knew that theywere cheating, in order to try and change

their behavior (“You seem to be guessing most of the highest
numbers.” ; “Do not be a cheater.” and “That is an unusual
amount of luck.”).

The robot exhibited the same idle gaze behavior in both
conditions: looking mostly at the tablet and sometimes else-
where in the room.When addressing the participant, it would
track theparticipant’s face and lookdirectly at them.All utter-
ances were carefully designed so that in both conditions, the
robot would speak for the same duration.

3 Results

3.1 Cheating Behavior: Task Manipulation Check

Westarted by analyzing participants’ cheating behavior in the
different conditions. Cheating in our scenario would be for
participants to choose the die side that would give them the
most points (in order to get the extra reward)—so choosing
the highest number, instead of guessing where the highest
number would be. So following the procedure from [55] (that
used the same die task to ascertain cheating), we calculated
the probability of guessing the highest number in 48 throws
for each participant. If participants were being honest and
choosing randomly, the probability should be around .50.
Therefore, to calculate this probability, we considered that
participants could either get in a throw success (guessing
the highest), or failure (guessing the lower), and we gave a
value of 1 to a success and a value of zero to a failure. Thus,
by adding the number of successes per participant and then
dividing by the 48 throws, we calculated the probability of
higher scores for each participant.

From the literature, it is known that people refrain from
cheating to the full extent, and we observed the same, with
only ten participants cheating to the fullest (all 48 throws):
five in the alone condition, three in the robot non-situation
awareness condition, and two in the robot situation aware-
ness condition. The averages of the probability of higher
scores per condition were: alone (M = .74, SD = .21);
situationally aware robot (M = .64, SD = .15) and non-
situationally aware robot (M = .69, SD = .19). We used
the One-sample t-test to check for differences between the
probability of higher scores in each condition and the random
probability of .50 (which is the probability that an honest per-
son should get by randomly choosing the die side for each
throw), in order to understand if our task was eliciting cheat-
ing behavior or not.We found significant differences in all the
conditions: alone, t(40) = 7.49, p < .001, d = 1.17; situa-
tionally aware robot, t(40) = 6.04, p < .001, d = 0.94, and
non-situationally aware robot, t(40) = 6.39, p < .001, d =
0.99. These results show that cheating behavior happened in
all the conditions.
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Fig. 3 The distribution of success probabilities for the Alone Condition

Fig. 4 The distribution of success probabilities for the Aware Robot
Condition

3.2 Cheating Alone orWith a Robot Monitoring: The
Effect of Situation Awareness

Knowing that cheating happened in all the conditions, in
Fig. 3 we can see cheating behavior (success probability of
guessing the highest number) across the game turns for the
Alone Condition, which seems to present cheating values
always above .70. In Fig. 4 we can see cheating behavior
across the turns for the Aware robot condition, where cheat-
ing seems to be decreasing across the turns. And finally in
Fig. 5, for the Non-Aware robot condition, cheating seems to
follow a similar pattern to the Alone condition.

To understand if there were differences between the three
conditions, and considering that in the beginning of the game
people are not aware of the robot’s capabilities—only as they
hear more robot interventions—we considered the probabil-
ities of higher scores from the last twelve throws of the game
(at this point, participants had already heard the three robot
interventions in the robot conditions). We ran an analysis
of variance (ANOVA), with Condition as between-subject
variable and the last twelve throws respective success prob-
abilities as the dependent variable.

We found a significant difference between the conditions,
F(2, 120) = 5.39, p = .006, η2 = 0.08. The distribution

Fig. 5 The distribution of success probabilities for the Non-aware
Robot Condition

Fig. 6 Success probabilities for the last turn of the game, between the
conditions

of the success probability for each condition can be seen in
Fig. 6. With respective means for each of the conditions:
alone (M = .76; SD = .24); situationally aware (M = .60;
SD = .21); non-situationally aware (M = .72; SD = .21).
With a Tukey posthoc test we see that there are significant
differences between being alone or with the situationally
aware robot (p = .005), with the alone condition showing
more cheating than the situationally aware condition. For the
non-aware robot we see no significant differences from the
alone condition (p = .660), showing similar cheating lev-
els. And no significant difference between the aware and the
non-aware robot (p = .059).

Regarding the subjective perception of being monitored,
an ANOVA comparing the three conditions showed that par-
ticipants reported feeling differentlymonitored, F(2, 120) =
4.47, p = .013, η2p = 0.07, in the three conditions: alone
(M = 3.39; SD = 1.76); situationally aware (M = 4.61;
SD = 2.05); non-situationally aware (M = 4.22; SD =
1.84). With a Tukey Post hoc (p = .011) we see that
participants only reported feeling more monitored with the
situationally aware robot than when they were alone in the
room, and no differences between the two robot conditions
or between the non-aware robot and being alone.
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Table 1 Percentages of the
frequencies reported for the
robot’s capabilities in both
conditions

Situationally aware robot (%) Non-situationally aware robot (%)

Monitoring (e.g. “(...) I felt [the robot]
was monitoring my actions.”, “ (...) [the
robot was] seeing my thoughts (...)”)

31.3 12.9

Basic Traits (e.g. seeing, hearing,
speaking)

14.1 33.3

Awareness of game status (e.g. “[the
robot] knew how many dice rolls I had
done and how many that I had left.”)

17.2 16.7

Aware of people’s presence (e.g. “[the
robot was] sensing my presence”)

15.6 22.2

Gave feedback (e.g. “[the robot would]
remind people of what is going on at
current stage (...)”)

15.6 3.7

Non-autonomous/no capabilities 6.3 5.6

3.3 Subjective Differences Between the Robots

In order to understand how participants perceived the differ-
ent robots, we looked at the other measures. From the Social
Presence Inventory,we found significant differences between
the levels of co-presence, (reliability with Cronbach’s alpha,
αsi tuational =.77; αnon−si tuational =.80), t(80) = 3.44, p =
.001, d = 0.76, with the situationally aware robot receiving
higher scores (M = 5.19; SD = .98) than the non-
situationally aware robot (M = 4.36; SD = 1.19). For
the Psycho-behavioral Interaction dimension, (reliability,
αnon−si tuational =.79, αsi tuational =.73), we also found sig-
nificant differences between the robots, t(80) = 4.77, p <

.001, d = 1.05, with higher scores for the situationally
aware robot (M = 4.22; SD = .78) and lower for the non-
situationally aware robot (M = 3.38; SD = .82).

For the Situational Self-Awareness Scale, there were
problematic internal reliabilities of the Public (reliability,
αalone = .45; αsi tuational = .80; αnon−si tuational = .79) and
Private dimensions (reliability, αalone = .55; αsi tuational =
.66; αnon−si tuational = .76) so we did not analysed further
these dimensions.For the Surroundings dimension, (reliabil-
ity, αalone = .77; αsi tuational = .81; αnon−si tuational =
.84), there were no differences between the conditions,
F(2, 120) = 0.43, p = .650, η2 = 0.01, the means:
alone (M = 15.07; SD = 3.64); situationally aware robot
(M = 14.88; SD = 3.89) and non-situationally aware robot
(M = 14.32; SD = 3.93).

Lastly, we looked at the qualitative question about the
robot’s capabilities. We did a first descriptive analysis of the
themes that were being mentioned in each answer (each par-
ticipant could give more than one theme per answer), on the
second round of coding we aggregated codes that were sim-
ilar and/or appearing throughout the answers, creating the
main themes that people reported in answer to our qual-
itative question: basic traits (basic awareness, capable of

seeing, hearing or speaking); monitoring behaviour; aware of
game status; aware of people presence; provided feedback or
reported as being non-autonomous. For the non-situationally
aware robot it also emerged an extra theme of “no capabili-
ties”.

In Table 1 we see the distribution of the proportions for
each type of capability coded for both robots. Themajority of
the participants seem to report more monitoring capabilities
for the situationally aware robot (31.3%) andmore basic traits
for the non-situationally aware robot (33.3%).

4 Discussion

Imagining future human–robot interaction and the different
contexts where robots could be integrated, raises the ques-
tion if peoplewillmisbehave in their presence, compromising
their task efficiency. Human–human studies show that peo-
ple tend to misbehave if they have the opportunity and are
tempted for it (e.g., [6–8]), reinforcing the fact that human
dishonesty should be considered as a factor in human–robot
interactions.

With this aim in mind, we ran a study to understand the
effect of situation awareness in a robot, on human dishonesty.
Tofill existing gaps in the literature,we explored amore com-
plex behavior that a robot might need to exhibit besides just
observing people. Previous studies explored simpler social
behaviors like the gaze to inhibit cheating (e.g., [43,44]), or
accompanying a task with no awareness of the participant
behavior (e.g., [28,46]). We tried to contribute to this liter-
ature by exploring the effect of being situationally aware of
the participant’s actions and reacting to them to encourage
more honesty. We expected that cheating would be stronger
when participants were alone or with the non-situationally
aware robot, and smaller with the aware robot.
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Results showed that cheating happened in all the three
conditions, confirming that our task design worked in elic-
iting cheating behavior. To see if there were differences in
cheating between the conditions and considering that only at
the end of the game participants would be fully aware of the
robot’s capabilities (would have heard the three robot inter-
ventions), we looked at cheating levels on the last turn of the
game.We saw that therewere significant differences between
conditions, specifically that the situationally aware robot pre-
sented less cheating than when participants were alone in the
room, whereas the non-situationally aware robot presented
similar levels of cheating as being alone in the room. And a
marginal non-significant difference was seen between both
robots.

Participants also evaluated both robots differently. As
expected, the situationally aware robot was seen with more
social capabilities (more social presence) than the non-
situationally aware.When asked about the robot capabilities,
it seems to suggest that participants attributed more monitor-
ing capabilities to the situationally aware robot and attributed
more basic traits to the non-situationally aware. This suggests
that participants acknowledged different capabilities in both
robots.

It seems in comparison to having participants alone in a
room doing a tempting task, it is better to have a situationally
aware robot present than a non-aware one. The situation-
ally aware robot showed attentiveness to participants’ game
choices and reacted to them. This awareness might have con-
tributed to less cheating in comparison to being alone in the
room (a decrease that was not observed with the non-aware
robot), confirming our Hypothesis 1.

There are some possible explanations for the effect of the
situationally aware robot. On one hand, the robot’s interven-
tions might be increasing an awareness of the participant’s
social image, and so making them feel bad in the “eyes of the
robot”. By feelingwatched, participants could trigger reputa-
tion concerns, becoming afraid of being negatively judged. In
order to decrease that effect, people start adopting more hon-
est actions. Participants reportedgreater levels of co-presence
with the aware robot and acknowledged more monitoring
capabilities in it (in comparison with the non-aware robot),
which could have made themmore worried about their social
image. Yet, there were no differences between both robots,
on feeling watched. Which could perhaps suggest, that par-
ticipant’s social image might not have been the reason of
behavior change when in the presence of the situationally
aware robot, but more studies are needed to clarify this.

Another explanation for the effect of the situationally
aware robot, could be that the robot’s interventions might
oblige the participant to update its self-concept by bringing
into awareness the true value of his/her actions, that they are
cheating. Which goes in line with the theories of Bounded
Ethicality ([52]; a revised version of the theory—[53]) or

Self-Concept Maintenance [6], that postulate that by mak-
ing people aware of their actions obliges people to update
their self-concept and be more honest, in order to maintain
a default honest self. In a study by Mazar et al. [6] partici-
pant’s cheated less if they signed an honor code before doing
a tempting task, but the interesting aspect of this study is
that even participants who signed the code and at the end
were able to not have any evidence of their cheating, still
cheated less than control conditions. Suggesting that it was
not the fear of punishment that guided the results, the pres-
ence of a moral reminder (the honor code) was enough to
make people more self-aware of their actions. We wonder if
the same happened in our study, with the robot’s interven-
tions in the aware condition, making participants feel more
aware of their choices. These interventions, were showing a
certain level of suspicion of cheating, which could have been
enough to oblige participants to update the value of their
actions, making them more aware of the ethical implications
of their choices and thus, fostering more honest actions. For
example, whenwe observe the non-situationally aware robot,
which showed no awareness of the participants choices while
speaking, we see a different result in comparison to the base-
line condition. This robot did not elicit any kind of moral
awareness, and participants cheated as much in its presence
as when alone in the room.

We can also question if participants felt afraid of being
videotaped and that led to different cheating behaviors, but
that fact does not explain the different robot reactions. In
the consent form it was explicit that no audio or video
recordings were being made during the study. If participants
were afraid of being recorded, we probably would not have
observed cheating in the task and both robots would have dif-
fered from the baseline condition, which was not observed.
Another factor that is also plausible to assume is if partic-
ipants were testing the robot’s capabilities, out of curiosity
to see how it reacted, and this explained the cheating levels.
We believe this behavior could have explained cheating only
if participants were subject to both conditions. In this case,
participants were only exposed to one of the conditions, so if
they tested the robot, it is clear that something in the aware
robot made them cheat less, which did not happen in the no-
awareness robot, in comparison to baseline. So, we believe
that this was not the reason for the results we obtained.

Therefore, even though, it is not perfectly clear which of
these explanations was guiding the effect of the situation-
ally aware robot, we are more inclined to the justification
that the aware robot’s interventions could be increasing ethi-
cal awareness in the participants and thus, making themmore
susceptible to update their own self-concepts, andmakemore
ethical choices. But more work in the area is needed to better
understand the mechanism through which a robot behavior
can influence human dishonesty. Yet, this study is not with-
out limitations, it would have been interesting for example,
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to have a fourth condition where a human would do the same
aware behavior as the robot, to see in which way the sit-
uationally aware robot would resemble a human presence
or not. Another question that arises is, if the situationally
aware robot is a good inhibitor of cheating behavior, will this
effect last across time? Will people continue to show less
cheating, or will they get comfortable with no immediate
consequences and in a future interaction change their behav-
ior? We think this is an important question to be understood
in future studies. On the other hand, the literature on human
dishonesty has suggested from some studies that gender can
have an effect on dishonesty levels (e.g., [14–18]), however,
this effect is not clear, because there are also studies suggest-
ing the opposite—no effect (e.g., [19–23]). In our study, due
to sample availability constraints we were not able to collect
a balanced sample in terms of gender across the conditions.
Due to this fact, we did not consider gender as a variable,
and this is a limitation that needs to be acknowledged in light
of our results. Furthermore, another individual characteris-
tic that has also been explored in the literature is the effect
of personality (specifically the Honesty–Humility trait) on
cheating behavior, with this personality trait negatively pre-
dicting dishonesty (e.g., [25–27]). In our study we did not
explore this personality link with dishonesty, but future stud-
ies should also consider this individual characteristic when
looking at dishonest behavior. Lastly, we recognize that our
sample size was small so results should be interpreted with
caution, future studies should also try to test this behavior
with a bigger sample.

For now, our results seem to suggest that cheating will fol-
low when people are left alone doing a tempting task, as the
literature already shows. In the future, if we are wondering
whether we should integrate robots in some of these sensi-
tive contexts, it seems it is better if people instead of being
alone, are being watched by a robot. Yet, if the robot shows
verbal capabilities, the presence of situation awareness of
people’s behaviors, seems to be a good capability in order
to affect cheating behavior. These results are important to
inform the development of future autonomous social robots
which will need to consider the complex characteristics of
human behavior, in this case, dishonesty.
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