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Abstract
Social robots are developed to provide companionship and assistance in the daily life of the children, older, and disable people
but also have great potential as educational technology by facilitating learning. In these application areas, a social robot can
take the role of a coach by training and assisting individuals also in cognitive tasks. Since a robot’s interaction style affects
users’ trust and acceptance, customizing its behavior to the proposed tasks could, potentially, have an impact on the users’
performance. To investigate these phenomena, we enrolled sixty volunteers and endowed a social robot with a friendly and
an authoritarian interaction style. The aim was to explore whether and how the robot’s interaction style could enhance users’
cognitive performance during a psychometric evaluation. The results showed that the authoritarian interaction style seems
to be more appropriate to improve the performance when the tasks require high cognitive demands. These differences in
cognitive performance between the groups did not depend on users’ intrinsic characteristics, such as gender and personality
traits. Nevertheless, in the authoritarian condition, participants’ cognitive performance was related to their trust and the
acceptance of the technology. Finally, we found that users’ non-compliant behavior was not related to their personality traits.
This finding indirectly supports the role of the robot’s interaction style in influencing the compliance behavior of the users.

Keywords Social robots · Cognitive performance · Robot’s behavior · Non-verbal features

1 Introduction

Research in Social Robotics has shown its potential impact
on numerous applications by assisting people in education,
rehabilitation, and companionship. Social robots can be used
in education as tutors or peer learners. They have the poten-
tial to deliver a learning experience tailored to the learners by
supporting and challenging them and are effective at increas-
ing cognitive and affective outcomes [1]. This is mostly due
to their physical presence, which in traditional learning tech-
nologies is missing. Another important domain is the field of
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assistive robotics where Socially Assistive Robots (SARs)
can provide companionship and assistance in the daily life
of the children, older, and disable people [2]. SARs are devel-
oped to improve independence and to enhance the quality of
life of individuals with physical and cognitive impairments.
They can provide personal assistance through monitoring,
coaching, and encouraging towards specific therapeutic goals
[3]. Positive effects on performance with robot coaches have
been shown, for example, in improving physical exercise [4]
or promoting users’ behavior changes in the role of a weight
loss coach [5] and in post-stroke rehabilitation [6].Moreover,
in the case of older people, the presence of a robot can pro-
vide personalized cognitive interventions that involve guided
practice of standard tasks to increase or maintain particular
cognitive functions such as memory [7,8].

Besides the impact of the mere physical presence of the
robot on human performance [6,9], in the HRI literature,
it emerges that the design of the robot’s interaction with
the users may also affect how people judge its behavior,
how they react to it, and their performance on a task [10].
For example, in a rehabilitation context, creating a positive
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relationship with the users is a crucial component of the ther-
apeutic alliance so facilitating successful outcomes [11,12].
Also, being able to use an assertive stylemight improveusers’
adherence to the treatment since the use of systematic instruc-
tions is considered the most effective method for patients
with significant cognitive impairments [13–15]. Some stud-
ies exploring how robots’ behavioral attributes can improve
their persuasiveness and engender behavior changes in peo-
ple have found that (i) people complied with the robot’s
suggestions more when it displayed non-verbal cues, both
verbal and bodily, than when it did not employ them [16];
and (ii) participants tended to comply with the robot’s sug-
gestions when it displayed only bodily cues than when it
employed only vocal cues [17].

To explore which interaction style could be more effective
in the cognitive assistance context, we intended to endow a
humanoid robot with two different behaviors, plus a control
condition.Considering the above-mentionedbackground,we
could expect that a friendly interaction style may influence
the establishment of a positive relationship rather than the
users’ cognitive performance [18]. Conversely, themanipula-
tion of verbal and non-verbal interaction cues in the direction
of a more assertive/stressing robot, that we called authori-
tarian style, might have an impact on participants’ ability
to comply with the task improving their performance [19]
and to prevent users’ cheating [20]. More specifically, the
present study aims to explore whether a specific interaction
style of a humanoid robot could have an impact: (i) on the
users’ performance during a cognitive evaluation; (ii) on the
relationship between users’ performance on cognitive tasks
andusers’ intrinsic characteristics such as gender, personality
traits, and the acceptance of technology; (iii) on the rela-
tionship between users’ personality traits and non-compliant
behavior.

Results showed that designing the interaction style of
social robots can improve users’ performance on cogni-
tive evaluation. Particularly, an authoritarian seems to be
more appropriate to improve the performance when the tasks
require high cognitive demands. Additionally, we observed
that users’ personality traitswereweakly associatedwith per-
formance on cognitive tasks. Conversely, some beliefs and
expectations of the participants on the acceptance and use of
technologies such as Trust, Attitude, and Intention to use, as
measured by using the UTAUT questionnaire, were related
to cognitive performance. We found an association between
Cognitive Flexibility and Intention to use and Attitude con-
structs in the friendly condition;whereas, Trust was related to
processing speed and attentive abilities in the authoritarian
condition. Moreover, we found an increase in the Accep-
tance and Use of Technology after the HRI in the friendly
and authoritarian condition but not in the neutral, although
the highest increases were observed in the authoritarian con-
dition. Finally, users’ non-compliant behavior seems to be

related to the robot’s behavior rather than to their personal-
ity traits. These findings contribute to our understanding of
how to improve the engagement and the efficacy of HRI in
socially assistive and educational contexts.

2 RelatedWorks

Until now, some studies have employed social robots to
administer cognitive evaluation and exercises evaluating the
users’ performance. Clinical cognitive assessment evaluates
important areas of brain function (e.g., memory, attention,
processing speed, language, and reasoning capabilities) and
is used for a variety of purposes, ranging from screening
for possible brain disorders to identifying individuals neu-
ropsychological profile to develop a treatment and prevention
plan. In previous studies [21–23], the authors showed that
social robots can be a viable solution for older people psy-
chometric assessment and that users’ personality traits such
as openness to experience and their trust in technology, influ-
ence their cognitive performance. Moreover, in [22,24,25],
the authors reported that the robot turned out to be better than
PC and tablets because HRI was “more dynamic” and “more
engaging”. Schneider et al. [8] reported that SARs can have
positive effects on user’s performance on cognitive tasks and
that the task is perceived as pleasurable if the robot’s feed-
back is appropriate to the user’s task processing. Moreover,
in a recent study, Pino et al. [7] found that robot-based cogni-
tive training produced an improvement of cognitive functions
in individuals with mild cognitive impairment. The above-
mentioned studies evaluated the feasibility of a psychometric
assessment administered by the robot and the performance
compared to no-robot conditions. However, they did not
evaluate the possible role of robot’s interaction style on indi-
viduals’ performance and behaviors. Preliminary results on
performance in cognitive tasks are presented in the work
of Agrigoroaie and Tapus [10], where different interaction
styles, designed in terms of different verbal encouragements,
were tested. They investigated the impact of encouraging and
stressing interactions style displayed by a humanoid robot
on performance in a Stroop task. The friendly-encouraging
robot displayed medium volume speech, no sound for the
timer, and encouraging verbal content (e.g., “I know you
can do it”, “Continue just like that”, “You are progressing
reallywell”);while the authoritarian-stressingdisplayedhigh
volume speech, sound for the timer and stressing verbal con-
tent (e.g. “What are you doing?”, “Faster, faster”, “Hurry
up”). They found that with respect to no robot condition,
encouraging and stressing robot’s interaction styles were
able to increase users’ performance, especially for sensitive
and experience seeking participants. The crucial role of the
robot’s interaction style, or personality, was also underlined
by Robert [26] who, in a recent literature review, confirmed
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that people respondmore favorably to extroverted robots and
robots with similar and/or complementary personalities.

Non-verbal behavior plays a fundamental role in char-
acterizing the interaction style of a robot. An interesting
study demonstrated how an interactive robot non-verbally
expressing a variety of friendly behaviors (response time,
approach speed, individual distance, and attentiveness) in a
museum scenario may foster user-robot relationships [18].
Moreover, non-verbal cues have been demonstrated to affect
persuasiveness and likeability in human-human interaction
[27]. This aspect assumes a key role also in HRI. Research
has suggested that non-verbal immediacy is closely related
to persuasion, likeability, and attractiveness [28,29]. Non-
verbal immediacy refers to a construct comprising several
bodily behaviors such as increasing in touch, eye contact or
gazing, body relaxation, positive facial expression, and head
nods as well as vocal behaviors such as vocal expressions
and tone. Indeed, the way something is said can influence
perceptions of power and subsequent information process-
ing just as much as what is said [30]. Researchers have
found that higher perceived persuasiveness correlated with
vocal pleasantness, proxemics immediacy, facial expressive-
ness, and body movements relaxation [31]. In line with these
results, it has been shown that individuals tend to comply
with arguments presented by a speaker following individ-
uals’ speech styles and decoding abilities [17]. Therefore,
good decoders tended to complymorewith pleasant voices as
they could prefer affiliative cues expressing positive affective
communication [17]. Poor decoders compliedmorewith hos-
tile voices as they might prefer assertive cues [17]. Another
study has suggested that aggression and intimidation are not
significant factors for obedience for participants to follow
the robot’s instruction. Therefore, more emphasis should
be put on designing robot behaviors that ensure safety to
develop a sense of trust in the robot [32]. Trustworthiness
and acceptance in human–robot collaboration are influenced
by the robot’s mistakes and by its performance on a task [33].
However, the robot’s performance does not seem to substan-
tially influence participants’ decisions to (not) comply with
its requests [34].

Finally, in the case of social robots for the administration
of cognitive exercises, the possible non-compliant behavior
of the user should be considered. Indeed, when users try to
cheat the robots by, for example, disobeying instructions,
social robots could not be able to perform their assistive
functions. In human-human interactions, being supervised
and/or monitored represents key factors in reducing non-
compliant behaviors [35]. As robots have been shown to
induce social presence, this property could lead to inter-
esting insights regarding what specific behavior or gesture
could promote or mediate deception and cheating. In this
context, Hoffman et al. [36] showed that the robot’s social
presence causes people to cheat less, by reducing dishon-

est behavior to a similar extent as the presence of a human.
A robot with an anthropomorphic, human-like, appearance
seems to evoke more honesty than a non-anthropomorphic
one [37–39]; moreover, the frequency of the robot’s gaze
behaviors and gestures could promote honesty and affect the
performance on the recall task [40]. Otherwise, analyzing the
users’ non-compliant behavior, Forlizzi et al. [41] demon-
strated that individuals behaved more dishonestly when they
were observed by a robot than when a human monitored
them; whereas a recent study of Petisca et al. [20] reported
that the robot’s specific role in the context affects individuals’
cheating behavior during the HRI. However, non-compliant
behavior could be also influenced by the intrinsic characteris-
tics of the individuals regardless of the context. Indeed, some
personality traits have been linked to the cheating behavior:
Extraversion and Neuroticism dimensions showed a posi-
tive correlation with cheating behavior [42], whereas the
Conscientiousness is negatively related to the tendency to
behave dishonestly [43]. Therefore, “lie scales” were intro-
duced in some personality measures to detect individuals’
lie inclination [44]. In [45], we presented preliminary results
evaluating whether and how the interaction style of the
robot could affect the compliance of the participants dur-
ing the execution of cognitive tests. We found that a neutral
interaction style of the robot seems to increase the non-
compliant behavior of the participants probably due to its
machine-like system that could be perceived as easier to
cheat. Here, we extend such work analyzing the possible
impact of different interaction styles also on performance
and acceptance and how these correlate with personality
traits.

3 Robot Behavioral Styles

In this study, we used a Pepper robot developed by Soft-
bank Robotics. Pepper is a 120cm tall humanoid robot that
through gesturing, speaking, and using other multi-modal
interfaces, such as an integrated touchscreen tablet, is capa-
ble of advanced social interactions. Three different types
of interaction styles of the robot were designed: author-
itarian, neutral, and friendly (see Fig. 1). Since the robot
was configured to give the instructions of the cognitive task
autonomously, the characterization of the different interac-
tion styles did not involve changes in the instructions and/or
in examples provided by the robot.

According toChidambaram et al. [16], who underlined the
key role of robots’ non-verbal behavior in the persuasiveness
and the users’ compliance, we designed the three interaction
styles based on the following verbal and non-verbal aspects
(Table1):
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Fig. 1 Pepper different interaction styles: friendly, neutral, and author-
itarian. (Color figure online)

– Proxemics We used the classification of Hall’s interper-
sonal space, althoughwe are aware of possible limitations
of this concept applied to HRI [46], and also considering
that the actual knowledge on personal space in human–
robot interaction is still very limited. We positioned the
robot in the user’s personal space (between 0.3 and 1m)
in all the different conditions [47]. This choice was made
to create a personal space not too close to make partici-
pants feel uncomfortable, and not too far away to cause
a persuasiveness reduction effect.

– Gaze behavior We designed the robot’s gaze behavior
combining three different strategies: static gaze, socially
responsive gaze, and sustained and direct gaze [48–50].

– Gestures The different interaction styles could be defined
by a different use of gestures. In detail, we modulate the
speed and the frequency of gestures in the three condi-
tions according to theworks of Salem et al. [34], andNeff
et al. [51].

– Vocal features We modeled this aspect by designing dif-
ferent tones of voice, speed of speech, and language type
in the three conditions [48,52,53].

– Facial expression Since the Pepper robot is unable to
change its facial expressions, we could only change
the eye color based on the color-wheel model by
Plutchik [54].

– Style of encouragement The implementation of the three
different robot behavioral styles involved specific anddif-
ferent motivational expressions [49,55].

The application of this study was developed with Chore-
graphe, an intuitive graphical environment that allows simple
programming of Pepper. The ALTextToSpeech module was
used for voice personalization with respect to the user,
namely changing the pitch (range [50%, 200%]with 100%as Ta
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the default value), changing the speaking rate (range [50%,
400%] with 100% as the default value).

3.1 Friendly Pepper

Friendly interaction style was designed to put at ease the
users with the following characteristics:

– Socially responsive gaze behavior was shaped to follow
the users when they were oriented towards the robot, but
not when they were performing the exercises [49];

– Frequent and broad gestures that were combined so to
maintain the speech rhythm [51]. Gestures were always
used accompanying the robot speech. The openness of
gestures is typically related also to the display of positive
emotions [56];

– A high tone of voice (100%) and high-speed of speech
(90%) which are associated with a more entertaining
robot [53];

– An informal style of language to promote intimacy [49];
– The robot proposed random phrases such as: “Your help
is very valuable for us!”, “Your contributionwill help sci-
entific research”, “Come on, you can do it!” to positively
encourage the users [10,55];

– Yellow led eyes since yellow is associated with positive
emotions such as joy and serenity [54];

– Tablet: a screen with written “Pepper!” to welcome and
introduce itself to the users.

3.2 Authoritarian Pepper

Authoritarian interaction style was designed to simulate a
severe teacher showing the following features:

– A sustained and direct eye-gaze, staring at the users
to provide hierarchical cue and to establish asymmetric
positions due to the task execution [48,50];

– Semantic gestures and posture turned to the user;
– A medium-high tone of voice (75%) and high-speed
of speech (90%) to define an asymmetric relationship
expressing power and status [48]. A lower tone of voice
is also related to more assertive communication [57];

– Formal language typical of asymmetric relationship;
– Motivational sentences were: “Don’t get distracted!”,
“You need to move!”, and “Hurry up!” providing sug-
gestions to improve the performance [10,55];

– Red led eyes to express authority since red is associated
with anger and rage [54];

– Tablet: a gif of an hourglass was showed while the user
performed the exercises to keep users’ attention focused
on the task.

3.3 Neutral Pepper

The robot with a neutral personality has been considered as
control behavior not providing any specific social cue with
the following features:

– Gaze behavior: although Holthaus et al. [58] employed
robots with occasional random gazes and slight body
movements to signal availability, we chose to charac-
terize the neutral robot with a static gaze direction
throughout the interaction [49] in order to differentiate
it more from the dynamic gaze of friendly interaction
style;

– A fixed posture with arms along to the body and with
open hands slightly moving [34]. This was realized by
keeping the robot in the “autonomous life” but disabling
gestures in animated speech boxes;

– Low tone of voice (50%) and low speed of speech (80%)
were employed to control positive andnegative emotional
response according to the results of a previous study [53];

– Formal language as an imperative style typical of a non-
personalized condition [49];

– Motivational sentences were limited to: “Come on!” and
“Go!” inspired by a non-personalized condition [49,55];

– White led eyes since white color is not associated with
emotions according to the Plutchik model [54];

– Tablet: a black screen to not provide anywelcomingmes-
sage or other information.

4 Experimental Evaluation

The design of the robot’s appearance and the way it interacts
could affect trust and users’ performance in human–robot
collaboration, especially in educational and assistive con-
texts. Moreover, users’ intrinsic characteristics such as gen-
der, personality traits, and their acceptance of technology
might affect the HRI and then have an impact on cognitive
performance and compliance behavior. We expected that a
friendly interactive style could have a positive influence on
the relationship between users and the robot while it could
have a small or no impact on the users’ cognitive perfor-
mance [18]. On the other hand, an authoritarian interactive
style might impact more on participants’ performance on
cognitive tasks [19] and, also, prevent cheating [20]. A neu-
tral interactive style has been considered as control behavior.
This is to investigate the effect of friendly or authoritative
interactive style within HRI, rather than a style to compare
with friendly and authoritarian behaviors.
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4.1 Experimental Hypotheses

We set up our experimental design and evaluation from four
main hypotheses:

– H1 Customizing humanoid robot behavior to the pro-
posed tasks with a specific interaction style (i.e.,Friendly
and Authoritarian) could have an impact on participants’
performance in cognitive tasks when compared to the
Neutral interaction style. Particularly, we hypothesized
that anAuthoritarian interaction stylemight improve par-
ticipants’ cognitive performance more than a Friendly
one (confirmatory hypothesis);

– H2 Intrinsic individuals’ characteristics, such as gen-
der and personality traits, might be differently related to
the cognitive performance based on the robot’s behavior
(exploratory hypothesis);

– H3 The interaction’s style of the robot could influence
individuals’ thoughts and perceptions about the robot.
More specifically, we hypothesized that a Friendly inter-
active style of the robot can foster individuals’ thoughts
about the acceptance and the usability of the robot in a
greater way than an Authoritarian and a Neutral style
(confirmatory hypothesis);

– H4 The personality traits and the lie inclination of the
users are expected to be related to their non-compliant
behaviors during the cognitive tasks independently from
the robot’s interaction style (exploratory hypothesis).

4.2 Participants

Sixty student volunteers (31 male and 29 female; age ranged
from 18 to 27years) participated in the experimental sessions
interacting with Pepper. The experiments were performed in
October 2019 at the University of Naples Federico II, where
a large laboratory area has been adapted to look like a home
environment. The research followed the tenets of the Decla-
ration of Helsinki.

4.3 Neuropsychological Evaluation

Before interacting with the Pepper robot, participants were
asked to spontaneously complete the Italian version of the
Eysenck Personality Questionnaire Revised-Short (EPQR-
S) [59] to evaluate the possible associations of participants’
personality traits and lie inclination with their cognitive per-
formance and non-compliant behaviors. The EPQR-S [60]
consists of 48 items to which the participant must answer
with Yes or No. Items are related to a variety of hypothetical
scenarios and participants must respond to what they believe
they would do or would normally do in those situations. It
consists of three measures corresponding to the three per-
sonality traits (i.e., extraversion, neuroticism, psychoticism)

Fig. 2 A screenshot from the experimental evaluation

described byEysenck’s [59] theory plus a lie scale.Moreover,
participants completed the Unified Theory of Acceptance
and Use of Technology (UTAUT) questionnaire [61] before
and after the interaction with Pepper. This is to explore the
possible changes of level of technology acceptance after the
physical and social interaction with the robot and the pos-
sible relationship of the participants’ acceptance with their
cognitive performance within each condition. The UTAUT
questionnaire [61] consists of 41 items to which participants
are required to reply on a Likert type scale (range: 1–5). This
questionnaire explores 12 constructs: Anxiety (ANX), Atti-
tude (ATT), Facilitating conditions (FC), Intention to use
(ITU), Perceived adaptability (PAD), Perceived enjoyment
(PENJ), Perceived ease of use (PEOU), Perceived sociabil-
ity (PS), Perceived usefulness (PU), Social influence (SI),
Social presence (SP) and Trust.

As for cognitive assessment, administered by the robot
(see Fig. 2), participants had to complete two neuropsy-
chological tests following Pepper’s instructions: the Trail
Making Test (TMT) and the Attentive Matrices (AM). The
Trail Making Test is a neuropsychological test evaluating
visual scanning, processing speed, and set-shifting abilities,
as well as executive functioning. It consists of two parts (i.e.,
part A and part B) in which the participant has to connect
sequentially a set of 25 dots (in part A the dots contain only
numbers whereas in part B the cognitive demand increases
since dots with numbers and letters must be alternated) as
quickly as possiblewhile still maintaining accuracy [62]. The
score is based on task completion time, in seconds, of the par-
ticipant; therefore, lower scores indicate a shorter completion
time and so better performance. The Attentive Matrices is a
valid instrument to measure selective visual attention [63]
and less cognitive demands are required to carry out the task
than TMT. Three matrices with numbers arranged in a ran-
dom sequence are shown to the participant. The participants
must cross all the numbers equal to those printed on the top
of the matrix in 45s. The number of correct stimuli barred by
the participants is calculated (it ranges between 0–60 over-
all in the three matrices). Therefore, higher scores indicate
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better performance on this task. These two tests were cho-
sen because they could be easily administered by Pepper in
complete autonomy. Moreover, the two tasks are character-
ized by well-defined start and end times that allow observing
possible participants’ non-compliant behaviors.

4.4 Procedure

Before initiating the experimental session, the experimenter
explained to the participants the procedure without men-
tioning the aims and hypotheses of research so they could
decide whether to participate and sign the consent. After the
experiment, participants were informed that cameras were
recording the interaction and that they could freely choose to
opt-out from the experiment before conducting any analysis
on the data. None of the volunteers decided to opt-out. Each
participant was randomly assigned to one of the three condi-
tions corresponding to Pepper’s different interaction styles:
neutral, friendly, and authoritarian.

Before interacting with the Pepper robot, participants
completed the EPQR-S and the UTAUT questionnaires
supervised by two psychologists. After participants com-
pleted these two questionnaires, the human–robot interaction
started with the administration of the cognitive tasks (i.e.,
Attentive Matrices and Trail Making Test) conducted by
Pepper that was left alone in the room with each partic-
ipant. All procedures for a neuropsychological evaluation
were carried out by Pepper giving standard instructions for
the execution of the tasks. Moreover, Pepper video-recorded
the whole session, so in this way, a clinical neuropsycholo-
gist was able to fully review the administration. The scores
were calculated by the neuropsychologist through the video
recordings. Finally, participants completed again theUTAUT
questionnaire after the human–robot interaction ending the
experimental session.

4.5 Evaluation of Compliance Level

The neuropsychological assessment includes a set of stan-
dardized procedures and tools. Pepper explicitly instructed
the participants to wait before starting the execution of each
exercise and to stop when requested (only for Attentive
Matrices). We measured the levels of compliance of partici-
pants codifying two separated scores: (i) the number of barred
items beyond the time limit prescribed by the robot for the
execution of Attentive Matrices; and (ii) the union of stimuli
before the start of the robot during the TMT. Therefore, we
considered as non-compliant all participants’ behaviors to
boost their performance outside of the time allowed. Partici-
pants were volunteers, so we suppose that the way they acted
was not driven to the expectation of receiving any incentive.

4.6 Statistical Analysis

A possible difference in the distribution of male and female
participants between the three different groups was evaluated
by χ2. The screening of data for normality assumption vio-
lations, assessed by the Shapiro–Wilk test, indicates to reject
the null hypothesis that variables were normally distributed;
therefore, non-parametric methods were used. Performance
on cognitive task and personality traits were compared
between groups who interacted with different Pepper inter-
action styles (i.e. neutral, friendly, and authoritarian) by
Kruskal–Wallis H-test. Post-hoc pairwise comparisons were
assessed, and the significance values were adapted according
to Bonferroni’s correction for controlling the type I error. To
evaluate the possible change of level of participants’ tech-
nology acceptance after the different physical and social
interactions with the robot, we performed the Wilcoxon
signed-rank test within each group. To control for the type I
error, Bonferroni’s correction for multiple comparisons was
employed (i.e. α/k where k is the number of comparisons).

Moreover, to investigate the possible association between
performance on cognitive tasks and intrinsic characteris-
tics of participants such as gender and personality traits
(i.e., Extraversion, Neuroticism, Psychoticism) and their
acceptance of technology, we performed Spearman’s rank
correlation analysis within each group. Cognitive perfor-
mance of male and female were compared considering both
the whole sample and each subgroup by the Mann–Whitney
U test. Finally, to investigate the possible association between
users’ compliance and personality traits (i.e., Extraversion,
Neuroticism, Psychoticism, Lie), we performed Spearman’s
rank correlation analysis. The effect sizes (η2H ) were calcu-
lated according to the effect size estimates for non-parametric
tests [64] and their magnitudes were interpreted according
to Cohen [65]. The statistical significance threshold for the
analyses was set at < 0.05. All these analyses were per-
formed with IBM SPSS-26. Power analyses were performed
to assist in explaining any potential non-significant results
with G*Power 3.1.

5 Results

The sixty student volunteers were randomly assigned to the
different conditions to form three equivalent groups based on
the robot’s interaction style: neutral, friendly, and authoritar-
ian Pepper. The three groups did not differ in the distribution
of male and female participants (neutral: 13M, 7F; friendly:
10M, 10F; authoritarian: 9M, 11F; χ2 = 1.741, p = 0.419).
The comparison between participants who interacted with
different interaction styles of Pepper showed no significant
difference regarding personality aspects (Table2).

123



2064 International Journal of Social Robotics (2021) 13:2057–2069

Table 2 Comparison between
Neutral, Friendly, and
Authoritarian groups on
personality traits and cognitive
performance

Neutral Friendly Authoritarian H p η2H
Mean±SD Mean±SD Mean±SD

EPQR-S Extraversion 8.7±3.5 8.2±3.6 8.4±3.0 0.145 0.930 0.033

EPQR-S Neuroticism 6.8±4.0 6.1±3.0 6.6±3.3 0.880 0.644 0.02

EPQR-S Psychoticism 2.8±1.7 2.7±1.5 3.0±2.6 0.125 0.940 0.033

EPQR-S Lie 8.7±3.5 8.2±3.6 8.4±3.0 0.145 0.930 0.009

TMT A 32.0±15.9 30.9±9.1 24.6±6.2a 7.295 0.026 0.093

TMT B 80.9±20.9 87.4±27.0 69.3±28.5b 10.333 0.006 0.146

Attentive matrices 46.7±10.0 38.9±9.1c 41.6±8.2 6.761 0.034 0.084

Post-hoc pairwise comparisons with significance values adapted according to Bonferroni’s correction
EPQR-S Eysenck personality questionnaire revised-short, TMT trail making test
Significant values are reported in bold
aSignificant difference between authoritarian group and friendly group (p = 0.044)
bSignificant difference betweenauthoritarian group andneutral group (p = 0.047) andbetweenauthoritarian
group and friendly group (p= 0.007)
cSignificant difference between neutral group and friendly group (p = 0.029)

5.1 Cognitive Performance

Considering that better cognitive performance was indicated
by higher scores on Attentive Matrices and by lower ones
on TMT, we investigated possible differences in cognitive
performance comparing the three groups. The three groups
differed significantly on Attentive Matrices and part A of
TMT showing medium effects (AM: η2H = 0.084; TMTA:
η2H = 0.093) and on part B of TMT showing a large effect
(η2H = 0.146) (Table2). In detail, posthoc comparisons
with significance values adapted according to Bonferroni’s
correction showed that participants who interacted with neu-
tral Pepper scored significantly better on Attentive Matrices
than participants who interacted with friendly Pepper (p =
0.029); moreover, participants who interacted with author-
itarian Pepper reported significantly better performance on
part A of TMT than participants who interacted with friendly
(p = 0.044) and better performance on part B of TMT than
participants who interacted with neutral (p = 0.047) and
with friendly Pepper (p = 0.007) (Table2).

5.2 Performance, Users’Personality Traits, and
Gender

The comparison between male and female participants
showed no significant difference in cognitive performance
considering the entire sample size. As for the comparison of
cognitive variables based on the users’ gender within each
group, we did not find significant differences either in neu-
tral, friendly, or authoritarian conditions.

As for personality traits, we found that the Psychoticism
trait was positively associated with the time of execution of
part B of TMT (ρ = 0.460, p = 0.041) in the neutral robot
condition. No other association was found between users’
personality traits and cognitive performance.

5.3 Performance and UTAUT

Considering that better cognitive performancewere indicated
by higher scores on Attentive Matrices and by lower ones on
TMT (since these represent time measures), we investigated
the possible associations with UTAUT constructs through
correlation analyses. No significant association was found
between cognitive performance and UTAUT constructs in
the neutral condition; whereas, we found that the comple-
tion time score of TMT part B was negatively associated
with Attitude subscale (ρ = −0.484, p = 0.031) and pos-
itively related to Intention to Use subscale (ρ = 0.572,
p = 0.008) of UTAUT in friendly Pepper condition. Finally,
in the authoritarian robot condition, we found that the com-
pletion time score of TMT part A was negatively associated
with Perceived enjoyment (ρ = −0.506, p = 0.023) and
with Trust (ρ = −0.493, p = 0.027) subscales of UTAUT;
whereas, in the above-mentioned condition performance on
Attentive Matrices was positively related to Trust subscale
(ρ = 0.448, p = 0.048) of UTAUT.

5.4 UTAUT Scores Before and After the HRI

No difference emerged on subscales of UTAUT completed
before and after the participants interacted with neutral
Pepper applying Bonferroni’s correction (see tables in Sup-
plementary Materials). The participants reported scores
significantly higher on Facilitating Conditions subscale of
UTAUT after they interacted with the friendly robot than
before the interaction with a large effect (p = 0.001,
η2H = 0.28, see tables in Supplementary Materials). More-
over, a higher score was found on the Attitude subscale of
UTAUT after the participants interacted with the friendly
robot with a medium effect. However, this result did not
reach the statistical significance when applying Bonfer-

123



International Journal of Social Robotics (2021) 13:2057–2069 2065

roni’s correction (see tables in Supplementary Materials).
Finally, after the interaction with the authoritarian Pepper,
participants reported significantly higher scores on Facil-
itating Conditions of UTAUT than before the interaction
with a large effect (p = 0.002, η2H = 0.237, see Tables
in Supplementary Materials). Although these results did not
reach the statistical significance applying Bonferroni’s cor-
rection, increases in Perceived Ease of Use, Intention to
Use, Trust, and Total scores of UTAUT were found after
the participants interacted with the authoritarian robot with
effects from medium to large (see tables in Supplementary
Materials).

5.5 Non-Compliant Behaviors and Personality Traits

In a previous study [45], we investigated the effect of dif-
ferent robot’s interaction styles on users’ non-compliant
behavior during cognitive tasks. We observed that partic-
ipants who interacted with the neutral Pepper were less
compliant than participants who interacted with Pepper with
a more characterized interaction style. In detail, we found
that participants who interacted with the neutral Pepper
reported a lower level of compliance during the execu-
tion of Attentive Matrices than participants who interacted
with friendly Pepper (p = 0.026). Moreover, we found a
higher number of non-compliant individuals in the group
who interacted with the neutral Pepper when compared to
the friendly group (χ2 = 5.013, p = 0.025) (see Maggi et
al. [45] for a more detailed results description). Conversely,
in the present study, we aimed to extend the previous work
exploring the possible relationships between users’ person-
ality traits and their non-compliant behaviors independently
from the robot’s interaction style. We found no association
between users’ non-compliant behavior and their personality
traits.

5.6 Power Analyses for Non-significant Results

We conducted power analyses to check whether our non-
significant results were due to a lack of statistical power.
As for the comparisons between UTAUT scores completed
Before andAfterHRI, larger sample sizes for each interaction
style (N = 35) were required to reach statistical signifi-
cance with power (1 − β) set at 0.80, estimated medium
effect size of 0.5, and α = 0.05 (two-tailed). As for the
correlational analyses performed to explore the relationship
between users’ personality traits and non-compliant behav-
ior, power analysis showed that sample size would have to
increase up to N = 82 for reaching statistical significance
(1−β = 0.8; estimated medium effect size of 0.3; α = 0.05;
two-tailed).

6 Discussion and Conclusions

The present study investigated users’ performance on cogni-
tive tasks administered by a robot simulating three different
interaction styles: neutral, friendly, and authoritarian. The
results showed that participants who interacted with an
authoritarian robot reported better performance on TMT
than individuals who interacted with the neutral and the
friendly Pepper. Participants who interacted with the neutral
robot performed better on Attentive Matrices than individu-
alswho interactedwith the friendly one.Our findings confirm
our first hypothesis (H1) and suggest the need to customize
with respect to the task the robot behaviors to improve users’
performance on cognitive tasks supporting the results of a
previous study of Agrigoroaie and Tapus [10]. In particular,
the authoritarian interaction style seems to be more appro-
priate when the tasks require high cognitive demands as the
TMT. The results of the present study confirmed also some
evidenceof a previous studyofFasola andMataric [19]which
explored how to improve users’ performance on physical
and cognitive tasks modeling the robot’s behavior. Although
the authors did not find statistically significant differences
between the different conditions due to the sample size, they
found thatmaintaining a goodbalance between raising a chal-
lenging level and minimizing the frustration level of the user
on the task might be the right strategy to achieve better per-
formance [19]. Conversely, participants who interacted with
the Neutral Pepper performed better on Attentive Matrices
than those who interacted with the Friendly one. This result
could be due to the fact that some non-verbal features of the
Friendly interaction style such as frequent and broad gestures
may have influenced individuals’ performance in a purely
attentional task. This idea is supported by findings of a previ-
ous study [66] that demonstrated how the robot’s movements
in the user’s surroundings distracted the user from his/her
current activity.

Moreover, to control the effect of the gender on the users’
performance, we compared the cognitive outcomes reported
by males and females in both the entire sample and within
each group, but we did not find any significant difference.
These results were confirmed by the correlation analysis
which showed no significant association between cognitive
performance and users’ gender; whereas, we found only a
positive correlation between the Psychoticism personality
trait and performance on part B of TMT in neutral robot
condition (which is in line with the evidence that greater
psychoticism was associated with altered attentional and
set-shifting abilities [67]). Furthermore, we did not find
any relationship between users’ intrinsic characteristics and
cognitive performance (H2), therefore the differences in cog-
nitive performance that emerged in the different conditions
could not depend on users’ gender and personality traits. The
role of the users’ gender or rather whether men or women are

123



2066 International Journal of Social Robotics (2021) 13:2057–2069

more likely to prefer or dislike robots has been widely inves-
tigated in HRI [68] revealing mixed results: Nomura [68],
reviewing the literature about the impact of the human gender
on HRI, suggested that females seem to have more negative
attitudes toward interaction with robots than males. Ghaz-
ali et al. [69] reported that participants experienced higher
psychological reactance when interacting with a robot of the
opposite gender. However, we aim to explore the associa-
tion between gender and users’ cognitive performance during
HRI in a future study with a larger sample.

Analyzing the association betweenUTAUTconstructs and
the users’ performance, we found that reporting a positive
attitude toward the robot (for example, thinking that the
robot can make our life more interesting and that using a
robot can be a good idea) was correlated to better cognitive
performance in the friendly condition; moreover, individu-
als’ intention to use the robot was associated with slower
performance on a cognitive task in the friendly condition.
Conversely, in the authoritarian condition, performance on
Attentive Matrices and part A of TMT were associated with
Trust suggesting that users’ trust in the robot’s role and
its function could be crucial to improve the users’ perfor-
mance leading us to reject our third hypothesis (H3) that a
friendly interaction style of the robot could be more suit-
able to increase some feelings and perceptions of the users
about the robot such as the Trust. More specifically, tak-
ing into account the findings of better cognitive performance
and significant associations between performance and users’
trust in the authoritarian condition, we can assume that fol-
lowing the robot’s instructions and trusting its advice might
improve users’ performance on cognitive tasks. This idea is
in line with the results of a previous study [21] which found
a relationship between the Trust construct and users’ perfor-
mance on psychometric tests. For this purpose, an assertive
interaction style of the robot seems to be more effective
in enhancing users’ trust than the friendly or neutral. Pep-
per with an assertive style could affect users’ acceptance of
technology and then their engagement in the tasks. These
hypotheses were also supported by the results that emerged
by the comparison between the scores in UTAUT reported
by the participants before and after the interaction with Pep-
per. Indeed, we observed increases in UTAUT scores after
the individuals interacted with the robot both in the friendly
and the authoritarian condition, but not in the neutral one.
This is evident in the Facilitating Condition construct which
reflects how much the users believe that they can more eas-
ily use the robot. These results are further evidence about
the need for designing robots endowed with specific features
(i.e., authoritarian and friendly), as this has a different impact
on the users’ response in terms of performance in cognitive
tasks but also of technology acceptance. Moreover, although
they did not reach the statistical significance, increases in Per-
ceived Ease of Use, Intention to Use, Trust, and Total scores

of UTAUT were reported by the participants after they inter-
acted with the authoritarian Pepper. The lack of significance
in the comparisons of UTAUT scores completed Before and
After the HRI could be due to the sample size as confirmed
by power analyses.

Finally, in the present study, we investigated whether and
how the individuals’ non-compliant behavior was related
to their personality traits and lie inclination (H4) but we
did not find any association between these variables. This
result might be due to the exiguity of the sample size as
proved by the power analyses. This represents a limit of the
present study since, in literature, it has been demonstrated
that high neuroticism and low conscientiousness are widely
associated with individuals’ non-compliant behavior [70].
However, these findings might indirectly support the results
we reported in a previous study [45] which showed as the
individuals’ non-compliant behavior was greater when they
interacted with a robot with a neutral interaction style since
this could be perceived as a machine-like system and there-
fore easy to cheat (see Maggi et al. [45] for a more detailed
discussion). Indeed, since being aware of the social presence
of others can reduce the dishonest behavior of individuals
[35], the robot’s behavior and its capability to be perceived
as a social presence seem toplay a crucial role in promotingor
mediating non-compliant behaviors. Also, in a recent study,
Petisca et al. [20] found that the role of the robot in the context
could influence users’ cheating behavior. Particularly, partic-
ipants were less compliant when they were interacting with
a robot giving instructions then when they were interacting
with a vigilant robot as its role was not to monitor deceiv-
ing behavior. According to the above-mentioned findings, it
is essential to consider not only the individual’s personality
and characteristics but also the effect of the robot’s interac-
tion style on unethical behaviors.

In the present study, we aimed to explore the impact of
a specific robot’s interaction style administering a cognitive
evaluation on users’ performance. The design of the com-
munication styles in Pepper is resulting from a few different
variables (gestures, speech, language, gaze). This constitutes
a limitation of our work since the results could be caused
or confounded by any of the variables. As future work, we
aim at investigating how the different robot’s interaction
styles are classified and perceived by the human partici-
pants. Moreover, the results must be interpreted with caution
since the small number of participants limits this study as
proved by power analyses; nevertheless, the present study
offers promising evidence that customizing social robots’
behavior might be crucial to improve the users’ response in
terms of performance in cognitive tasks but also of technol-
ogy acceptance. For future works, we aim: (i) to collect data
on the users’ perception of the robot behavior to better label
its interaction style; (ii) to explore the usefulness of cognitive
assistance provided by a humanoid robot also in healthcare
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and educational contexts; (iii) to prove the feasibility of this
robotic assistance application in home-care and daily living
contexts.
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19. Fasola J, Matarić M J (2010) Robot motivator: increasing user
enjoyment and performance on a physical/cognitive task. In: IEEE
9th international conference on development and learning. IEEE,
pp 274–279

20. Petisca S, Esteves F, Paiva A (2019) Cheating with robots: how at
ease do they make us feel? In: IEEE/RSJ international conference
on intelligent robots and systems (IROS), pp 2102–2107

21. Rossi S, Santangelo G, Staffa M, Varrasi S, Conti D, Di Nuovo
A (2018) Psychometric evaluation supported by a social robot:
personality factors and technology acceptance. In: 27th IEEE
international symposium on robot and human interactive commu-
nication (RO-MAN). IEEE, pp 802–807

22. Rossi S, Conti D, Garramone F, Santangelo G, Staffa M, Varrasi S,
Di Nuovo A (2020) The role of personality factors and empathy in
the acceptance and performance of a social robot for psychometric
evaluations. Robotics 9(2):39

23. Sangiovanni S, Spezialetti M, D’Asaro FA, Maggi G, Rossi S
(2020) Administrating cognitive tests through HRI: an applica-
tion of an automatic scoring system through visual analysis. In:
Social robotics. ICSR 2020. Lecture Notes in Computer Science.
Springer, Cham

24. Rossi S, Staffa M, Tamburro A (2018) Socially assistive robot for
providing recommendations: comparing a humanoid robot with a
mobile application. Int J Soc Robotics 10(2):265–278

25. Varrasi S, Di Nuovo S, Conti D, Di Nuovo A (2019) Social robots
as psychometric tools for cognitive assessment: a pilot test. In:
Human friendly robotics. Springer, Cham, pp 99–112

26. Robert L (2018) Personality in the human robot interaction liter-
ature: a review and brief critique. In: Robert LP (ed) Proceedings
of the 24th Americas conference on information systems. Person-
ality in the human robot interaction literature: a review and brief
critique, pp 16–18

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


2068 International Journal of Social Robotics (2021) 13:2057–2069

27. KnappML, Hall JA, Horgan TG (2013) Nonverbal communication
in human interaction. Cengage Learning, Boston

28. Andersen JF, Andersen PA, Jensen AD (1979) The measurement
of nonverbal immediacy. J Appl Commun Res 7(2):153–180

29. Mehrabian A et al (1971) Silent messages, vol 8. Wadsworth, Bel-
mont

30. CraigT,BlankenshipKL,LewisA (2015)Leveraging processing to
understand linguistic cues, power and persuasion. In: The exercise
of power in communication. Springer, Cham, pp 199–220

31. Burgoon JK, Birk T, Pfau M (1990) Nonverbal behaviors, persua-
sion, and credibility. Hum Commun Res 17(1):140–169

32. Agrawal S, Williams MA (2017) Robot authority and human obe-
dience: a study of human behaviour using a robot security guard.
In: Proceedings of the companion of the 2017 ACM/IEEE interna-
tional conference on human–robot interaction, pp 57–58

33. van den Brule R, Dotsch R, Bijlstra G, Wigboldus D, Haselager
P (2014) Do robot performance and behavioral style affect human
trust? A multi-method approach. Int J Soc Robotics 6:519–531

34. Salem M, Kopp S, Wachsmuth I, Rohlfing K, Joublin F (2012)
Generation and evaluation of communicative robot gesture. Int J
Soc Robotics 4(2):201–217

35. Reno RR, Cialdini RB, Kallgren CA (1993) The transsituational
influence of social norms. J Personal Soc Psychol 64(1):104

36. Hoffman G, Forlizzi J, Ayal S, Steinfeld A, Antanitis J, Hochman
G, Hochendoner E, Finkenaur J (2015) Robot presence and human
honesty: experimental evidence. In: Proceedings of the tenth annual
ACM/IEEE international conference on human–robot interaction.
ACM, pp 181–188

37. Goetz J, Kiesler S, Powers A (2003) Matching robot appearance
and behavior to tasks to improve human–robot cooperation. In: The
12th IEEE international workshop on robot and human interactive
communication, 2003. Proceedings. ROMAN 2003. IEEE, pp 55–
60

38. Fussell SR, Kiesler S, Setlock LD, Yew V (2008) How people
anthropomorphize robots. In: 2008 3rd ACM/IEEE international
conference on human–robot interaction (HRI). IEEE, pp 145–152

39. James J, Watson CI, MacDonald B (2018) Artificial empathy in
social robots: an analysis of emotions in speech. In: 2018 27th IEEE
international symposium on robot and human interactive commu-
nication (RO-MAN). IEEE, pp 632–637

40. Kahn Jr PH, Kanda T, Ishiguro H, Gill BT, Shen S, Gary HE,
Ruckert JH (2015)Will people keep the secret of a humanoid robot?
Psychological intimacy in HRI. In: Proceedings of the tenth annual
ACM/IEEE international conference on human–robot interaction.
ACM, pp 173–180

41. Forlizzi J, Saensuksopa T, Salaets N, Shomin M, Mericli T, Hoff-
man G (2016) Let’s be honest: a controlled field study of ethical
behavior in the presence of a robot. In: 25th IEEE international
symposium on robot and human interactive communication (RO-
MAN). IEEE, pp 769–774

42. Cizek GJ (1999) Cheating on tests: how to do it, detect it, and
prevent it. Routledge, Abingdon

43. Emler N (1999) Moral character. In: Derlega VJ, Winstead BA,
Jones W (eds) Personality: contemporary theory and research.
Nelson-Hall Publishers, Chicago, pp 376–404

44. O’Donovan D (1969) An historical review of the lie scale: with
particular reference to the Maudsley personality inventory. Pap
Psychol 3:13–19

45. Maggi G, Dell’Aquila E, Cucciniello I, Rossi S (2020) Cheat-
ing with a socially assistive robot? A matter of personality. In:
Companion of the 2020 ACM/IEEE international conference on
human–robot interaction, HRI’20. Association for Computing
Machinery, New York, pp 352–354

46. Leichtmann B, Nitsch V (2020) How much distance do humans
keep toward robots? Literature review, meta-analysis, and theoret-

ical considerations on personal space in human-robot interaction.
J Environ Psychol 68:101386

47. Rossi S, Staffa, M, Bove L, Capasso R, Ercolano G (2017) User’s
personality and activity influence on HRI comfortable distances.
In: Social robotics. Springer, Cham, pp 167–177

48. Hall JA, Coats EJ, LeBeau LS (2005) Nonverbal behavior and the
vertical dimension of social relations: ameta-analysis. PsycholBull
131(6):898

49. Baxter P, Ashurst E, Read R, Kennedy J, Belpaeme T (2017) Robot
education peers in a situated primary school study: personalisation
promotes child learning. PLoS ONE 12(5):e0178126

50. Weick M, McCall C, Blascovich J (2017) Power moves beyond
complementarity: a staring look elicits avoidance in low power
perceivers and approach in high power perceivers. Personal Soc
Psychol Bull 43(8):1188–1201

51. Neff M, Wang Y, Abbott R, Walker M (2010) Evaluating the effect
of gesture and language on personality perception in conversational
agents. In: International conference on intelligent virtual agents.
Springer, Cham, pp 222–235

52. Anolli LM, Ciceri MR (2001) The voice of emotions. Steps to
semiosis of the vocal non-verbal communication of emotion. Har-
mattan, Paris

53. Niculescu A, van Dijk B, Nijholt A, Li H, See SL (2013) Making
social robots more attractive: the effects of voice pitch, humor and
empathy. Int J Soc Robotics 5(2):171–191

54. Plutchik R (2001) The nature of emotions: human emotions have
deep evolutionary roots, a fact that may explain their complexity
and provide tools for clinical practice. Am Sci 89(4):344–350

55. Erriquez E, Grasso F (2008) Generation of personalised advisory
messages: an ontology based approach. In: 2008 21st IEEE inter-
national symposium on computer-based medical systems. IEEE,
pp 437–442

56. Rossi S, Dell’Aquila E, Bucci B (2019) Evaluating the emotional
valence of affective sounds for child–robot interaction. In: Social
robotics. Springer, Cham, pp 505–514

57. ParadedaR, FerreiraMJ,MartinhoC, PaivaA (2018)Communicat-
ing assertiveness in robotic storytellers. In: Interactive storytelling.
Springer, Cham, pp 442–452

58. Holthaus P, Pitsch K, Wachsmuth S (2011) How can i help? Int J
Soc Robotics 3(4):383–393

59. EysenckHJ (1990)Biological dimensions of personality. TheGuil-
ford Press, New York

60. Dazzi C (2011) The Eysenck personality questionnaire-revised
(EPQ-R): a confirmation of the factorial structure in the Italian
context. Personal Individ Differ 50(6):790–794

61. Venkatesh V, Morris MG, Davis GB, Davis FD (2003) User accep-
tance of information technology: toward a unified view. MIS Q
425–478

62. Arnett JA, Labovitz SS (1995) Effect of physical layout in perfor-
mance of the trail making test. Psychol Assess 7(2):220

63. Spinnler H (1987) Standardizzazione e taratura italiana di test neu-
ropsicologici. Ital J Neurol Sci 6:21–120

64. Tomczak M, Tomczak E (2014) The need to report effect size esti-
mates revisited. An overview of some recommended measures of
effect size

65. Cohen J (2013) Statistical power analysis for the behavioral sci-
ences. Academic press, Cambridge

66. Rossi S, Ercolano G, Raggioli L, Savino E, Ruocco M (2018)
The disappearing robot: an analysis of disengagement and distrac-
tion during non-interactive tasks. In: 2018 27th IEEE international
symposium on robot and human interactive communication (RO-
MAN). IEEE, pp 522–527

67. Tharp IJ, Pickering AD (2011) Individual differences in cognitive-
flexibility: the influence of spontaneous eyeblink rate, trait psy-
choticism and working memory on attentional set-shifting. Brain
Cogn 75(2):119–125

123



International Journal of Social Robotics (2021) 13:2057–2069 2069

68. Nomura T (2017) Robots and gender. Gend Genome 1(1):18–25
69. Ghazali AS, Ham J, Barakova EI, Markopoulos P (2018) Effects of

robot facial characteristics and gender in persuasive human–robot
interaction. Front Robotics AI 5:73

70. Umaki TM, Umaki MR, Cobb CM (2012) The psychology of
patient compliance: a focused review of the literature. J Periodontol
83(4):395–400

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

Gianpaolo Maggi received the M.Sc. degree cum laude in Psychol-
ogy of Cognitive Processes in 2016. He spent one year as a researcher
assistant at PRISCA Lab, Federico II, under the supervision of Prof.
Silvia Rossi working in Cognitive Robotics field. Currently, he is a
Ph.D. student in Sciences of the Mind at the University of Campa-
nia “Luigi Vanvitelli”. His research interests include neuropsychology,
cognitive neuroscience, and cognitive robotics.

Elena Dell’Aquila Ph.D. in Psychological and Pedagogical Sciences,
has gained considerable expertise both in the field of HR and Academia.
Her research has a strong focus on the development, design and adap-
tation of psychological models supporting educational, learning and
assessment methodologies within innovative technologies applications,
with a particular interest in serious, simulation-based, virtual role-play
scenarios. Elena is the first author of a manuscript with Springer on
Educational Games for Soft-Skills.

Ilenia Cucciniello got a Bachelor degree in Computer Science. She
graduated in 2019 with a thesis on the development and testing of
a robotic application for cognitive tests simulating different person-
alities. Now, she is currently studying for her Master in Computer
Science at the University of Naples Federico II. Her main interests are
robotics and artificial intelligence.

Silvia Rossi received the M.Sc. degree in Physics in 2001, and the
Ph.D. in Information and Communication Technologies in 2006. She
is an Associate Professor in Computer Science at the Department of
Electrical Engineering and Information Technologies, University of
Naples Federico II, where she is currently co-Chief of the PRISCA
(Intelligent Robotics and Advanced Cognitive System Projects) Lab-
oratory. Her research interests include Multi-agent Systems, Human-
Robot Interaction, Socially Assistive Robotics, and Recommender Sys-
tems. She is an Associate Editor for IEEE Robotics and Automa-
tion Letters (RA-L), International Journal of Social Robotics, Pattern
Recognition Letters, and Intelligent Service Robotics journal.

123


	``Don't Get Distracted!'': The Role of Social Robots' Interaction Style on Users' Cognitive Performance, Acceptance, and Non-Compliant Behavior
	Abstract
	1 Introduction
	2 Related Works
	3 Robot Behavioral Styles
	3.1 Friendly Pepper
	3.2 Authoritarian Pepper
	3.3 Neutral Pepper

	4 Experimental Evaluation
	4.1 Experimental Hypotheses
	4.2 Participants
	4.3 Neuropsychological Evaluation
	4.4 Procedure
	4.5 Evaluation of Compliance Level
	4.6 Statistical Analysis

	5 Results
	5.1 Cognitive Performance
	5.2 Performance, Users' Personality Traits, and Gender
	5.3 Performance and UTAUT
	5.4 UTAUT Scores Before and After the HRI
	5.5 Non-Compliant Behaviors and Personality Traits
	5.6 Power Analyses for Non-significant Results

	6 Discussion and Conclusions
	References




