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Abstract

One of the major factors that affect the acceptance of robots in Human-Robot Interaction applications is the type of voice
with which they interact with humans. The robot’s voice can be used to express empathy, which is an affective response
of the robot to the human user. In this study, the aim is to find out if social robots with empathetic voice are acceptable
for users in healthcare applications. A pilot study using an empathetic voice spoken by a voice actor was conducted. Only
prosody in speech is used to express empathy here, without any visual cues. Also, the emotions needed for an empathetic
voice are identified. It was found that the emotions needed are not only the stronger primary emotions, but also the nuanced
secondary emotions. These emotions are then synthesised using prosody modelling. A second study, replicating the pilot
test is conducted using the synthesised voices to investigate if empathy is perceived from the synthetic voice as well. This
paper reports the modelling and synthesises of an empathetic voice, and experimentally shows that people prefer empathetic
voice for healthcare robots. The results can be further used to develop empathetic social robots, that can improve people’s

acceptance of social robots.

Keywords Social robots - Emotional speech synthesis - Artificial empathy - Prosody modelling - Healthcare

1 Introduction

In Human-Robot Interaction (HRI), the focus is given to
make robots learn to react to users socially and engagingly
[1]. Such social robots are used for various applications such
as education (e.g. [2]), passenger guidance (e.g. [3]) and
healthcare (e.g. [1,4,5]). Healthcare robotics is the focus of
this research study. The healthcare robot (Healthbots project
[6]) [7,8] is an application of human-robot interaction under
development at the Centre for Automation and Robotic Engi-
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neering Science, the University of Auckland, New Zealand.
This project aims to develop social robots that provide sup-
port and care to people living in nursing homes. The role of
these Healthbots will be to assist the medical staff in aged-
care facilities by being a companion to the aged people [9].
Currently, the technology is undergoing additional field tri-
als in realistic environments and commercialisation [6]. This
paper describes the journey towards developing an empa-
thetic voice for Healthbots. The next two sections explains
the motivation to develop an empathetic voice (Sect. 2) and
details about empathy in social robot applications (Sect. 3).
This is followed by Sect. 4 describing a pilot study con-
ducted to understand if people prefer empathetic voice in
Healthcare robots. Section 5. Further, emotional speech syn-
thesis (Sect. 6) and another experiment (Sect. 7) to evaluate
the acceptance of synthesised empathetic voice are also
described in detail. Section 8 concludes the paper.

2 Motivation: Acceptance of Social Robots
In this section, the motivation for building empathetically

speaking social robots is discussed. How humans interact
with robot’s in social situations and the impact that the robot’s
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voice has on their acceptance are discussed in detail. Evi-
dence from past research is used to emphasise the importance
of the robot’s synthesised voice on acceptance of robots by
humans. Robots that interact in social situations as compan-
ions are novel to people who use them due to the very few
preconceptions about their attributes and behaviour that peo-
ple have. People rationalise this novelty by projecting the
familiar human-like characteristics, emotions and behaviour
onto them [10]. This behaviour is called Antropomorphism'.
First, the general factors that improve social robots’ accep-
tance are discussed, leading to the impact of the robot’s voice
on acceptance.

2.1 Acceptance of Social Robots

When robots serve as companions in social situations, their
acceptance among users is a primary design considera-
tion. Some factors that enhance robots’ acceptance are
their appearance, humanness, personality, expressiveness
and adaptability [7]. Many studies have looked into such
factors that need to be taken care of, in order to improve the
acceptance of social robots, with prime focus given to the
elderly2 [7,11,12]. Previous studies have observed that peo-
ple anthropomorphise robots [10,13]. A study by Heerink
et al. defines the social abilities that humans expect from
robots [14]. The results of the study, which identifies the
factors that encourage older adults to accept robots, are sum-
marised as the Almere Model [11]. Only the results leading
to the development of Almere model are discussed here, as
the Almere model was primarily developed based on studies
on elderly users of healthcare robots, which is the application
considered in this study. Also, the results of the model ade-
quately lead to the relevance of the voice type on the user’s
acceptance of social robots. The results of the study looking
into the factors that encourage older adults to accept robots,
provide a clear indication that humans tend to anthropomor-
phise robots. Humans anthropomorphise robots by expecting
social abilities from them. According to the study, the social
abilities that humans expect from social robots are that they
should: cooperate, express empathy, show assertivity, exhibit
self-control, show responsibility, competence and gain trust.

Now, the big question is - how can these social abilities
be embedded in social robots? The aforementioned social
abilities can be expressed during the scenarios in which a
human and robot interact through some means of commu-
nication. This communication occurs in multiple modalities,
principally the auditory and visual mediums [13]. Even for

' Anthropomorphism refers to the tendency of humans to see human-
like characteristics, emotions, and motivations in non-human entities
such as animals, gods, and objects.

2 The focus is on elderly as the Healthbots - which is the application
on which this study is based, is developed for aged-care facilities.
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the Healthbots considered in this study, the communication
is visually through the information displayed on a screen
and verbally using spoken dialogues of the robot. As the
verbal communication is also used by the robot to interact
with humans, the synthetic voice of the robot plays a sig-
nificant role in determining how people anthropomorphise
robot, which in-turn impacts the robot’s acceptance.

2.2 Impact of Robotic Speech on
Anthropomorphism

Speech is a primary mode of communication between
robots and humans. People’s anthropomorphism of robots
is impacted by the type of synthetic voice used by robots to
converse, and this also affects the robots’ acceptance. Adding
literature evidence to this statement regarding the relation
between synthesised speech and acceptance of the robot, a
summary of various studies about this concept is presented
here. Research on robot voices is based on various studies on
the impact of speech from artificial agents on anthropomor-
phism and their acceptance [15]. Examples of social robots
that use synthetic speech to interact with people are Kismet
[16], a storyteller robot [17] and reception robots [18].
Experiments reported in [19] indicate that people make
judgements of robots’ personalities based on their voice.
A study reported in 2003, [13] discusses and reviews other
studies that show the impact of a robot’s voice/speech on peo-
ple’s judgements of the robot’s perceived intelligence. This
study has attributed the perception of intelligence of robots by
humans to be similar to the judgements humans make about
other humans. Hence this can be considered as a direct impact
of anthropomorphism of the social robot impacted by speech.
During the same time period, Goetz et al. [20] experimented
on how people’s cooperation with a robot varied depend-
ing on the speaking style of the robot (synthesised speech)
when it was instructing a team to complete a task. One team
performed the task instructed by a playfully speaking robot.
A different team performed the same task instructed by a
robot with a neutral voice. Here, the performance of the team
that did the task under the playful robotic voice was better
than the other team. This would mean that humans get moti-
vated by arobotic voice, even though the voice is synthesised.
Another experiment conducted in 2006 investigated the dif-
ference when affect® was added to the robot’s synthesised
speech [21]. Here, a robot guided people to complete a task.
In one case, the robot expressed urgency to motivate peo-
ple to complete the given task. In the other case, the robot

3 Affectis a concept used in psychology to describe the experiencing of
feeling or emotion. The addition of emotions/feelings into the robot’s
speech is explained here. This has lead to a field called affective com-
puting, which includes developing systems that can recognise, interpret
and respond to emotions, and also produce them.



International Journal of Social Robotics (2021) 13:2119-2137

2121

spoke with a robotic voice, without motivating the people.
The study arrived at the observation that the team that did
the task under the expressive robotic voice performed better
than the team under the neutral voice*. In another experiment
conducted in 2012, users listened to a human-like voice type
and a robot-like voice type. The two voice types were spoken
by robot Flobi using its synthesised voice. The decision of
the vocal cues to produce the robot-like and the human-like
voice was based on pre-tests regarding human-likeness vs
robot-likeness. The acceptance of the robot with the human-
like voice was better than the robot-like voice [22], although
specifics of the vocal cues are not reported in the paper.

Based on the studies discussed in the above paragraph, it
can be seen that people anthropomorphise robotic speech,
i.e., associate human attributes to the robot based on the
voice, which is synthesised. This is evident in the way the
robot’s acceptance improved with a change in voice and how
people performed better when the robot spoke expressively.
Upon understanding that the synthesised voice of the social
robot is a key factor in its acceptance, it is then necessary to
decide what type of voice is suitable for social robots. In the
next section, the type of expressive voice needed for health-
care robots is identified based on past studies and perception
experiments.

3 Empathy and Emotions Needed in
Healthcare Robots

Recently, it was observed that roboticists build robots in the
anthropomorphic form to improve their acceptance through
embodied cognition, but users are disappointed by the lack
of reciprocal empathy> from these robots [23]. Due to the
lack of definition of empathy for human-robot interactions,
the tendency for humans to anthropomorphise robots is used
as the key to deriving a definition in [24]. Empathy in human-
human interaction is the behaviour that enables one human
to experience what another human feels and respond to it.
It is an emotional response that is automatically evoked by
one’s understanding of the other human [25]. When the com-
panion is a robot, empathy in human-robot interaction can be
defined as the programmed affective reaction of the robot to
the behaviour of the human that it can sense according to the
technology embedded in it. It is also called Artificial empathy
in human-robot interaction studies [24,26].

4 In this study, neutral voice is defined as voice spoken naturally (i.e.
without stress). For the robot with expressive voice, stress was included
to express urgency.

> Empathy is the ability to understand and share the feelings of another.

3.1 Prosody Component for Empathy Portrayal

The empathy portrayal by humans involves various commu-
nication modalities, such as facial, vocal (non-verbal and
verbal) [23]. For robots, these communication modalities
exist. The focus of this research study is to use speech to
express empathy. Speech has two components [27] pertinent
to empathy:

1. Theverbal component, which focuses on the words alone.

2. The prosody component, which can be thought of as the
melody and rhythm of speech. Emotions are expressed
by variations in prosody component (like varying intona-
tion, speechrate, stress) [27,28]. This prosody component
refers to the affective prosody.

Empathetic behaviour via speech can be depicted by a
proper choice of words, which is the verbal component,
and the emotions portrayed by the speaker, which is the
prosody component. The choice of words determines the lexi-
cal features, which contributes to the verbal component. The
emotions govern the acoustic features [29] contributing to
the prosody component. Often empathy is incorporated into
synthesised speech by the inclusion of words that convey an
affective response (called dialogue modelling). As stated in
[30], a robot nurse assistant should be able to greet people,
sound happy when informing patients of good results and
express sympathy or encouragement when the test results
are not satisfactory. So, a combination of speech and visual
channels of the robot can be used to impart empathy. This
research focuses on speech alone. Empathy is communicated
more via the non-linguistic channel, as stated by [31]. The
same study also cites research indicating that a speaker’s
emotional state can be expressed without the use of words and
be understood just by listening to the speaker’s voice. Hence,
along with words that convey empathy, the emotions that are
used in saying those words play an inevitable role in making
the listener understand the speaker’s empathy towards them.
In this study, the aim is to express empathy in synthesised
speech for healthcare robot by:

1. Using the speech alone as the medium for communica-
tion between the social robot and the human user.

2. Modelling the prosody component of speech to express
empathy.

3.2 Empathy and Emotional Expression in Robotic
Speech

Empathy in social robots is a relatively new research area.
To date, there are only a few published research studies, and
the major findings are discussed here. One study (in 2005)
in this area of empathetic social robots [19] has shown that
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robots with empathy received positive ratings in the areas of
likeability and trustworthiness. They were also perceived as
supportive. Further, a study in 2013 shows that robots with
empathy have reduced frustration and stress among users, as
well as improved the users’ comfort, satisfaction, and per-
formance doing a set task [32]. Finally, in 2018, James et al.
[24] reports that the positive effects of empathy are produced
in users only when the robot’s expressions are in congruence
with the users’ affective state.

Motivated by these research findings, good modelling
of empathy and expression of emotion is required while
building the robots. This modelling will avoid a potential mis-
match between the users’ expectation of the robot’s emotion
(based on the application) and the actual emotions expressed
by the robot, which can otherwise lead to a negative effect.
The studies on empathy in healthcare robots are also lim-
ited. The study reported in [24] has explored empathetic
healthcare robots and people’s preference to them. Also, [32]
addresses the benefits of an empathetic voice (among other
voice attributes like pitch and humour) improving users’ ease
of interaction with the robot, while stating direct advantages
for healthcare robot applications.

Currently, in the Healthbots used in this research, a New
Zealand English voice is incorporated, and pilot studies were
conducted with regards to the naturalness of the voice [8,33].
The voice that has no emotional expression can be called
a “neutral” voice. It was noted repeatedly that familiarity
with the voice and closeness to human-like speech improves
the positive attitude towards robots. This positive attitude, in
turn, improves the acceptance of the robot. Also, the accep-
tance level can increase after meeting the robot assistant [8],
and if the robot speaks with a local accent [34]. However,
the age and native language of the user can impact on the
perceived intelligibility of the robot voice. Watson et al. [33]
found that the non-native listeners performed significantly
worse than the native listeners in a synthetic speech con-
dition. The authors report that the in-depth language model
that the native speakers have, helped them parse the synthetic
speech better than the non-native speakers.

From the studies discussed here, a robot that converses in
a familiar language and factors such as the speaking style
(including local accent), emotional expression and empa-
thy are critical factors in improving their acceptance. As
humans anthropomorphise robots, an empathetically inter-
acting robot is expected to increase the level of acceptance
of social robots based on the evidence presented in Sects. 2
and 3. To test that these findings apply to the healthcare robots
that are used in this study, a large-scale perception experiment
was conducted.

@ Springer

4 Study 1 (Pilot)

6 This study (discussed in detail in [24]) involves a percep-
tion experiment to evaluate whether human subjects perceive
empathy in robot speech. For this experiment, empathy is
expressed through speech, with prosody being varied with
the relevant melody and rhythm; i.e., by adding appropriate
emotions to the words in the speech of the robot. A percep-
tion test was conducted to address the following research
questions:

1. Research question I: Can people perceive empathetic
behaviour from a robot when only the emotions in its
speech are used to express empathy?

2. Research question II: Do people prefer empathetic voice
from robots or a non-empathetic robotic voice?

3. Research question III: What factors of speech can be
related to an empathetic voice?

The robot used for the study is the Healthbot. There
are three different situations in which the robot speaks to
the patient - (1) greeting the user, (2) providing medicine
reminders, (3) guiding the user to use the touch interface.

Dialogues were framed for each of these situations, and
included dialogues already used by the Healthbots (more
details about dialogues are in Sect. 5). Each situation had
20-25 dialogues. A professional voice artist produced the
dialogues in two variations.

1. One variation used a monotone voice with no variation in
prosody features like intonation and intensity. This voice
will be referred as robotic voice here.

2. The second variation was spoken like a nurse speaking
empathetically to a patient, with changes in emotions.
This voice will be referred as empathetic voice here.

A professional voice artist was used instead of synthesised
voice as the current synthesised voices used in the Healthbot
lack naturalness and quality as they are still under develop-
ment. Also, robotic voices that were empathetic were not
able to be created at the time of the study. Indeed, this was
one of the points of the study - to ascertain what types of
emotions were required for an empathetic voice. This is a
pilot study to understand what type of voices are preferred
by participants. If the empathetic voice is natural-sounding
and the robotic voice is synthesised, it may cause the partici-
pants to be biased towards the more natural-sounding voice.
This bias needed to be avoided, and hence, acted out voices
were used for both the cases.

© The study is approved by the University of Auckland Human Partic-
ipants Ethics Committee (UAHPEC) on 20/10/2017 for 3 years. Ref.
No. 019845.
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Fig.1 The participant taking part in the study watching the Healthbot
talking

An illustration of a participant taking the test watching
the healthbot talking is shown in Fig. 1. A link to the online
survey is provided here’ where the video of the robot with
the different voices can be seen. 120 participants, aged 16—-65
(age distribution shown in Fig. 2), completed study 1. Major-
ity of the participants were from the age group 26-35. Based
on their self-reporting, all participants had above average
hearing ability, with 50 participants being first language New
Zealand English speakers (L1)® and 70 were bilingual speak-
ers (L2). All participants completed the test. The participants
could choose to use headphones or loudspeakers according
to their convenience. In total, 20% of the participants used
loudspeakers, and the remaining 80% used headphones. Each
participant took approximately 15 minutes for the test. An
online survey platform Qualtrics’ was used. No restriction
was put on recruiting participants for the test other than a
minimum age of 16. Such a generalised participation was
selected as the Healthbots will be used in applications where
the users may not have any knowledge about robotics. The
participants went through three parts of the survey to address
each of the research questions.

4.1 Addressing Research Question | - Pilot
4.1.1 Design

For addressing Research question I, both the voice variations
spoken by the actor used the same words with variation in
only the prosody component. The robot had a neutral facial

7 https://auckland.aul.qualtrics.com/jfe/form/SV_
2hn68L1Df9IMXIh

8 First language and second language speakers distinction is based on
New Zealand English. Participants were classified as L1 if they were
living in New Zealand since age seven at least.

9 Version XM of Qualtrics. Copyright 2019 Qualtrics. Qualtrics and all
other Qualtrics product or service names are registered trademarks or
trademarks of Qualtrics, Provo, UT, USA. https://www.qualtrics.com.

Fig.2 The distribution of age groups in pilot study and study 2

expression. The patient’s dialogue was spoken by a speaker
in the same manner regardless of the variation in the robot’s
voice. An example of a Healthbot dialogue was “It seems
like you are taking a long time to take your medicine.”, for
which the patient responds “I am lately very slow in all the
tasks I do!”. The participants could see and hear the Health-
bot speaking (as shown in Fig. 1), but the patient speaking
to the robot was not shown to them. The patient was not
shown to enable the participants to feel as if the robot was
speaking to them, and hence, they could rate the robot’s inter-
action with them. Each participant was given one scenario
(greetings, reminders or instructions) with the two variations
(robotic voice and empathetic voice). Both voice variations
were shown to each participant one after the other, with the
empathetic voice first, followed by the robotic voice. After
seeing each scenario, the participants had to rate the voice
based on an empathy scale.

The questions asked to the participants for Research ques-
tion I were based on the empathy measuring scale from
the Motivational Interviewing Treatment Integrity (MITI)
module [35] used for human-human interaction, which was
extended to human-robot interaction in [24]. MITI module
defines five scales to rate a clinician’s empathy. The 5 point
scale used in MITT and the experiment are shown in Table 5
in the Appendix and Table 1 of [24]. A score of 1 represents
the least empathy according to the MITI scale. The dialogues
were not randomised as they were framed as a conversation
between the robot and the patient. First, the participants saw
and heard the robot speaking the empathetic voice. They were
then asked to rate the voice based on the scale. They then lis-
tened to the robotic voice and rated it based on the same
scale. A within-participants design is used here as the differ-
ence between the two voices types may not be captured if the
same person does not hear both the voice types. This may
cause the robotic voice to also be perceived as empathetic
(although lower levels) if heard separately.

4.1.2 Results

Figure 3 shows the empathetic behaviour rating given by the
participants to the two voices based on the empathy rating
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Fig.3 Participants’ rating of the two voice types. The blue bar (bottom
bar of every pair) represents the empathetic voice, and the yellow bar
(top bar of every pair) represents the robotic voice. (Color figure online)

scale. The bar chart shows the percentage of participants who
have chosen a particular empathetic behaviour scale (1 to 5)
for the robotic voice and empathetic voice.

Almost 85% (sum of scores for 4 and 5 scales — 42.7%
+ 42.7% - showing high levels of empathy perception) of
the participants felt that the robot with the empathetic voice
showed great interest in the patient and tried to engage with
them. Half of this group felt that the robot responded well,
while the other half felt that it could do better. The authors
believe the reason people felt that the robot could do better
may be related to people’s inhibitions that a robot cannot
feel the patient’s situation; instead, it is just programmed
to respond accordingly. Conversely, 75% of the participants
(sum of scores for 1 and 2 scales showing low levels of empa-
thy perception — 38.7%+36.3%) felt that the robot with the
robotic voice had little interest in the patient (given a rating
of 1 or 2). Curiously, two participants (1.6%) felt that the
robotic voice still showed a high level of empathy. As the
empathy rating scale decreases from 3 to 1, it can be seen
that less than 15% of the participants have given a lower rat-
ing for the empathetic voice. At the same time, for the robotic
voice, most of the participants have given a rating of 1 or 2
on the scale. This suggests that robotic speech with appro-
priate words alone is not sufficient for people to perceive an
empathetic behaviour from the robot.

4.1.3 Statistical Analysis

Because the data is skewed for both the voice types, a Wilco-
xon signed-rank test was conducted to assess the difference
between the robotic voice and the empathetic voice. The
empathy scale ratings 1 to 5 given by the participants was
used for the analysis. The results (shown in Table 1 Row 3)
indicate that the empathetic voice ratings (Median = 4) are
significantly higher than the robotic voice ratings (Median =

@ Springer

2), p < 0.001, r = 0.7. An effect size r = 0.7 indicates that
the effect is large according the Cohen’s benchmark for effect
sizes [36]. Hence, it can be summarised that the empathetic
voice received higher ratings than the robotic voice, and the
result is statistically significant.

4.2 Addressing Research Question Il - Pilot
4.2.1 Design

To evaluate Research question Il of the experiment, both
voice variations were shown to each participant. Then they
were asked to judge which voice they preferred. The dia-
logues lasted for almost 1-2 min for each of the variations.

4.2.2 Results

In total, 113 of the 120 participants (about 95%) preferred
the empathetic voice over the robotic voice, which is a robust
result.

4.3 Addressing Research Question Il - Pilot
4.3.1 Design

For evaluating Research question 111, participants were asked
reasons (free-response and forced-response) for choosing
their preferred voice from the robotic voice and the empa-
thetic voice. The reasons given for the participants to choose
from are listed on the left end of Fig. 4. Each dialogue spoken
by the robot was listed, and the emotion/feeling/tone that a
patient might expect from a nurse speaking was associated
as a label with each dialogue. For example, a dialogue, “It
seems like you are taking a long time to take your medicine”,
would be expected to be said with concern and empathy. The
first author gave similar labels to each dialogue. The options
given to the participants were based on these labels. Also,
they were asked which emotions they could feel when listen-
ing to each of the voices from the options angry, happy, sad,
excited, concerned, anxious, encouraging, assertive, apolo-
getic and other. The first four emotions are primary emotions
10" (excluding neutral) and the rest are words indicating sec-
ondary emotions.

10 Primary emotions are emotions that are innate to support reactive
response behaviour (Eg. angry, happy, sad, fear). The basic/primary
emotions are based on the studies by Ekman [37]. Secondary emotions
arise from higher cognitive processes, based on an ability to evaluate
preferences over outcomes and expectations (Eg. relief, hope) [38,39].
Various theories define primary and secondary emotions [40], but here
we will be looking at emotions that were studied as part of human-robot
interaction and speech synthesis studies.
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Table 1 Statistical analysis results of robotic voice and empathetic voice in study 1 (Pilot) and study 2

Robotic voice Empathetic voice Robotic voice Empathetic voice

Study type Mean += SD  Mean + SD Median Median p-value Effect size Confidence interval
Study 1 (pilot) N = 120 4.1+£09 20£1.0 4 < 0.001 0.7 [2.0,2.9]
Study 2 (synthesised) N=51 3.2+ 1.2 40+ 1.1 4 35 0.003 0.3 [-1, 0]
.2 Encouraging voice 50 reasons is higher than the rest), followed by lack of encour-
é Anxiety in voice [ 11.3 agement and concern in the voice. It is important to restate
5 AsEtve Vol 16.9 here that both the voices had the same verbal content. This
& Apologetic voice [N 12.9 content contained words that portraye.d. encouragem.ent or
% Friendlios vore - concern (For example - “Oh dear! Exercising regularly is very
g7 o crucial for you” expresses concern in the words and was used
:“ Fomen. ) Beles 532 for both the empathetic voice and the robotic voice). It was
y Drpelnicvoer N when these words showing active engagement were spoken
¢ Emotions in voice 815 expressively with the appropriate emotions that participants
= Tone of voice 81.6 could perceive the empathetic behaviour of the robot. This
0 20 0 60 80 100 suggests that for developing empathetic artificial agents, the

Number of participants who chose each of the reasons (in %)

Voice - not concerned 1419
% Tone - not good 53.2
on 58 p :
g Voice - not anxious 113
=
s g - ,
< -% Voice - not apologetic 1211
© g —
a &
5 -2 Voice - not friendly 51.6
2 9
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S tg Voice - not assertive 16.1
g
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Fig.4 Participants’ reasons (forced-responses) for choosing the empa-
thetic voice (in blue) and not preferring the robotic voice (yellow)

4.3.2 Results

The reasons for choosing the empathetic voice (blue colour)
and not preferring the robotic voice (yellow colour) from
the forced-responses are given in Fig. 4, along with the
percentage of the participants who selected these reasons.
(There were only a few free responses and no common theme
evolved from them). The most influencing factors for prefer-
ring the empathetic voice was the tone and emotions in the
voice, closely followed by friendliness in the voice. People
could also perceive empathy, concern and encouragement in
the voice, which also contributed to their choice. Looking at
the reasons for not choosing the robotic voice, the lack of
emotions and monotony in the voice are the most influenc-
ing factors (as the number of participants who chose these

interaction via speech plays arole in influencing people’s per-
ception of robots. Even though other modalities like facial
expressions are under research, speech synthesis needs to be
developed to express more human-like empathy. Commu-
nication via speech comprises of dialogue modelling along
with the synthesis of the required emotions. From this test,
it is also evident that proper dialogue modelling alone is not
enough. Participants perceived higher empathetic behaviour
only from the voice where the emotions matched the dia-
logues spoken by the robot.

Responses to the emotions that participants could perceive
from the empathetic voice are consolidated in Fig. 5. The
responses that came under other were warm, friendly and
engaging. Only the participants who preferred the empathetic
voice were required to provide this response, and each partic-
ipant could provide multiple responses. Here, it can be seen
that the emotions perceived by the participants in the empa-
thetic voice are secondary emotions. This indicates that the
synthetic voice spoken by the social robot should also be
modelled to speak with a selection of secondary emotions.

The conclusions from the pilot study were:

Participants can perceive empathy from robots when
empathy is portrayed by speech using variations in the
prosody component. When the prosody variation is absent
in speech (i.e. only the words in the sentences expressed
empathy), participants perceived lower levels of empathy.

Participants prefer an empathetic voice from a robotic
companion compared to a robotic voice (non-emotional) in
a healthcare application.

The main factors that contributed to people’s reason to
prefer the empathetic voice are the emotions in the voice and
the variations in prosody.
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Fig. 5 Participants’ responses for the emotions they could perceive
from the empathetic voice (pilot study)

The prosody component needs to be in alignment with
the verbal component so that people can perceive empathy
from a social robot. In order to correctly model the prosody
component, the emotions needed for an empathetic voice and
acoustic features to model an empathetic voice needs to be
identified. The next section explains this in detail.

5 Emotion Analysis of Social Robot

From the pilot study conducted, it was found that the addi-
tion of emotions to the verbal component is essential for
people’s perception of empathy in robotic speech. To syn-
thesise empathetic speech, proper modelling of emotions is
essential to enhance the verbal component. To identify the
emotions associated with an empathetic voice, an emotion
analysis of the Healthbot was done as described in [24].
Defining an emotional range that can be called as “empa-
thetic” was the focus of the study, and also a pre-requisite
for synthesising empathetic voice. Each dialogue spoken by
the robot in the empathetic voice was perceptually analysed
and marked on the valence-arousal plane to identify the emo-
tional range (details are provided in [24]) This analysis was
independent of the responses provided by the participants in
the pilot study. Based on the analysis, the emotions needed
for an empathetic healthcare robot were identified as: anx-
ious, apologetic, confident, enthusiastic, and worried.
These dialogues that are designed for the Healthbot
require emotions that do not fall under the primary emotion
categories (marked as green “+” in Fig. 6) but are rather vari-
ants of them which are the secondary emotions (marked as
blue “*”). Many studies, including [30,41-45] have focused
on social robots which are capable of synthesising speech
with the primary emotions. As important, these primary emo-
tions are in real life; this study of the dialogues suggests that
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Fig. 6 Valence-arousal plane of emotions showing primary emotions
defined by Ekman [37] (marked in green +) and the emotions identified
for the healthcare robot based on [24] (marked in blue *). Adapted from
[46]

synthesising these nuanced secondary emotions are for an
empathetic robot voice.

5.1 Discussion Based on the Pilot Study and
Emotions for Empathetic Robot

We believe that to improve HRI interactions, synthetic
speech needs to have the capacity to emulate secondary
emotions, in addition to primary emotion. This requires us
to have knowledge of the acoustic features of these emo-
tions. However, in contrast to the primary emotions, there
are very few studies on the acoustics of these emotions.
Further, with regards to the specific set of secondary emo-
tions required for our Healthbots, there were no resources
to get the acoustic features. To that end, an emotional cor-
pus which includes these secondary emotions needs to be
developed.

It is not possible to use existing speech corpora of the
primary emotions to determine the acoustic features of
the secondary emotions. The primary emotions are well
apart in the valence-arousal plane. An inspection of the
position of the secondary emotions in the valence-arousal
plane (Fig. 6) shows that they are not well separated on
the valence-arousal plane. This will be a significant chal-
lenge when trying to model and synthesise these secondary
emotions; hence there is a need for a purpose-built speech
corpora.



International Journal of Social Robotics (2021) 13:2119-2137

2127

6 Emotional Speech Synthesis
6.1 Corpus Development

The emotions needed for the social robot are identified as
- anxious, apologetic, confident, enthusiastic and worried.
To study the secondary emotions, a New Zealand English
speech corpus with strictly-guided simulated emotions was
developed [47]. This corpus, called JLcorpus !! contains
five primary (angry, excited, happy, neutral, sad) and five
secondary emotions (anxious, confident, worried, apolo-
getic, enthusiastic). The JLcorpus has an equal number of
four English long vowels-/a:/, /o:/, /i:/ and /u:/, to facilitate
emotion-related formant and glottal source features compar-
ison across vowel types. The corpus contains 2400 sentences
spoken by two male and two female professional actors.
The semantic context of all the sentences in the corpus
was kept the same for all primary emotions, while the sec-
ondary emotions have 13 emotion-incongruent sentences and
two emotion-congruent sentences. The inclusion of emotion-
congruent sentences allows analysis of the effect of semantic
influence on emotion portrayal and acoustic features, as seen
in [48]. The emotion quality of the JLcorpus was evaluated
by a large scale perception test of 120 participants, where the
participants evaluated the emotions portrayed in the corpus.
The corpus was labelled at the word and phonetic levels by
webMAUS [49] with hand correction for wrongly marked
boundaries.

6.2 Features Modelled

Modelling and synthesising the secondary emotions was
done using three prosody features - fundamental frequency
(fo0), speech rate, and mean intensity. A preliminary analysis
of the emotions in the JLCorpus is reported in [47]. Detailed
analysis of the fy contour based on the Fujisaki model (a
method to parameterise the f contour, more details to fol-
low) is reported in [50]. The decision to model fy contour
and speech rate is based on these analyses.

The Fujisaki model [51] parameterises the fy contour
superimposing (all parameters marked for a sentence in
Fig. 7: (1) the base frequency Fj, (indicated by the horizontal
line at the floor of the fj pattern), (2) the phrase component

' JLCorpus contains five primary and five secondary emotions.
“Assertive” was one of the secondary emotions. The actors of the corpus
were instructed to speak seriously and confidently while recording this
emotion. In a previous paper, the reviewers strongly criticised the use of
“assertive” as an emotion, and asked to reconsider it. From the exist-
ing list of emotions in Russel’s circumplex model of emotions (Fig. 6),
“confident” was the best match. This journey is a clear indication of the
difficulty in analysing and classifying secondary emotions as they can
be difficult to define. The corpus is available at: github.com/tli725/JL-
Corpus.

- declining phrasal contours accompanying each prosodic
phrase, and (3) the accent component - reflecting fast fy
movements on accented syllables and boundary tones. These
commands are specified by the following parameters:

1. Phrase command onset time (Tp): Onset time of the
phrasal contour, typically before the segmental onset of
the phrase of the ensuing prosodic phrase. (Phrase com-
mand duration Dur_phr = End of phrase time — Tp)

2. Phrase command amplitude (Ap): Magnitude of the
phrase command that precedes each new prosodic phrase,
quantifying the reset of the declining phrase component.

3. Accent command Amplitude (A,): Amplitude of accent
command associated with every pitch accent.

4. Accent command onset time (T1) and offset time (T3):
The timing of the accent command that can be related to
the timing of the underlying segments. (Accent command
duration Dur_acc = T — Ty)

Ag, Ap, To, T1, T, Fp are referred to as the Fujisaki
parameters. Dur_phr and Dur_acc are derived parameters
from the Fujisaki parameters. The Fujisaki parameters for
each utterance was extracted using AutoFuji extractor [52].
Checking was done so that potential errors in fy tracking
did not affect the parameters. Analysis of the effect of emo-
tions on the Fujisaki parameters [50] showed that they were
affected by the emotions, with accent command parameters
(smaller units - A, and Accent command duration 7> — T})
and F} having the most significant effect.

Mean values were obtained for the speech rate (in syl-
lables/s) [47] and intensity (in dB) of the sentences for
rule-based modelling of these prosody features for each emo-
tion.

6.3 Emotional Text-to-Speech Synthesis System

The inputs to an emotional text-to-speech synthesis sys-
tem are the text to be converted to speech and the emotion
to be produced. To facilitate real-time implementation, all
the features used for prosody modelling here are based on
these two inputs only. Fig. 8 shows the proposed system for
emotional text-to-speech synthesis system. The input text is
analysed linguistically to extract context features. A text-to-
speech synthesis system for New Zealand English based on
MaryTTS [53] has been built [54,55] . This New Zealand
English text-to-speech synthesis system produces speech
without any emotion and will be referred as non-emotional
speech here. The input text is passed through the text-to-
speech synthesis system to obtain non-emotional speech.
The pitch is extracted from the non-emotional speech (by
Praat Auto Correlation Function [56]) and label files are
obtained from input text and non-emotional speech using
the New Zealand English option of the Munich Automatic
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Web Segmentation System [49]. The pitch and label files
are passed on to AutoFuji extractor to obtain the 5 derived
Fujisaki parameters of non-emotional speech (Apy, Aay,
Durphry, Durqccy, Fby - subscript “N” added to denote
“Non-emotional”). The parameters are then time-aligned to
the input text at the phonetic level. The decision of speech
rate and intensity are made based on the emotion tag. With
the context features, non-emotional speech Fujisaki parame-
ters, emotion and speech rate as features, a transformation
is applied on each of the non-emotional speech Fujisaki
parameters to obtain the emotional speech parameters (the
feature list given in Table 2). The context features and the
non-emotional speech Fujisaki parameters are extracted by
automatic algorithms, while the emotion, speaker are tags
assigned depending on the emotion and speaker to which the
conversion needs to be done. Feature extraction is done at
the phonetic level as the transformation is phone-based.

Context features, speaker and emotion tag are categorical,
while the non-emotional speech features and speech rate
are continuous. Hand-corrected Fujisaki parameters obtained
from the natural emotional speech is the target value to be
transformed. The transformation is applied to the Fujisaki
parameters of non-emotional speech to convert them to
Fujisaki parameters of emotional speech. Ensemble learning
using two regressors - Random Forests [57] and Adaboost
[58] is employed. The average of the predicted values from
these regressors would be the final transformed value. The
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hyperparameters of these regressors are tuned via grid search
cross-validation. An emotion-dependent model is built for
each of the Fujisaki parameters. All the emotions-dependent
models are combined to form the fj contour transformation
model. The database for modelling contains 7413 phones
with their corresponding Fujisaki parameters. 80% of the
database is used for training and rest for testing using ran-
dom selection.

Once the non-emotional Fujisaki parameters are trans-
formed to that of emotional speech, the resynthesis is done
(last block in Fig. 8). Predicted Fujisaki parameters are time-
aligned to the phones in the sentence. Fujisaki parameters
are then used to reconstruct the fy contour by superimposing
the Fj, accent commands and phrase commands based on
the Fujisaki model. Once the fj contour is reconstructed, the
speech is re-synthesised by pitch-synchronous overlap and
add using Praat. The re-synthesised speech has fy contour
obtained from the transformation model developed. Intensity
and speech rate rules are assigned by emotion-based mean
values.

6.4 Performance Analysis of Synthesised Speech

Performance analysis of the synthesised speech produced
using the method described above was conducted using a
perception test. In this perception test, sentences from the
JLCorpus like “Tom beats that farmer” are used, and not
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Table 2 Features used for fy contour transformation

Feature Description

Extraction method

Context Features
Emotion tag 5 primary & 5 secondary emotions

Speaker 2 male speakers

Non-emotional fj features 5 Fujisaki parameters - Apy, Aay, Durphry, Durqccy, Fby

Speech rate Speech rate of the sentence

Count = 102, Eg. accented/unaccented, vowel/ consonant

Text analysis at the phonetic level using MaryTTS.
Each emotion tag is assigned to the sentence
Speaker tag is assigned

Passing non-emotional speech to AutoFuji extractor.

Based on emotion type.

Table 3 Confusion matrix

. . . Actual emotions
showing hit rates from pair-wise

Perceived emotions

subjective test

Apologetic
Apologetic 97.9%
Anxious 0%
Confident
Confident 88.3%
Anxious 12.4%
Enthusiastic
Enthusiastic 78.6 %
Anxious 24.8%
Worried
Worried 97.9%
Anxious 4.19%
Apologetic
Apologetic 94.5%
Confident 9.7%

Anxious Apologetic Enthusiastic
2.1% Apologetic 100% 0%

100 % Enthusiastic 1.4% 98.6 %
anxious Apologetic Worried
11.7% Apologetic 64.3% 35.2%
87.6% Worried 32.4% 67.6%
Anxious Confident Enthusiastic
21.4% Confident 69 % 31%

75.2% Enthusiastic 30.3% 69.7%
Anxious Confident Worried
2.1% Confident 95.2% 4.8%
95.9% Worried 22.8% 77.2%
Confident Worried Enthusiastic
5.5% Worried 97.9% 2.1%
90.3% Enthusiastic 0.7% 99.3%

the robot dialogues as the Pilot study. Hence, this test is
independent of the healthcare robot application, and tests
only the quality of the emotions in the synthesised voice
and thereby the machine learning approach. The synthesised
emotional speech was evaluated by a perception test with 29
participants, where the participants evaluated emotions in the
synthesised emotional speech. The participants had almost
50% distribution of first and second-language speakers of
English (all variants of English were included). The majority
of the participants were from the age group 16-35 (82%) and
the remaining distributed over 36—65. All the participants had
an average, above average or excellent (self-reported) hear-
ing ability. In a forced response emotion classification task,
the participants had to choose which emotion they perceived
and group the sentences into the two emotion pairs provided.
In total, 100 sentences were evaluated by 29 participants,
giving 2900 evaluations.

Table 3 shows the confusion matrix obtained from the
perception test for each emotion pair. The most confused
emotion pairs were enthusiastic vs anxious, confident vs
enthusiastic and worried vs apologetic (expected due to
their closeness in the valence arousal levels). The confusion
between anxious vs enthusiastic is the only problematic pair

that can be an inappropriate reaction from the robot to the
human user. On average, the perception accuracy was 87% to
differentiate between the emotion pairs. The results obtained
here are comparable to other emotional synthesis studies that
used different techniques to model f contour. For instance
[59] reported 50% perception accuracy for expressions of
good, bad news, question, [60] reported 75% perception
accuracy for happy, angry, neutral and [61] reported 65% per-
ception accuracy for joy, sadness, anger, fear. However, no
past studies did contour modelling on the secondary emotions
we studied; hence direct comparison will not be possible. It
is of note that the accuracy rate for the secondary emotions in
the perception test in [47] for the JLCorpus was 40%, which
is considerably lower than the 87% obtained here. However,
this was quite a different test where participants had five
emotions to select from, rather than two. The secondary emo-
tions are not as well separated on the valence-arousal place,
and giving participants a choice of five emotions, will lead
to confusions between emotions close to each other on the
valence-arousal plane, as can be seen in Table 4 (Comparison
between apologetic and anxious vs confident and enthusias-
tic).
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7 Study 2 - Perceived Empathy from
Synthesised Emotional Voice

12 Based on the results obtained from the pilot study (Sect. 4),
the emotions required for an empathetic voice were identi-
fied (Sect. 5), then modelled and finally synthesised (Sect. 6.
The next step is to find out if humans can actually perceive
empathy from the developed voice. A second perception test
with the synthesised voice being spoken by a robot was con-
ducted. This perception test is a replica of the test conducted
in Sect. 4, except that the voices used here are synthesised.
The testing setup provided to the participants were also the
same as the pilot test, as shown in Fig. 1. A link to the survey
is provided here'? where the robot speaking to the patient
can be seen. A total of 51 participants aged 16-55 (age dis-
tribution is shown in Fig. 2) with average or above-average
hearing ability took part in this experiment. The aim is to
address the three research questions listed in Sect. 4 with the
synthesised voice.

7.1 Addressing Research Question |
7.1.1 Design

The participants saw a video and listened to two sets of dia-
logues between a Healthbot and a patient. The text associated
with both the dialogue sets were the same. As before, there
are two voices:

1. Synthesised robotic voice - This is the robotic voice syn-
thesised without any emotions. This voice is the output
from the New Zealand English text-to-speech synthesis
system. This voice is rendered in a neutral tone without
any emotions associated with it.

2. Synthesised empathetic voice - This is the emotional
voice that is produced by the emotion transformation
model. All the dialogs spoken by this voice contain one of
the five secondary emotions - anxious, apologetic, confi-
dent, enthusiastic, worried.

The same voice talent was used to create both the syn-
thesised voices. The participants listened to each of these
voices separately (the empathetic voice first, followed by the
robotic voice) and rated the voices on a five-point empathy
scale, which was also used in the pilot experiment.

12° Approved by the University of Auckland Human Participants Ethics
Committee (UAHPEC) on 20/10/2017 for 3 years. Ref. No. 019845.

13 https://auckland.aul.qualtrics.com/jfe/form/
SV_9tvDP800i4oLmXX

@ Springer

5 9.3
’ 315
29.6
50
% 2 16.7 Synthesised
< ° . ¢
9 L robotic voice
_u.;: 1 241 Synthesised empathetic
8- 93 voice
=
204
Lo
0 20 40 60

Percentage of participants' rating for each voice variation (%)
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7.1.2 Aim

From the pilot study, the participants could perceive empathy
from the voice of the robot when the empathy was expressed
using changes in prosody only. However, this was done using
natural speech. The synthesised voice will not be as perfect
or human-like as natural voice. Hence, this test is essential to
understand if the expression of empathy in the synthesised
voices is being perceived by participants.

7.1.3 Results

Figure 9 summarises the rating given by the participants for
the two voice types in %. It can be seen that 81.5% of the par-
ticipants rated 4 or 5 for the empathetic voice. This means
that the participants could perceive higher levels of empa-
thy from the synthesised emotional voice. For the robotic
voice, 44.5% of participants rated it on scale 1 or 2. The par-
ticipants perceived only lower levels of empathy from the
synthetic robotic voice. Both the voices spoke the same text.
The only difference was in the prosody modelling in syn-
thesised empathetic voice to produce emotional speech. This
suggests that the addition of prosody modelling contributed
to the perception of an empathetic voice from the robot.

7.1.4 Statistical Analysis

Because the data is skewed for both the voice types, a Wilcox-
on signed-rank test was conducted to assess the difference
between the ratings received for the synthesised robotic voice
and the synthesised empathetic voice. The empathy scale rat-
ings 1 to 5 given by the participants was used for the analysis.
Some interesting findings were obtained from the statistical
analysis, and they are:

(a) Difference in empathy ratings for study 1 and 2: The
results (shown in Table 1 Row 4) indicates that the empathetic
voice ranks (Median = 4) are higher than the robotic voice
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Fig. 10 Boxplot showing participants’ rating of the two voice type for
study 1 and study 2

ranks (Median = 3.5), p = 0.003, r = 0.3). Effect size
r = 0.3 indicates that the effect is small to medium according
to the Cohen’s benchmark for effect sizes.

The effect size is lower for the synthesised speech (r =
0.3) compared to the acted-out speech (r = 0.7). To ascertain
what is happening, consider the boxplot in Fig. 10 with the
participants’ ratings of the robotic voice and the empathetic
voice from both study 1 and 2. From Fig. 10, it can be seen
that, for the pilot study there is no overlap between the two
voice type ratings (which also reflects in the effect size r =
0.7 from Table 1 ). However, in the second study using the
synthesised voice, it can be seen that there is some overlap
between the ratings for robotic voice and empathetic voice.

(b) Empathetic voice rating from both studies: The empa-
thetic voice has higher empathy rating compared to the
robotic voice for both study 1 and 2 (see boxplots in Fig. 10).
The ratings received for robotic voice and empathetic voice
in both study 1 and 2 are significantly different (From Table 1
Columns 6 and 7)) from each other. Table 4 shows pair-wise
Wilcoxon signed-rank test results for both voice types in
study 1 and 2. This comparison helps to understand if peo-
ples’ responses are statistically different for the two studies.
It can be seen that the difference in ratings received for the
empathetic voice for study 1 and 2 is not statistically signifi-
cant (p = 0.176, r = 0.1'%). This suggests that participants
felt that the robot was both interested in what the patient was
saying, and was trying to engage with the patient, regardless
of whether the empathetic voice was acted or synthesised.
Hence, the aim of this study - which is to develop a synthe-
sised empathetic voice is successful.

(c) Difference in robotic voice rating from study 1 and
2:For the robotic voice in the two studies, there is a statis-
tically significant difference (p < 0.001, r = 0.4'* - From
Table 4). This difference can be visually observed from the
box plots in Fig. 10. Here, the synthesised robotic voice has
higher ratings compared to the robotic voice produced by an

14 1 indicates the effect size.

actor. This could be because people give more allowances to
the synthesised voice as it is not human. So, they tune their
mind to actively listen to the voice and the words (which
portrayed empathy), knowing very well that it is synthe-
sised. However, when the participants know that the voice
is produced by a human, then people probably expect more
empathy in the voice. This could be a reason why the acted-
out robotic speech was poorly rated on the empathy scale.

7.2 Addressing Research Question Il
7.2.1 Design

In this part of the test, the participants were asked which of
the two voices they preferred if they were the patient, and
they were talking to a healthcare robot. In this stage, they
could see the video of the two voices any number of times to
make their decision.

7.2.2 Aim

This test is to understand which voice the participants prefer
in the actual application of the robot.

7.2.3 Results

83% of the participants preferred the synthesised empa-
thetic voice and 17% preferred synthesised robotic voice.
In the pilot experiment with natural speech (described in
Sect. 4.2.2) similar findings were observed with the major-
ity of the participants (95%) preferring the empathetic voice
over the robotic voice. It is clear that in both studies, the
empathetic voice was preferred over the robotic one. How-
ever, the participants’ reasons for making a choice may not
necessarily be the same. A robotic voice spoken by a human
could be perceived as creepy, wheres a synthetic voice with
modelled empathy might be considered acceptable for the
task. However, without further study, we can only speculate
the reason. We also need to consider the impact of participant
numbers. The pilot experiment was done by 120 participants,
while 51 participants did this second experiment. The larger
number of participants in the initial test may also be a rea-
son for the stronger results. Additionally, some participants
found empathy in the synthetic voice to be “not real”, which
made them choose robotic voice instead.

7.3 Addressing Research Question lll
7.3.1 Design
In this part of the experiment, the participants were asked the

reason for preferring of the two voice types. The participants
were provided with a series of options to justify their choice
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Table4 Comparison between
robotic voice and empathetic

Robotic voice Empathetic voice

voice in study 1 (Pilot) and

Synthesised Robotic voice
study 2

Synthesised empathetic voice

p <0.001,r =04
p <0.001,r =0.6

p <0.001,r=04
p=0.176,r = 0.1

of the voice they preferred (same options as the pilot study
- Forced-response). Also, there was a free-response section,
where the participants could write what they wanted. The
participants were also asked which all emotions they could
perceive from the voice. They could see the video of the two
voices any number of times to make their decision.

7.3.2 Aim

This was designed to understand why people chose either of
the two voices.

7.3.3 Results

The forced-response reasons for choosing synthesised empa-
thetic voice and for not choosing synthesised robotic voice
are given in Fig. 11. The tone of the voice, the emotions, the
empathy, the friendliness and encouragement in the voice
are the most frequent reasons for participants choice of the
synthesised empathetic voice. The lack of emotions, the tone
being not appropriate and the lack of friendliness in the voice
are the key reasons for not preferring synthesised robotic
voice.

The participants also had a free-response section where
they could make comments on their choices, other than the
ones already listed in Fig. 11. Figure 13 presents a mind map
of the reasons the participants provided for preferring the syn-
thesised empathetic voice. The key ideas that came up from
the thematic analysis'> are the preference due to suitabil-
ity for the application (Social robots, specifically healthcare
robots), the influence of the changes introduced to the affec-
tive prosody in the voice and the properties of the voice.
Reasons that were most quoted were the naturalness per-
ceived in the empathetic voice and the emotions in the voice.
Participants also commented that the voice is suitable and
appropriate for a healthcare application, and they felt that
the robot was engaging and interested in the patient. Another
important reason the participants mentioned was the tone
of the voice, which is a direct reflection of the f; contour
modelling done to synthesise the emotions in the empathetic
speech. Figure 14 illustrates a mind map summarising partic-
ipants’ responses for not preferring the synthesised robotic
voice. All the responses were related to the major themes -
voice suitability for a social robot application and the prop-
erty of the voice. The most quoted reasons for not preferring

15 Using Taguette [62]; mind map plot using Miro [63]
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Fig. 11 Participants’ reasons for choosing the synthesised empathetic
voice (in blue) and not preferring the synthesised robotic voice (yellow)

the robotic voice were that the voice sounded unnatural and
the lack of emotions. Also, many participants found the lack
of engagement from the robot speaking with the robotic voice
as a reason to not prefer it.

The participants were also asked to choose the emotions
they could perceive from the two voice types from a set
angry, happy, sad, excited, concerned, anxious, encouraging,
assertive, apologetic, other. The results are summarised in
Fig. 12. Similar to the results in the pilot study (Fig. 5, most
of the emotions that the participants could perceive were
words indicating secondary emotions. Empathy and confi-
dence were the responses that came under the other option.

The major takeaways from study 2 are:

The reasons for choosing the synthesised empathetic voice
are that the participants preferred to have a healthbot which
portrays emotions while expressing empathy. Even though
the text content in the dialogues was the same, higher empa-
thy was perceived only when the acoustics of emotions were
added to the voice in congruence with the text. This strongly
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Fig. 12 Participants’ responses for the emotions they could perceive
from the empathetic voice (study 2)

suggests that the prosody modelling produced by the speech
synthesis system must be in alignment with the linguistic con-
tent of the sentence, for empathy to be correctly perceived
by the users.

The synthesised robotic voice was perceived as being
uninterested or rude, which made participants not like the
voice in the healthcare scenario. Without proper prosody
modelling, there is the possibility that robotic dialogues may
sound like the robot is uninterested in the patient. This could
reduce the acceptance of social robots.

The participants could perceive many secondary emo-
tions from synthesised empathetic voice - like apologetic,
concerned (worried), encouraging (enthusiastic), assertive
(confident). These are the emotions that were modelled by the
emotion transformation, and the perception test has shown
that the participants can perceive the same emotions in the
synthesised voice.
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Encoraging
Not blunt
> Robots' response
Appropriate Healthcare
response Interested in the patient Robot
Suitable
Engaging

Comfortable to

Social
Robot

engage with

prosody
Reasons to prefer the
e | 2 )
synthesised empathetic —
Voice

8 Discussions and Conclusion

This paper presents two studies done in a symmetric fashion
to develop acceptable synthetic voices for healthcare robots.
Study 1 starts with trying to identify what type of voice is
acceptable for healthcare robots. This is done by conduct-
ing a perception test using voices spoken by a professional
voice artist. Once the type of voice needed was identified to
be empathetic, the emotions needed for an empathetic voice
were then found out based on the application - healthcare
robots. The emotions needed for the social robot was found
to be secondary emotions- anxious, apologetic, concerned,
enthusiastic, worried. A corpus containing these emotions
were then developed, and model to synthesise these emo-
tions was formed using ensemble regressors. The emotional
speech model was perceptually evaluated. Further, to com-
plete the process, a second study was conducted using the
synthesised voice as the voice of the healthcare robot. This
study was a replica of the pilot study conducted initially,
the only difference being the use of synthesised voice as the
voice of the robot. The major contributions of this paper are:
(a) the development of an emotional speech model for the
secondary emotions that were identified to be needed for a
healthcare robot (based on the pilot study 1), (b) synthesising
the emotional speech based on the model, and (c) conducting
a similar study to that done in the pilot study, but using syn-
thesised speech for the healthcare robot. This study tested the
acceptability of a healthcare robot speaking empathetically
using synthesised speech with five secondary emotions.
Major findings of the pilot study are that the emotions
needed for healthcare robots are not only the well-researched
primary emotions, but also nuanced secondary emotions.
There is a lot of resource development and research needed
to understand the acoustics of these secondary emotions.
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Natural voice
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Engaging
Encouraging
Friendly
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voice
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Fig. 13 Mind map showing free responses from participants for preferring the Synthesised empathetic voice
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Fig. 14 Mind map showing free responses from participants for not choosing the Synthesised robotic voice
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These secondary emotions were synthesised via ensemble
regression modelling applied to the output of a New Zealand
English text-to-speech synthesis system. Participants in study
2 found the emotional speech containing the five secondary
emotions to be more empathetic than a robotic voice saying
the same textual information. This result further strengthens
the motivation to study nuanced emotions and include these
emotions in the voice of social robots, along with the primary
emotions that are already well-researched.

The participants preferred the empathetic voice over the
robotic voice for a healthcare application. Hence the second
important finding is that people can perceive empathy from
the healthcare robot’s voice when empathy was expressed
only by the prosody component of speech. The text of the
dialogues spoken by the synthesised robotic voice and the
synthesised empathetic voice are both the same. But only
when the emotions (prosody component) matched the text
did people perceive empathy in the voice. And this could be
perceived even when the voice was synthesised. This result
emphasises the importance of the emotions in the speech
being congruent with the textual content of what is being
said. This congruence is essential for participants to perceive
empathy from the robots, and this perception of empathy also
improves the acceptance of social robots.

This study was based on the Healthbots application
and using the dialogue set of the Healthbots for all the
analysis. More nuanced emotions may be identified to be
needed when the application s different. Such an application-
oriented analysis should be done to identify the emotions
that are needed. The ensemble regression-based model can
be extended for more emotions.

For the experiments reported in this paper, the participants
were shown videos of the Healthbot talking with different
voice types. But we cannot extend these results to scenarios
when people directly interact with a physical robot. The reac-
tion of people when directly interacting with robots can be
affected by the presence of the robot near them [64], per-
ceived age and gender [65], engagement techniques (like
gaze, nodding) [66,67], accent of the robot’s voice [68] and
other factors. Hence, direct interaction of people with a robot
will have to be studied with the same voice types (as used in
this study) to evaluate the empathy perceived from the robot.
The authors will be conducting such a study (similar to [68])
in the near future.

This study focused on the prosody component of speech.
The verbal component also impacts empathy portrayal by
speech. Hence dialogue modelling also needs to be conducted
to develop empathetic voices. Along with speech, the other
communication channels like facial and para-linguistic chan-
nels also contribute to the perception of empathy. These are
areas where more research needs to be done to develop social
robots that express empathy.
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Appendix-Scale of Empathy Questionnaire

Table 5 Empathy scale in MITI and its extension to HRI

Scale  Human-human interaction Human-robot interaction

1 Clinician has no apparent The robot has no interest in
interest in client’s the patient.
worldview. Gives little or
no attention to the client’s
perspective.

2 Clinician makes sporadic The robot shows some
efforts to explore the interest in what the patient
client’s perspective. is saying, but makes no
Clinicians’ understanding efforts to engage the
may be inaccurate or may patient.
detract from the client’s
true meaning.

3 Clinician is actively trying The robot shows great
to understand the client’s interest in what the patient
perspective, with modest is saying, but makes no
success. efforts to engage the

patient.

4 Clinician shows evidence of ~ The robot shows great
an accurate understanding interest in what the patient
of the client’s worldview. is saying and tries to
Makes active and repeated engage the patient, but the
efforts to understand the robot’s response could be
client’s point of view. better.

Understanding is mostly
limited to explicit content.
5 Clinician shows evidence of ~ The robot shows great

deep understanding of the
client’s point of view, not
just for what has been
explicitly stated but what
the client means but has
not yet said.

interest in what the patient
is saying, engages the
patient well and responds
appropriately to the
patient.
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